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Abstract. We prove that if µ is a regular cardinal and P is a µ-centered

forcing poset, then P forces that (I[µ++])V generates I[µ++] modulo clubs.
Using this result, we construct models in which the approachability property

fails at the successor of a singular cardinal. We also construct models in which

the properties of being internally club and internally approachable are distinct
for sets of size the successor of a singular cardinal.

In this paper we construct models in which the approachability property APµ+

fails, where µ is a singular cardinal. We also obtain models where the properties of
being internally club and internally approachable are distinct for models of size the
successor of a singular cardinal. These results are related to the approachability
ideal I[µ++], where µ is a singular cardinal.

Theorem 1. Suppose µ is a regular cardinal and P is a µ-centered forcing poset.
Let λ = µ++. Then P forces that (I[λ])V generates I[λ] modulo clubs.

Theorem 2. Suppose µ is supercompact and λ > µ is Mahlo.
(1) For any regular cardinal ν < µ, there is a forcing poset which forces that µ

is a singular strong limit cardinal with cofinality ν and APµ+ fails.
(2) For any limit ordinal α < µ, there is a forcing poset which forces that µ = ℵα

and APµ+ fails.

Theorem 3. Suppose µ < λ are supercompact cardinals.
(1) For any regular ν < µ, there is a forcing poset which forces that µ is a

singular strong limit cardinal with cofinality ν, and for all regular θ ≥ µ++, there
are stationarily many sets N in [H(θ)]µ

+
which are internally club but not internally

approachable.
(2) For any limit ordinal α < µ, there is a forcing poset which forces that µ = ℵα,

and for all regular θ ≥ µ++, there are stationarily many sets N in [H(θ)]µ
+

which
are internally club but not internally approachable.

We assume that the reader has some basic familiarity with iterated forcing, gen-
eralized stationarity, generic elementary embeddings, and the interaction of forcing
with elementary substructures. For a cardinal µ and a set X containing µ+, a set
S ⊆ [X]µ

+
is stationary if for any function F : [X]<ω → X there is N in S such

that µ+ ⊆ N and N is closed under F . This is equivalent to the property of having
non-empty intersection with every closed and unbounded subset of [X]µ

+
. For a

regular cardinal µ we let Add(µ) denote the Cohen forcing for adding a Cohen
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subset of µ. If µ<µ = µ, Add(µ) has size µ and thus is µ+-c.c. For a regular
cardinal κ and λ > κ, we let Coll(κ, λ) be the Lévy collapse for collapsing λ to
have size κ.

1. The Approachability Ideal

We review some well-known facts about the approachability ideal I[λ] ([14],
[15]). Let λ be a regular uncountable cardinal. Given a sequence ~a = 〈ai : i < λ〉
of bounded subsets of λ, let S~a denote the set of limit ordinals α < λ such that
there exists a club set c ⊆ α with order type cf(α) such that for all β < α, there
is i < α such that c ∩ β = ai. Let I[λ] be the collection of sets S ⊆ λ such that
there exists ~a = 〈ai : i < λ〉, a sequence of bounded subsets of λ, and a club C ⊆ λ,
such that S ∩ C ⊆ S~a. Then I[λ] is a normal ideal on λ, which we refer to as the
approachability ideal on λ.

Clearly if A is in I[λ], then for any set S ⊆ λ, if there is a club C ⊆ λ such
that S ∩ C ⊆ A, then S is in I[λ]. More generally, we say that a family A ⊆ I[λ]
generates I[λ] modulo clubs if I[λ] is the collection of sets S ⊆ λ such that there
is a set T in A and a club C ⊆ λ such that S ∩ C ⊆ T . Under some natural
assumptions, I[λ] is generated by a single set modulo clubs. If {A} generates I[λ]
modulo clubs, we say that A generates I[λ], and that A is the maximal set in I[λ].
The maximal set, if it exists, is unique in the sense that if A and B both generate
I[λ], then there is a club set C ⊆ λ such that A∩C = B∩C. It is an open problem
whether I[λ] must always have a maximal set.

In this paper we will be interested in the situation where λ = κ+ is a successor
cardinal. In this case, I[λ] is generated modulo clubs by sets of the form S~a, where
~a = 〈ai : i < λ〉 is a sequence of subsets of λ whose order types are less than κ.
Assuming κ<κ ≤ κ+ = λ, I[λ] has a maximal set. Namely, let ~a = 〈ai : i < λ〉
enumerate all subsets of λ with order type less than κ. Then for any sequence
~b = 〈bi : i < λ〉 of subsets of λ with order type less than κ, there is a club C ⊆ λ
such that C ∩ S~b ⊆ S~a. Hence S~a is the maximal set in I[λ]. It is a theorem that
in this case the maximal set S~a is stationary, and in fact, for all regular µ < κ+,
S~a ∩ cof(µ) is stationary.

For an uncountable cardinal κ, the approachability property at κ, written as APκ,
is the statement that I[κ+] contains every subset of κ+, or equivalently, κ+ is in
I[κ+]. In this case, there is a sequence ~a = 〈ai : i < κ+〉 consisting of sets in [κ+]<κ

such that S~a contains a club set. Clearly the failure of APκ is equivalent to the
existence of a stationary subset of κ+ which is not in I[κ+].

It is a theorem of Shelah ([15]) that if κ is a regular uncountable cardinal, then
κ+ ∩ cof(< κ) is in I[κ+]. So any stationary subset of κ+ which is not in I[κ+]
concentrates on cofinality κ. In particular, if I[κ+] has a maximal set T , then T is
equal modulo clubs to (κ+ ∩ cof(< κ))∪ (T ∩ cof(κ)). So for a regular uncountable
cardinal κ, APκ holds iff there is a sequence ~a = 〈ai : i < κ+〉 of subsets of κ+ with
order type less than κ and a club C ⊆ κ+ such that C ∩ cof(κ) ⊆ S~a.

Let us describe another collection of sets which generates I[λ] modulo clubs,
where λ is any uncountable regular cardinal. Fix a regular cardinal θ > λ. Let ~M =
〈Mi : i < λ〉 be an increasing and continuous sequence of elementary substructures
of H(θ) such that λ ∈ M0, and for all i < λ, |Mi| < λ, i ⊆ Mi, and Mi ∩ λ ∈ λ.
Define S ~M as the set of limit ordinals α < λ for which there exists a cofinal set
c ⊆ α with order type cf(α) such that for all β < α, c ∩ β is in Mα.
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We claim that the collection of sets of the form S ~M as above generates I[λ]
modulo clubs. First, let ~M = 〈Mi : i < λ〉 be given, and we show S ~M is in I[λ]. Let
~a = 〈ai : i < λ〉 enumerate

⋃
{Mi : i < λ}∩ [λ]<λ. Then there is a club D ⊆ λ such

that for all β in D, ~a � β enumerates Mβ ∩ [λ]<λ. But then S ~M ∩D ⊆ S~a, so S ~M is
in I[λ]. For if β is in S ~M ∩D, fix a cofinal set c ⊆ β with order type cf(β) whose
proper initial segments are in Mβ . Let d be the closure of c. Then by elementarity,
the initial segments of d are in Mβ as well. So by choice of D, the initial segments
of d are in ~a � β, and hence β is in S~a.

On the other hand, suppose ~a = 〈ai : i < λ〉 is given. Choose 〈Mi : i < λ〉 as
above such that ~a is in M0. Then S~a ⊆ S ~M . For if β is in S~a, fix a club c ⊆ β with
order type cf(β) whose proper initial segments are in 〈ai : i < β〉. Since β ⊆ Mβ ,
by elementarity {ai : i < β} ⊆ Mβ . Hence every proper initial segment of c is in
Mβ , so β is in S ~M .

2. Preserving the Approachability Ideal

Let µ be a regular cardinal. A forcing poset P is said to be µ-centered if P is the
union of a family {Ai : i < µ} such that for all i < µ, for all p and q in Ai, there is
r in Ai such that r ≤ p, q. Observe that any µ-centered forcing poset P is µ+-c.c.,
since any subset of P of size µ+ has µ+ many elements in the same Ai. Also, any
poset of size less than or equal to µ is µ-centered, as can be seen by taking the Ai’s
to be singletons or empty.

Theorem 2.1. Suppose that µ is a regular cardinal and P is a µ-centered forcing
poset. Let λ = µ++. Then P forces that (I[λ])V generates I[λ] modulo clubs. In
particular, if T is the maximal set in I[λ], then P forces that T remains the maximal
set in I[λ].

Proof. Fix a family {Ai : i < µ} witnessing that P is µ-centered. Note that since P
is µ+-c.c.,

(λ ∩ cof(< µ+))V = (λ ∩ cof(< µ+))V
P
.

Let S<µ+ denote this set. As pointed out in Section 1, S<µ+ is in I[λ], both in V

and V P. We also have that

(λ ∩ cof(µ+))V = (λ ∩ cof(µ+))V
P
.

First let us prove that P forces (I[λ])V ⊆ I[λ]. So let S be in (I[λ])V . Fix a
sequence ~b = 〈bi : i < λ〉 of bounded subsets of λ and a club C ⊆ λ such that
S ∩ C ⊆ S~b. We claim that in V P, (S~b)

V is in I[λ]. It then follows that S is in
I[λ] in V P as well. On the one hand, (S~b)

V ∩ cof(< µ+) ⊆ S<µ+ ∈ I[λ]. On the
other hand, (S~b)

V ∩ cof(µ+) ⊆ (S~b)
V P ∈ I[λ]. For if α is in S~b ∩ cof(µ+) in V , there

is a club c ⊆ α with order type µ+ whose initial segments are in ~b � α. Since the
cofinality of α remains µ+ in V P, α is in (S~b)

V P
. Now I[λ] is λ-complete, so (S~b)

V

is in I[λ] in V P.
Now we prove that (I[λ])V generates I[λ] modulo clubs in V P. Let ~a = 〈ȧi : i <

λ〉 be a P-name for a sequence of bounded subsets of λ. We will find a set S in I[λ]
such that P forces S~a ⊆ S.

Fix a regular cardinal θ larger than λ such that P is inH(θ). Choose an increasing
and continuous sequence ~M = 〈Mi : i < λ〉 of elementary substructures of H(θ)
such that µ, P, {Ai : i < µ}, and ~a are in M0, and for all i < λ, |Mi| < λ, i ⊆ Mi,
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and Mi ∩ λ ∈ λ. Let S ~M denote the set of limit ordinals α < λ such that there is a
cofinal set c ⊆ α with order type cf(α) such that every proper initial segment of c
is in Mα. As noted in Section 1, S ~M is in I[λ].

In V P we have that S~a ∩ S<µ+ ⊆ S<µ+ , and S<µ+ is in (I[λ])V . We will show
that S~a∩ cof(µ+) ⊆ (S ~M )V . Then S~a ⊆ S<µ+ ∪ (S ~M )V ∈ (I[λ])V , and we are done.

Let δ be in λ∩ cof(µ+), and suppose p is a condition which forces δ is in S~a. We
will prove that δ is in S ~M . Choose a P-name ċ for a club subset of δ with order type
µ+ such that p forces every proper initial segment of ċ appears on the sequence
〈ȧi : i < δ〉. For each α < δ, choose rα ≤ p and ξα < δ such that

rα  ċ ∩ α = ȧξα .

Now as P forces ċ has order type µ+ and P is µ+-c.c., we can fix a club set b ⊆ δ
with order type µ+ such that P forces b ⊆ ċ. For each i < µ, let

bi = {α ∈ b : rα ∈ Ai}.
Since b =

⋃
{bi : i < µ} and the order type of b is µ+, we can fix i < µ such that bi

is stationary in δ. In particular, bi is cofinal in δ.
Now define

d = {ν < δ : ∃r ∈ Ai r  ν ∈ ċ}.
We claim that d is a cofinal subset of δ with order type µ+, all of whose initial
segments are in Mδ. This implies that δ is in S ~M , which finishes the proof.

Note that b ⊆ d, so d is cofinal in δ. If the order type of d is greater than µ+,
then there is α < δ such that |d ∩ α| ≥ µ+. Since P forces ċ ∩ α has size µ, by the
µ+-c.c. of P there is a set a with size µ such that P forces ċ ∩ α ⊆ a. But then
d∩α ⊆ a, which is a contradiction. For if ν is in d∩α, there is r in Ai which forces
that ν is in ċ ∩ α. So r forces ν is in a, and hence ν actually is in a.

Now we prove that for all γ < δ, d ∩ γ is in Mδ. So fix γ < δ. Choose α in bi
which is larger than γ. We will show d ∩ α is in Mδ. Then since δ ⊆ Mδ, γ is in
Mδ, so by elementarity d ∩ γ = (d ∩ α) ∩ γ is in Mδ.

To prove that d ∩ α is in Mδ, we show that

d ∩ α = {ν < α : ∃r ∈ Ai r  ν ∈ ȧξα}.
Then since δ ⊆Mδ, the objects α, ξα, ȧξα , and Ai are all in Mδ, so by elementarity
d ∩ α is in Mδ.

Assume on the one hand that ν is in d∩α. Then by definition of d, there is r in
Ai which forces ν is in ċ. Since α is in bi, rα is in Ai. So we can fix s ≤ r, rα in Ai.
Since s ≤ rα, s  ċ ∩ α = ȧξα . But since s ≤ r, s  ν ∈ ċ ∩ α. So s  ν ∈ ȧξα , as
desired. Suppose on the other hand that ν < α and there is r in Ai which forces ν
is in ȧξα . Again choose s ≤ r, rα in Ai. Then s forces ċ ∩ α = ȧξα and ν ∈ ȧξα . So
s forces ν is in ċ ∩ α. By definition of d, ν is in d ∩ α, and we are finished.

Suppose that T is the maximal set in I[λ]. Let G be a generic filter for P over
V , and we show that T is maximal in I[λ] in V [G]. Working in V [G], let S be in
I[λ]. Since (I[λ])V generates I[λ] modulo clubs in V [G], there is a set A in (I[λ])V

and a club C ⊆ λ in V [G] such that S ∩ C ⊆ A. Since T is maximal in V , there is
a club D ⊆ λ such that A ∩D ⊆ T . Then S ∩ C ∩D ⊆ A ∩D ⊆ T . �

Corollary 2.2. Suppose µ is a regular cardinal and P is a µ-centered forcing poset.
Let λ = µ++. If S ⊆ λ is a stationary set which is not in I[λ], then P forces S is
not in I[λ]. In particular, if APµ+ fails, then P forces APµ+ fails.
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Proof. Let S be a stationary subset of λ. Let G be a generic filter for P over V .
Suppose in V [G] that S is in I[λ]. Then by Theorem 2.1, there is a club C ⊆ λ and
a set A in (I[λ])V such that S ∩ C ⊆ A. Since P is µ+-c.c., there is a club D ⊆ C
in V . Then S ∩D ⊆ A, so S is in (I[λ])V .

Now if APµ+ fails, then there is a stationary set S ⊆ λ which is not in I[λ]. In
V P, S remains stationary, and S is still not in I[λ] by what we just proved. So
APµ+ fails in V P. �

3. Failure of the Approachability Property

We present now a general construction of a model in which the approachability
property APκ fails, where κ is a regular cardinal. The construction is essentially
an iterated forcing version of the Mitchell model with no special Aronszajn trees
on κ+ ([12]). The fact that the approachability property fails in Mitchell’s model
is well-known.

The forcing iteration we use both in this section and in Section 5 is a special
case of the mixed support iterated forcing schema presented in [5]. This iteration
schema is described in the next theorem.

Theorem 3.1 ([5]). Suppose µ<µ = µ, κ is a regular cardinal greater than µ, and
for all ν < κ, ν<µ < κ. Consider a forcing iteration

〈Pi, Q̇j : i ≤ α, j < α〉

satisfying the following properties:

(1) If i < α is even, then Pi forces Q̇i = Add(µ).

(2) If i < α, then Pi forces that Q̇i is µ-closed.

(3) If δ ≤ α is a limit ordinal, then Pδ consists of all partial functions
p : δ → V such that p � i is in Pi for all i < δ, |dom(p)∩Even| < µ, and
|dom(p) ∩ Odd| < κ. For p and q in Pδ, let q ≤ p if dom(p) ⊆ dom(q)
and for all i in dom(p), q � i forces q(i) ≤ p(i).

In addition, for all even i with i+1 < α, define a weak ordering ≤∗ on Add(µ)∗
Q̇i+1 in V Pi by letting p2 ∗ q̇2 ≤∗ p1 ∗ q̇1 if p2 ∗ q̇2 ≤ p1 ∗ q̇1 and p2 = p1.

(4) If i is even and i+ 1 < α, then Pi forces that 〈Add(µ) ∗ Q̇i+1,≤∗〉
is κ-strategically closed.

Assuming that these requirements are satisfied, the iteration has the property that
for all even i with i+ 1 < α, Pα factors as Pi ∗ Pi,α, such that in V Pi :

(I) Pi,α preserves all cardinals and cofinalities less than or equal to κ.

(II) Pi,α forces that whenever f : κ → V Pi is a function, all of whose
proper initial segments are in V Pi , then f is in V Pi .



6 MOTI GITIK AND JOHN KRUEGER

Of course the case i = 0 and Pi,α = Pα in the conclusion of the theorem is of
special importance. For the proof of the theorem, see [5], and also Section ? of [7].

Assume for the rest of this section that µ is a regular cardinal such that µ<µ = µ,
κ is a regular cardinal greater than µ, and for all ν < κ, ν<µ < κ. Also assume
that λ > κ is a Mahlo cardinal.

We describe a natural model in which the approachability property on κ fails.
We define by recursion a forcing iteration

〈Pi, Q̇j : i ≤ λ, j < λ〉.

Suppose i < λ and Pi is defined. If i is even, let Q̇i be a Pi-name for Add(µ). If i
is odd, let Q̇i be a Pi-name for Coll(κ, κ+). For even ordinals i < α, define a weak
ordering ≤∗ on Q̇i∗Q̇i+1 = Add(µ)∗Coll(κ, κ+) in V Pi by letting p2∗ q̇2 ≤∗ p1∗ q̇1
if p2 ∗ q̇2 ≤ p1 ∗ q̇1 and p2 = p1. Clearly 〈Q̇i ∗ Q̇i+1,≤∗〉 is κ-closed, and hence κ-
strategically closed, in V Pi .

Suppose δ ≤ λ is a limit ordinal and for all i < δ, Pi is defined. A condition in Pδ
is a partial function p : δ → V such that for all i < δ, p � i is in Pi, |dom(p)∩Even| <
µ, and |dom(p)∩Odd| < κ. Define q ≤ p in Pδ if dom(p) ⊆ dom(q), and for all i in
dom(p), q � i  q(i) ≤ p(i).

This iteration clearly satisfies the hypotheses of Theorem 3.1. Hence properties
(I) and (II) in the conclusion of the theorem hold.

Define a stationary set A ⊆ λ by letting

A = {α < λ : κ < α ∧ α is strongly inaccessible}.
Consider an ordinal α in A ∪ {λ}. Then for all β < α, |Pβ | < α. Moreover, for
any ordinal δ ≤ α with cofinality greater than or equal to κ, Pδ is the direct limit
of 〈Pi : i < δ〉. By standard arguments, this implies Pα is α-c.c. Since we use
Lévy collapses in the iteration, Pα forces that α is equal to κ+. Also by a standard
argument, any bounded subset of α in V Pα is in V Pi for some i < α. In particular,
it follows that Pλ forces that λ = κ+ and 2µ = λ.

We also note that if α is in A, then Pλ forces that α has cofinality κ. Indeed,
factor Pλ as

Pλ = Pα ∗Add(µ) ∗Coll(κ, κ+) ∗ Pα+2,λ.

In V Pα , α is equal to κ+ as noted above. So after forcing over V Pα with Add(µ) ∗
Coll(κ, κ+), α has cofinality κ. But Pα+2,λ preserves the regularity of κ by prop-
erty (I). So in V Pλ , α has cofinality κ.

Proposition 3.2. The poset Pλ forces that I[λ] does not contain any stationary
subset of A. In particular, Pλ forces that A is not in I[λ], so APκ fails.

Proof. Let G be a generic filter for Pλ over V . For all i < λ, let Gi = G∩ Pi. Note
that since Pλ is λ-c.c., A remains stationary in V [G]. Let B be a stationary subset
of A in V [G]. Suppose for a contradiction that there is a sequence ~a = 〈ai : i < λ〉
of bounded subsets of λ and a club C ⊆ λ such that B ∩ C ⊆ S~a.

Define F : λ→ λ as follows. For i < λ, ai is a bounded subset of λ, and therefore
ai is in V [Gj ] for some j < λ. Let F (i) be the least j < λ such that ai is in V [Gj ].
Let D be the club set of α < λ such that for all i < α, F (i) < α.

Fix δ in B ∩C ∩D. Then δ is in S~a. Fix a club set c ⊆ δ with order type equal
to the cofinality of δ, which is κ, such that for all β < δ, c ∩ β is equal to aiβ for
some iβ < δ. Then for all β < δ, c ∩ β is in V [GF (iβ)]. Since δ is in D, F (iβ) < δ,
so c ∩ β is in V [Gδ].
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Now factor Pλ as Pδ ∗ Pδ,λ. By property (II), Pδ,λ forces over V [Gδ] that any
function f : κ → On, all of whose initial segments are in V [Gδ], must itself be
in V [Gδ]. Let f : κ → On be the unique order preserving bijection from κ onto
c. Since every proper initial segment of c is in V [Gδ], clearly every proper initial
segment of f is in V [Gδ] as well. So f is in V [Gδ]. But this implies that δ has
cofinality κ in V [Gδ]. This is impossible, since Pδ forces that δ is equal to κ+. �

Note that in V Pλ there are no special Aronszajn trees on κ+. Indeed, the exis-
tence of a special Aronszajn tree on κ+ is equivalent to weak square �∗κ. But �∗κ
implies APκ. For proofs of these comments, see [1].

4. Approachability at the Second Successor of a Singular

We now show how to obtain a failure of the approachability property APµ+ ,
where µ is a singular cardinal. The general idea is to force a model where APµ+

fails using the method of the previous section, while maintaining that µ is a large
cardinal. Then apply Corollary 2.2 to forcing posets which singularize µ, such as
Prikry forcing.

Let P be a forcing poset. A set A ⊆ P is said to be directed if for all p and q in
A, there is r in A such that r ≤ p, q. For a regular cardinal µ, P is µ-directed closed
if any directed subset of P with size less than µ has a lower bound.

Lemma 4.1. Suppose µ<µ = µ, κ is a regular cardinal larger than µ, and for all
ν < κ, ν<µ < κ. Let 〈Pi, Q̇j : i ≤ α, j < α〉 be a forcing iteration satisfying the
hypotheses of Theorem 3.1. Assume in addition that for all i < α, Pi forces that
Q̇i is µ-directed closed. Then Pα is µ-directed closed.

The proof is essentially the same as the standard proof that an iteration of µ-
directed closed forcings is µ-directed closed, provided that the iteration uses only
direct and inverse limits, and uses inverse limits at any stage of cofinality less than
µ. See, for example, Lemma 21.7 of [4].

Now we describe our forcing construction. Suppose that µ is a supercompact
cardinal. Assume moreover that the supercompactness of µ is indestructible under
µ-directed closed forcing. To obtain this, start with a model in which µ is super-
compact, and force with the µ-c.c. forcing poset of size µ as described in [9] to
obtain a generic extension in which µ is indestructible.

Assume that λ is a Mahlo cardinal larger than µ. Let 〈Pi, Q̇j : i ≤ λ, j < λ〉 be
the forcing iteration described in the previous section, where κ = µ+. So for even
i < λ, Q̇i is a name for Add(µ), and for odd i < λ, Q̇i is a name for Coll(µ+, µ++).
Clearly for all i < λ, Q̇i is forced to be µ-directed closed. So Pλ is µ-directed closed
by Lemma 4.1.

Let G be a generic filter for Pλ over V , and let W = V [G]. Then in W , µ
remains a supercompact cardinal, λ = µ++ = 2µ, and the approachability property
APµ+ fails. By Corollary 2.2, any forcing poset in W which is µ-centered forces
that APµ+ fails.

Since µ is supercompact in W , it is measurable. Fix a normal ultrafilter U on µ.
Recall the Prikry forcing P defined from U in W . A condition in P is a pair 〈a,A〉,
where a is a finite subset of µ, A is in U , and for all α in A, α > max(a). The
ordering on P is defined by letting 〈b, B〉 ≤ 〈a,A〉 if b ∩ (max(a) + 1) = a, B ⊆ A,
and b \ a ⊆ A. As is well known, P adds a cofinal ω-sequence to µ, and does not
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add any bounded subsets to µ. So in V P, µ is a singular strong limit cardinal with
cofinality ω. By Corollary 2.2 and the next lemma, APµ+ fails in V P.

Lemma 4.2. The Prikry forcing P is µ-centered.

Proof. Let 〈ai : i < µ〉 enumerate [µ]<ω, and for each i < µ, define Ai = {〈a,A〉 :
a = ai}. Then if 〈ai, A〉 and 〈ai, B〉 are both in Ai, the condition 〈ai, A ∩ B〉 is a
common refinement of both conditions which is also in Ai. �

Since µ is a supercompact cardinal inW , there exist coherent sequences of normal
ultrafilters on µ of any length up to (2µ)+. From such sequences we can define
Magidor forcing [11] and Radin forcing [13]. Both Magidor forcing and Radin
forcing on µ are µ-centered, by an easy argument similar to the proof of Lemma
4.2. So in particular, for any regular ν < µ, if Q is the Magidor forcing using a
coherent sequence of ultrafilters of length ν, then Q preserves all cardinals, forces
that µ is a singular strong limit cardinal with cofinality ν, and forces that APµ+

fails.
Let us now discuss the failure of the approachability property at ℵω+1. We use

the following fact, which we will discuss in more detail momentarily.

Theorem 4.3 ([10], [3]). Suppose that µ is µ++-supercompact and 2µ = µ++.
Then there exists a µ-centered forcing poset Q which collapses µ to become ℵω.

In the model W , µ is supercompact, 2µ = µ++, and APµ+ fails. Using Theorem
4.3, let Q be a µ-centered forcing poset which collapses µ to become ℵω. Let K be
a generic filter for Q over W . Then by Corollary 2.2, APµ+ fails in W [K]. But µ+

is equal to ℵω+1 in W [K]. So APℵω+1 fails in this model.
The proof of Theorem 4.3 is beyond the scope of this paper. But we will give

the definition of the forcing and explain why it is µ-centered. To define the poset
we only use the assumptions that µ is supercompact and 2µ = µ++ in W .

Let U be a normal ultrafilter on Pµ(µ++). Let j : V → M = Ult(V,U) be the
ultrapower map. Let U0 be the restriction of U to µ, that is, U0 is the collection of
sets A ⊆ µ such that µ ∈ j(A). Let j0 : V → M0 = Ult(V,U0) be the ultrapower
map.

Let X denote the set of strongly inaccessible cardinals below µ. For each α in X,
let Bα denote the Boolean completion of Coll(α+3, < µ). Then the map α 7→ Bα
represents in M0 the Boolean completion of Coll(µ+3, < j0(µ)), which we denote
by B0.

To define Q, we use the following fact, which we quote without proof: there
exists a µ-complete ultrafilter F on B0. That is, there is a filter F ⊆ B0 consisting
of non-zero conditions such that for any b in B0, either b or −b is in F , and if A ⊆ F
is a family of fewer than µ many elements of F , there is c in F such that c ≤ b for
all b in F .

Define a forcing poset Q as follows. A condition in Q is a sequence

〈f, α0, f0, . . . , αn−1, fn−1, A, h〉

such that:
(1) α0 < . . . < αn−1 are in X,
(2) if n = 0 then f is in Coll(ω3, < µ), and if n > 0 then f is in Coll(ω3, < α0),
(3) fn−1 is in Coll(α+3

n−1, < µ),
(4) for i < n− 1, fi is in Coll(α+3

i , < αi+1),
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(5) A ⊆ X is in U0, and for all α in A, αn−1 < α, and ran(fn−1) ⊆ α,
(6) h : A→ V is a function such that for all α in A, h(α) is in Bα,
(7) j0(h)(µ) ∈ F .

We define the ordering on Q as follows. Suppose we have conditions

p = 〈f, α0, f0, . . . , αn−1, fn−1, A, h〉
and

q = 〈g, β0, g0, . . . , βm−1, gm−1, B, k〉.
Let q ≤ p if:

(a) m ≥ n,
(b) for all i < n, αi = βi,
(c) f ⊆ g, and for all i < n, fi ⊆ gi,
(d) B ⊆ A,
(e) for all α in B, k(α) ≤ h(α),
(f) for n ≤ j < m, βj is in A,
(g) for n ≤ j < m, gj is a refinement of h(βj).

Let q ≤∗ p if q ≤ p and m = n.

Lemma 4.4. The forcing poset Q is µ-centered.

Proof. Let 〈ti : i < µ〉 enumerate all sequences t = 〈f, α0, f0, . . . , αn−1, fn−1〉 such
that for some A and h, 〈t, A, h〉 is a condition in Q. For each i < µ define Ai as the
collection of conditions p of the form p = 〈ti, A, h〉.

Suppose 〈ti, A, h〉 and 〈ti, B, k〉 are both in Ai. Since j0(h)(µ) and j0(k)(µ) are in
F and F is a filter, there is b in F such that b ≤ j0(h)(µ), j0(k)(µ). Since b is in B0,
we can fix a function f : X → V such that f(α) ∈ Bα for all α in X and f represents
b in M0, that is, j0(f)(µ) = b. Since b ≤ j0(h)(µ), j0(k)(µ), there is a set C in U0

such that for all α in C, f(α) ≤ h(α), k(α). Then 〈ti, A ∩B ∩ C, f � A ∩B ∩ C〉 is
a condition in Ai below 〈ti, A, h〉 and 〈ti, B, k〉. �

The poset Q just described adds a cofinal ω-sequence of regular cardinals to µ,
and Lévy collapses all but finitely many cardinals in between successive cardinals
in the sequence. By using a coherent sequence of ultrafilters in place of a single
ultrafilter, we can generalize the poset Q to posets which can add a cofinal sequence
to µ of any limit order type less than µ, while Lévy collapsing all but finitely many
cardinals in between successive cardinals in the sequence. This Magidor forcing
analogue of the poset Q above is also µ-centered, by the same argument as in
Lemma 4.4. Thus in W , for any limit ordinal α < µ, there is a µ-centered forcing
poset which collapses µ to become ℵα, while preserving the failure of APµ+ . This
completes the proof of Theorem 2.

5. Internally Club and Internally Approachable

Consider regular cardinals µ < λ. We say that a set N ≺ H(λ) with size µ is
internally approachable if N is the union of an increasing and continuous sequence
〈Ni : i < µ〉 such that for all α < µ, 〈Ni : i < α〉 is in N . The set N is internally
club if N is the union of an increasing and continuous sequence 〈Ni : i < µ〉 such
that for all i < µ, Ni is in N .

Foreman and Todorčević [2] asked whether the properties of being internally
approachable and internally club are equivalent. The second author solved this
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problem in the negative in [8], in the case of sets of size ℵ1; this result was gener-
alized in [6] and [7] to sets of size the successor of a regular cardinal, and to sets
of size an inaccessible cardinal. In this section we complete the solution to this
problem by handling the case of sets of size the successor of a singular cardinal.

A general construction of a model in which internally club and internally ap-
proachable are distinct is given in Section ? of [7]. Rather than repeating this
construction in full detail here, we will black box several facts and refer the reader
to [7] for the complete details. The general construction begins by fixing regular
cardinals µ < κ < λ, where µ<µ = µ, λ is supercompact, and for all ν < κ,
ν<µ < κ. In this section let us fix such cardinals as well, but in addition we assume
that κ = µ+, µ is supercompact, and the supercompactness of µ is indestructible
under µ-directed closed forcing. We also assume that for all α ≥ µ, 2α = α+.

We define now a forcing poset Pλ which preserves cardinals and cofinalities less
than or equal to µ+, collapses λ to become µ++, and forces that for all regular
θ ≥ µ++, there are stationarily many N in [H(θ)]µ

+
which are internally club but

not internally approachable.
We define by recursion an iterated forcing

〈Pi, Q̇j : i ≤ λ, j < λ〉.
For this purpose, fix a Laver function f : λ→ Vλ. Suppose Pi is defined for a fixed
i < λ. If i is even, let Q̇i be a Pi-name for Add(µ). Suppose i is odd. Let α be the
predecessor of i, so α+ 1 = i. Let us consider two cases.

Case 1: α is a strongly inaccessible cardinal greater than µ+, for all
j < α, |Pj | < α, and f(α) is a regular cardinal greater than or equal to
α.

Case 2: Otherwise.

If Case 2 holds, let Q̇i be a Pi-name for Coll(µ+, µ++). Now suppose Case 1
holds. As an induction hypothesis, assume Pα is α-c.c.; this will follow easily from
the assumptions of Case 1 and the definition of the limit stages given below. Since
we use Coll(µ+, µ++) at unboundedly many stages below α, Pα forces that α is
equal to µ++. Let θ = f(α), which is a regular cardinal greater than or equal to α.
Since Pα is α-c.c., θ is still a regular cardinal in V Pα and is greater than or equal
to α = µ++.

Working in the model V Pα+1 we define Q̇α+1. A condition in Q̇α+1 is an increas-
ing and continuous sequence 〈ai : i ≤ ν〉, where ν < µ+, and for all i ≤ ν, ai is in
[H(θ)V

Pα ]µ ∩ V Pα . The ordering on Q̇α+1 is by extension of sequences. The poset
Q̇α+1 does not add any new µ-sequences of ordinals, and adds an increasing and
continuous sequence of order type µ+ through [H(θ)V

Pα ]µ ∩ V Pα .
Now assume δ ≤ λ is a limit ordinal and for all i < δ, Pi is defined. Let Pδ

consist of all partial functions p : δ → V such that for all i < δ, p � i is in Pi,
|dom(p) ∩ Even| < µ, and |dom(p) ∩Odd| < µ+. If δ satisfies the properties listed
in Case 1, then standard arguments show that Pδ is δ-c.c.

This completes the definition. The iteration satisfies the hypotheses of Theorem
3.1; this is proven in more detail in Section ? of [7]. So we can conclude that for
all even α < λ, Pλ factors as Pα ∗ Pα,λ, where in V Pα :

(I) Pα,λ preserves all cardinals and cofinalities less than or equal to µ+.
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(II) Pα,λ forces that if h : µ+ → V Pα is a function, all of whose initial
segments are in V Pα , then h is in V Pα .

In addition, Pλ is λ-c.c. and forces that λ is equal to µ++. Also any bounded
subset of λ in V Pλ is in V Pi for some i < λ. Therefore Pλ forces that 2µ = µ++.

Define a set A by letting

A = {α < λ : µ+ < α ∧ α is inaccessible ∧ ∀i < α |Pi| < α}.
Note that if j : V →M is an elementary embedding with critical point λ such that
Mλ ⊆ λ, then λ is in j(A).

We claim that if α is in A, then α has cofinality µ+ in V Pλ . Factor Pλ as

Pλ = Pα ∗Add(µ) ∗ Q̇ ∗ Pα+2,λ.

In V Pα , α is equal to µ++. If Q̇ is a name for Coll(µ+, µ++), then α has cofinality
µ+ in V Pα+2 . If Q̇ is a name for the poset for adding an increasing and continuous
sequence of length µ+ as described in Case 1, then Q collapses µ++ but does not
add any µ-sequences of ordinals; so α has cofinality µ+ in V Pα+2 . Now Pα+2,λ

preserves the regularity of µ+, so α has cofinality µ+ in V Pλ .

Proposition 5.1. The forcing poset Pλ forces that for any stationary set B ⊆ A,
B is not in I[λ].

Proof. The proof is the same as the proof of Proposition 3.2. �

Proposition 5.2. In V Pλ , for any regular cardinal θ ≥ µ++, there are stationarily
many N in [H(θ)]µ

+
such that N ∩ λ is in A and N is internally club but not

internally approachable.

Proof. We give an overview of the proof which contains some of the essential points.
For the complete details see Proposition ? of [7].

Fix in V an elementary embedding j : V → M with critical point λ such that
Mθ ⊆M and j(f)(λ) = θ. Consider the iteration

j(〈Pi, Q̇i : i < λ〉) = 〈Pji , Q̇
j
i : i < j(λ)〉

in M . Then for all i < λ, Pji = j(Pi) = Pi. So in the definition of Q̇j
λ+1, λ satisfies

Case 1. Hence j(Pλ) factors as

j(Pλ) = Pλ ∗Add(µ) ∗ Q̇ ∗ Pλ+2,j(λ),

where Q̇ is a name for the poset which adds an increasing and continuous sequence
of order type µ+ through [H(θ)M

Pλ ]µ ∩MPλ .
Let K = G ∗ G0 ∗ G1 ∗ H be generic for Pλ ∗ Add(µ) ∗ Q̇ ∗ Pλ+2,j(λ) over V .

Then in the generic extension V [K] we can lift j to j : V [G] → M [K] such that
j(G) = K.

We would like to show that in V [G], there are stationarily many N in [H(θ)]µ
+

such that N ∩λ is in A and N is internally club but not internally approachable. So
fix a function F : H(θ)<ω → H(θ). Since j(µ+) = µ+, by elementarity it suffices
to show that in M [j(G)], there is a set N in [j(H(θ))]µ

+
such that N ∩ j(λ) is in

j(A), µ+ ⊆ N , N is closed under j(F ), and N is internally club but not internally
approachable.

Let N = j[H(θ)V [G]]. Then N is closed under j(F ), µ+ ⊆ N , and N ∩ j(λ) =
λ ∈ j(A). Let 〈ai : i < µ+〉 be the union of the generic G1. Then 〈j[ai] : i < µ+〉
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witnesses that N has size µ+ and is internally club. Suppose for a contradiction N
is internally approachable. Then H(θ)V [G] is internally approachable in M [j(G)].
Let 〈Mi : i < µ+〉 witness that H(θ)V [G] is internally approachable. Then by
property (II) applied to Pλ,j(λ), 〈Mi : i < µ+〉 is in M [G]. But then H(θ)V [G] has
size µ+ in M [G], which is false since θ ≥ µ++ in M [G]. �

Lemma 5.3. The forcing poset Pλ is µ-directed closed.

Proof. By Lemma 4.1, it suffices to show that for all i < λ, Pi forces that Q̇i is
µ-directed closed. This is clear when Q̇i is Add(µ) or Coll(µ+, µ++). So assume
i = α+ 1, where α satisfies Case 1 in the definition of the iteration. Let θ = f(α).

Let Gα ∗H be generic for Pα ∗Add(µ) over V . Working in V [Gα ∗H], suppose
{pi : i < ξ} is a directed family of conditions in Qα+1, where ξ < µ. For each i < ξ,
write pi = 〈aij : j ≤ γi〉. Let γ = sup{γi : i < ξ}, which is less than µ+. Given
i, k < ξ with γk ≤ γi, since pi and pk are compatible and the ordering on Qα+1 is
by extension of sequences, it must be the case that pk is an initial segment of pi.
So for j ≤ γk, akj = aij . In particular, if γ = γi for some i < ξ, then pi ≤ pk for all
k < ξ, and we are done. Otherwise

⋃
{pi : i < ξ} is an increasing and continuous

sequence 〈aj : j < γ〉 such that for all i < ξ and j ≤ γi, aj = aij .
Now for all i < γ, ai is in [H(θ)V [Gα]]µ ∩ V [Gα]. Let a =

⋃
{ai : i < γ}.

Note that a =
⋃
{max(pi) : i < ξ}. For all i < ξ, max(pi) is in V [Gα]. Since

ξ < µ and Add(µ) is µ-closed, the set {max(pi) : i < ξ} is in V [Gα]. Hence
a is in [H(θ)V [G]]µ ∩ V [Gα]. Define q : γ + 1 → V [Gα] in V [Gα+1] by letting
q � γ = 〈ai : i < γ〉 and q(γ) = a. Then q is a condition in Qα+1 and q ≤ pi for all
i < ξ. �

Let G be a generic filter for Pλ over V , and let W = V [G]. Then the following
facts are true in W . We have that µ is a supercompact cardinal, λ = µ++, and
2µ = µ++. The set A is a stationary subset of λ ∩ cof(µ+), and I[µ++] does not
contain any stationary subset of A. For all regular θ ≥ µ++, there are stationarily
many N in [H(θ)]µ

+
such that N ∩ µ++ ∈ A and N is internally club but not

internally approachable.

Proposition 5.4. Let P be a µ-centered forcing poset in W which preserves µ and
forces 2µ = µ++. Then in W P, for all regular θ ≥ µ++, there are stationarily many
N in [H(θ)]µ

+
which are internally club but not internally approachable.

Proof. Since 2µ = µ++ in W , let T be the maximal set in I[µ++]. Now the set A
has no stationary subset which is in I[µ++], hence A ∩ T is non-stationary. Fix a
club set C ⊆ µ++ such that A ∩ T ∩ C is empty.

By Theorem 2.1, T remains the maximal set in I[µ++] in W P. Let ~a = 〈ȧi : i <
µ++〉 be a P-name for an enumeration of [µ++]<µ

+
. Since T is the maximal set in

the extension, there is a P-name Ḋ for a club subset of µ++ such that T∩Ḋ = S~a∩Ḋ.
Then

P  A ∩ S~a ∩ C ∩ Ḋ = ∅.
Let H be a generic filter for P over W . In W [H] let θ ≥ µ++ be a regular

cardinal. For the remainder of the proof, we write H(θ) for H(θ)W [H]. We will
prove that there exist stationarily many N in [H(θ)]µ

+
which are internally club

but not internally approachable. Fix a function F : H(θ)<ω → H(θ). Let Ḟ be a
P-name such that ḞH = F .
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Back in W , fix a regular cardinal χ larger than θ such that P, C, Ḋ, ~a, and
Ḟ are in H(χ). Choose a set N in [H(χ)]µ

+
such that N ∩ µ++ is in A, N is an

elementary substructure of H(χ), N contains as elements P, C, Ḋ, ~a, Ḟ , and θ,
and N is internally club but not internally approachable. Note that µ+ ⊆ N .

Since P is in H(χ) and N , H(χ)W [H] = H(χ)W [H] and N [H] is an elementary
substructure of H(χ)W [H]. Define

N∗ = N [H] ∩H(θ).

We claim that N∗ is a set in [H(θ)]µ
+

such that µ+ ⊆ N∗, N∗ is closed under F ,
and N∗ is internally club but not internally approachable.

The name Ḟ is in N , so F is in N [H], thus N∗ is closed under F by elementarity.
Also µ+ = N ∩ µ+ ⊆ N∗. Since |N [H]| = |N |, |N∗| ≤ |N | = µ+, and since
µ+ ⊆ N∗, N∗ has size µ+.

The set N is internally club, so fix an increasing and continuous sequence 〈Ni :
i < µ+〉 with union equal to N such that for all i < µ+, Ni is in N . We would
like to show that N∗ is internally club. The sequence 〈Ni[H] ∩ H(θ) : i < µ+〉 is
an increasing and continuous sequence with union N∗. Fix i < µ+, and we show
Ni[H]∩H(θ) is in N∗. Since θ is in N [H], H(θ) is in N [H] by elementarity. Also Ni
and H are in N [H]. So Ni[H]∩H(θ) is in N [H] by elementarity. But Ni[H]∩H(θ)
is a subset of H(θ) with size less than θ, and hence is in H(θ). So Ni[H] ∩H(θ) is
in N [H] ∩H(θ) = N∗. This proves that N∗ is internally club.

Now we work towards the proof that N∗ is not internally approachable. Let
α be equal to N ∩ λ, which is in A. We claim that α = N∗ ∩ λ and α is not
in S~a. First, since P is µ+-c.c. and µ+ ⊆ N , N [H] ∩W = N , and in particular,
α = N ∩ λ = N [H] ∩ λ = N∗ ∩ λ. Now Ḋ is in N , so ḊH = D is in N [H]; also
C is in N [H]. So by elementarity, α is a limit point of C ∩ D, and hence α is in
A ∩ C ∩D. Since A ∩ S~a ∩ C ∩D is empty, α is not in S~a.

Let ai = ȧHi for each i < µ++. Since ~a is in N , the sequence 〈ai : i < µ++〉 is
in N [H]. In particular, {ai : i < α} is a subset of N∗. Now for each i < α, ai is
a bounded subset of α with order type less than µ+. On the other hand, if b is a
subset of α in N∗ with order type less than µ+, then by elementarity there is i < α

such that b = ai. So 〈ai : i < α〉 is an enumeration of N∗ ∩ [α]<µ
+

.
Now suppose for a contradiction that N∗ is internally approachable. Let 〈N∗i :

i < µ+〉 be an increasing and continuous sequence of sets with union N∗ such that
for all β < µ+, 〈N∗i : i < β〉 is in N∗. Then the set c = {sup(N∗i ∩ µ++) : i < µ+}
is a club subset of α with order type µ+. Moreover, every proper initial segment
of c is in N∗ since it is definable in N∗ from µ++ and a proper initial segment of
〈N∗i : i < µ+〉. But {ai : i < α} = N∗ ∩ [α]<µ

+
, so every proper initial segment of

c is in {ai : i < α}. This implies α is in S~a, which is a contradiction. �

All of the posets we considered in Section 4 for singularizing µ preserve µ, are
µ-centered, and have size 2µ = µ++ in W . This implies that such posets force
2µ = µ++ over W . Theorem 3 now follows from our construction of W = V [G]
in this section, together with Proposition 5.4, by the same arguments as given in
Section 4.
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