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Let κ =
∪

n<ω κn, for an increasing sequence of cardinals ⟨κn | n < ω⟩. Each of κn’s is

strong to a some degree below κn+1. The purpose of the present paper is to present new

methods of blowing up the power of κ in situations of this type.

In Chapter 1, the simplest case the gap 3 (i.e. 2κ = κ+3) is considered. The basic apparatus

which consists of the preparation forcing which produces a structure with pistes, the main

forcing with suitable structures and equivalence which allows cardinals preservation is intro-

duced.

Chapter 2 deals with generalizations to gap 4 (again between κ and its power) and higher

gaps. The main issue here is the preparation forcing that is supposed to preserve GCH.

Chapter 3 presents a small modification of the preparation forcing of the previous chapter

that allows to preserve strong cardinals.

In Chapter 4, we deal with a certain PCF-configuration called dropping cofinalities.

In Chapter 5 techniques of dropping cofinalities are applied to specific problems like con-

structing models with arbitrary gaps between κ and its power from optimal large cardinal

assumptions, the first fixed point of the ℵ–function.
The techniques developed here will be used in a subsequent paper [8] to construct a model

with a countable set which pcf has cardinality ℵ1.
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Chapter 1

Gap 3

We introduce here a special structure that will be used in order to blow up the power of a

singular cardinal κ of cofinality ω to κ+3.

A knowledge of the method used for dealing with Gap 2 is assumed. We refer for this to

[1] or to [10] with a smoother presentation.

1.1 The Preparation Forcing

We assume GCH.

A condition in the preparation forcing P ′, which we define below, will consists basically of an

elementary chain of models of cardinality κ++ and a directed system elementary submodels

of cardinality κ+. Inside this directed system a crucial role will be played by a certain

elementary chain which will be called central line . Let us give first a definition of both

elementary chains.

Definition 1.1.1 The set P ′′ consists of elements of the form

⟨B1κ+

, A1κ++⟩

so that the following hold:

1. A1κ++
is a continuous closed chain of length less than κ+3 of elementary submodels of

⟨H(κ+3),∈, <,⊆, κ⟩ each of cardinality κ++.

2. For each X ∈ A1κ++
, we have X∩κ+3 ∈ On. So, X ⊇ κ++. Further we shall frequently

identify such model X with the ordinal X ∩ κ+3 and also view A1κ++
as a closed set of

ordinals.
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3. If X is a non-limit element of the chain A1κ++
then

(a) A1κ++ � X := {Y | Y ⊂ X, Y ∈ A1κ++} ∈ X,

(b) κ+
X ⊆ X.

4. B1κ+
is a continuous closed chain of length less than κ++ of elementary submodels of

⟨H(κ+3),∈, <,⊆, κ⟩, each of cardinality κ+. B1κ+
has a last element which we denote

by max(B1κ+
).

5. For each X ∈ B1κ+
, we have X ∩ κ++ ∈ On. Hence X ⊇ κ+.

6. If X is a non-limit element of the chain B1κ+
then

(a) B1κ+ � X := ⟨Y | Y ⊂ X,Y ∈ B1κ+⟩ ∈ X,

(b) κX ⊆ X,

(c) If δ < sup(X) for some δ ∈ A1κ++
(we identify here an element of A1κ++

with an

ordinal), then min((X ∩On) \ δ) ∈ A1κ++
.

The following technical notion will be needed in order to define P ′ (and will be used

further as well).

Definition 1.1.2 Suppose that ⟨B1κ+
, A1κ++⟩ ∈ P ′′, F ∈ B1κ+

and F0, F1 ∈ F . We say

that the triple F0, F1, F is of ∆-system type iff

1. F0 is the immediate predecessor of F in the chain B1κ+
,

2. F1 ≺ F ,

3. If δ < sup(F1 ∩On) for some δ ∈ A1κ++
, then min((F1 ∩On) \ δ) ∈ A1κ++

.

4. There are α0, α1 ∈ A1κ++
such that

(a) cof(α0) = cof(α1) = κ++,

(b) α0 ∈ F0 and α1 ∈ F1,

(c) F0 ∩ F1 ∩On = F0 ∩ α0 = F1 ∩ α1,

(d) either α0 > sup(F1 ∩On) or α1 > sup(F0 ∩On).
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Intuitively, this means that F0, F1 behave as in a ∆-system with the common part

below minα0, α1.

Further let us call α0, α1 the witnessing ordinals for F0, F1, F .

The next condition will require more similarity:

5. (isomorphism condition)

the structures

⟨F0,∈, <,⊆, κ, A1κ++ ∩ F0, fF0⟩

and

⟨F1,∈, <,⊆, κ, A1κ++ ∩ F1, fF1⟩

are isomorphic over F0∩F1, i.e. the isomorphism πF0F1 between them is the identity on

F0 ∩ F1, where fF0 : κ
+ ←→ F0, fF1 : κ

+ ←→ F1 are some fixed in advance bijections.

It is possible for gap 3 to do without fFi
.

Note that, in particular, we will have that otp(F0) = otp(F1)
1 and F0∩κ++ = F1∩κ++.

Definition 1.1.3 The set P ′(κ) or, for simplicity, just P ′ consists of elements of the form

⟨⟨A0κ+

, A1κ+

, Cκ+⟩, A1κ++⟩

so that the following hold:

1. A0κ+ ∈ A1κ+
,

2. every X ∈ A1κ+
is either equal to A0κ+

or belongs to it,

3. Cκ+
: A1κ+ → P (A1κ+

),

4. for every X ∈ A1κ+
, ⟨Cκ+

(X), A1κ++⟩ ∈ P ′′ and X is the maximal model of Cκ+
(X).

In particular, each Cκ+
(X) is an increasing continuous chain of models of cardinality

κ+.

5. (Coherence) If X, Y ∈ A1κ+
and X ∈ Cκ+

(Y ), then Cκ+
(X) is an initial segment of

Cκ+
(Y ) with X being the largest element of it.

We call Cκ+
(A0κ+

) central line of ⟨⟨A0κ+
, A1κ+

, Cκ+⟩, A1κ++⟩. The following conditions
describe a special way in which A1κ+

is generated from the central line.

1Here and further by otp(X) we mean otp(X ∩On).
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6. Let B ∈ A1κ+
. Then B ∈ Cκ+

(A0κ+
) (i.e., it is on the central line) or there are n < ω

and sequences ⟨A1, ..., An⟩, ⟨B1, ..., Bn⟩ of elements of A1κ+
such that

(a) A1 ∈ Cκ+
(A0κ+

) is the least model of the central line Cκ+
(A0κ+

) that contains B.

(b) A1 is a successor model in Cκ+
(A0κ+

). Let A−
1 denotes its immediate predecessor

in Cκ+
(A0κ+

).

(c) The triple A−
1 , B1, A1 is of a ∆-system type with respect to ⟨Cκ+

(A0κ+
), A1κ++⟩.

(d) For each m, 1 < m ≤ n,

i. Am ∈ Cκ+
(Bm−1) (i.e. it is on the central line of Bm−1) is the least model in

Cκ+
(Bm−1) that contains B.

ii. Am is a successor model in Cκ+
(Bm−1). Let A

−
m denote its immediate prede-

cessor in Cκ+
(Bm−1).

iii. The tripleA−
m, Bm, Am is of a ∆-system type with respect to ⟨Cκ+

(Bm−1), A
1κ++⟩.

(e) B ∈ Cκ+
(Bn).

We refer to the sequence ⟨A1, A
−
1 , B1, ..., An−1, A

−
n−1, Bn−1, An, A

−
n , Bn⟩ as the piste

from A0κ+
(or from the central line) to B. Denote it by pst(A0κ+

, B).

Let us call n the distance of B from the central line, denote it by dcl(B). If it is on the

central line, then set dcl(B) = 0.

The next condition strengthens a bit the isomorphism condition (5) of Definition 1.1.2.

7. (isomorphism condition) Let F0, F1, F ∈ A1κ+
be of a ∆-system type and X ∈ A1κ+

.

Then X ∈ F0 iff πF0F1 [X] ∈ F1 ∩ A1κ+
. This means that the structures of 1.1.2(5)

remain isomorphic even if we add F0 ∩ A1κ+
to the first and F1 ∩ A1κ+

to the second.

8. (uniqueness) Let F0, F1, F
′
1, F ∈ A1κ+

. If both triples F0, F1, F and F0, F
′
1, F are of a

∆-system type, then F1 = F ′
1.

Note that both conditions 7, 8 can be stated equivalently only in the case when F is

on the central line.

Let us define also a piste to an ordinal.

Definition 1.1.4 Let ⟨⟨A0κ+
, A1κ+

, Cκ+⟩, A1κ++⟩ ∈ P ′ and α ∈ A1κ++ ∩A0κ+
. The sequence

⟨A1, A
−
1 , B1, ..., An−1, A

−
n−1, Bn−1, An, A

−
n , An1⟩ of elements of A1κ+

is called a piste from A0κ+

to α iff
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1. A1 ∈ Cκ+
(A0κ+

) is the least model of Cκ+
(A0κ+

) with α ∈ A1,

2. either

• A1 is the least model of Cκ+
(A0κ+

) and then A−
n = A1, i.e. the piste consists of

A1 alone,

or

• A−
1 exists, it is the immediate predecessor of A1 on Cκ+

(A0κ+
). If A−

1 is the

unique immediate predecessor of A1, or there is another one but α does belong

to it, then the piste consists of ⟨A1, A
−
1 ⟩. Otherwise, A−

1 , B1, A1 are of ∆-system

type, α ∈ B1 and the piste continues.

3. For each m, 1 < m ≤ n,

(a) Am ∈ Cκ+
(Bm−1) (i.e. it is on the central line of Bm−1) is the least model in

Cκ+
(Bm−1) with α ∈ Am, either

• Am is the least model of Cκ+
(Bm−1) and then B−

n = Am,

or

• A−
m exists, it is the immediate predecessor of Am on Cκ+

(Bm−1). If A−
m is

the unique immediate predecessor of Am, or there is another one but α does

belong to it, then A−
n = A−

m. Otherwise, A−
m, Bm, Am are of ∆-system type,

α ∈ Bm and the piste continues.

4. α ∈ An and either

• An is the least model of Cκ+
(Bn−1) and then A−

n = An1 = An, i.e. the piste

terminates at An;

or

• there exists the immediate predecessor of An in Cκ+
(Bm−1). Then A−

n is this

immediate predecessor of An and there is no Z ∈ A1κ+
such that A−

n , Z, An is of

a ∆-system type. In this case An1 = A−
n and the piste terminates at A−

n ;

or

• there exists the immediate predecessor of An in Cκ+
(Bm−1). Then A−

n is this

immediate predecessor of An and there is Z ∈ A1κ+
such that A−

n , Z, An is of a

∆-system type, witnessed by ξ0 ∈ A−
n ∩ A1κ++

, ξ1 ∈ Z ∩ A1κ++
. Then α ̸∈ Z.

If α ̸∈ [ξ1, sup(Z)], then An1 = A−
n and the piste to α terminates at A−

n . If

α ∈ [ξ1, sup(Z)], then An1 = Z.
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Note that pistes to ordinals terminate by the last model An to which the ordinal belongs

followed by its immediate predecessor in Cκ+
(An), whenever such predecessor exists.

Define now a well-founded relation called the complexity of pistes. We will use it further

in inductive arguments.

Definition 1.1.5 (Complexity of pistes)

Let ⟨⟨A0κ+
, A1κ+

, Cκ+⟩, A1κ++⟩ ∈ P ′.

• Suppose that A,B ∈ A1κ+
. We say that the piste from A0κ+

to A is simpler than the

piste from A0κ+
to B iff

1. A ⊂ B, or

2. A ̸⊂ B,B ̸⊂ A,A ̸= B and if F ∈ A1κ+
is the last common point of both pistes,

then A ⊆ F0, where F0 is the immediate predecessor of F in Cκ+
(F ). Note that

necessarily, there is F1 ∈ A1κ+
such that F0, F1, F is a triple of a ∆-system type

and B ⊆ F1.

• Suppose that A ∈ A1κ+
and α ∈ A1κ++ ∩ A0κ+

. We say that the piste from A0κ+
to A

is simpler than the piste from A0κ+
to α iff

1. A is one of the models of the piste to α,

or

2. if F is the last common model of the pistes, then A ∈ Cκ+
(F ), or A ̸∈ Cκ+

(F )

and A ⊆ F0, where F0 is the immediate predecessor of F in Cκ+
(F ). Note, if the

second possibility occurs, then, necessarily, there is F1 ∈ A1κ+
such that F0, F1, F

is a triple of a ∆-system type and α ∈ F1.

• Suppose that α, β ∈ A1κ++ ∩ A0κ+
. We say that the piste from A0κ+

to α is simpler

than the piste from A0κ+
to β iff α ̸= β, there is F ∈ A1κ+

which is the last common

point of both pistes and

1. there are D,E ∈ Cκ+
(F ) such that α ∈ D ∈ E and β ∈ E \D,

or

2. there are F0, F1 ∈ A1κ+
such that F0, F1, F are of a ∆-system type, F0 ∈ Cκ+

(F ),

α ∈ F0 and β ∈ F1,
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3. there are F0, F1 ∈ A1κ+
such that F0, F1, F are of a ∆-system type, F0 ∈ Cκ+

(F ),ξ0, ξ1

the witnessing ordinals, and β ∈ F \ (F0 ∪ F1), ξ1 ≤ β ≤ sup(F1) and α ∈ F1,

or

4. there are F0, F1 ∈ A1κ+
such that F0, F1, F are of a ∆-system type, F0 ∈ Cκ+

(F ),

and ξ0, ξ1 are the witnessing ordinals, and α ∈ F \ (F0 ∪ F1), β ∈ F1 and α < ξ1

or α > sup(F1).

Lemma 1.1.6 Let ⟨⟨A0κ+
, A1κ+

, Cκ+⟩, A1κ++⟩ ∈ P ′ and B ∈ A1κ+
. Then

1. ⟨⟨B,A1κ+ ∩ (B ∪ {B}), Cκ+ � A1κ+ ∩ (B ∪ {B})⟩, A1κ++⟩ ∈ P ′.

2. If B′ ∈ A1κ+
and B′  B, then B′ ∈ B.

Proof. We prove both statements simultaneously by an induction on dcl(B) -the distance

from the central line. If B is on the central line, then it is clear. Suppose that B is not on

the central line. Consider the piste ⟨A1, A
−
1 , B1, ..., An−1, A

−
n−1, Bn−1, An, A

−
n , Bn⟩ from A0κ+

to B. We have

⟨⟨A−
1 , A

1κ+ ∩ (A−
1 ∪ {A−

1 }), Cκ+ � A1κ+ ∩ (A−
1 ∪ {A−

1 })⟩, A1κ++⟩ ∈ P ′.

Recall that A−
1 , B1, A1 are of the ∆-system type. Hence we have the isomorphism πA−

1 ,B1

between A−
1 and B1 which preserves all the relevant structure. In particular, it will move the

piste from A−
1 to a model in A1κ+ ∩ (A−

1 ∪ {A−
1 }) to the piste from B1 to the corresponding

under πA−
1 ,B1

model of A1κ+ ∩ (B1 ∪ {B1}). This easily implies that

⟨⟨B1, A
1κ+ ∩ (B1 ∪ {B1}), Cκ+ � A1κ+ ∩ (B1 ∪ {B1})⟩, A1κ++⟩ ∈ P ′.

Suppose now that we have some B′ ∈ A1κ+
, B′ ( B1. If B

′ ̸⊆ A−
1 , then the piste from A0κ+

to B′ goes via B1, and hence B′ ∈ B1. Suppose that B′ ⊆ A−
1 . It is impossible to have

B′ = A−
1 , since then

A−
1 ∩B1 ⊇ B′ = A−

1 ,

which is clearly not the case. So, B′ ( A−
1 . Then the piste from A0κ+

to B′ goes via A−
1 ,

and hence B′ ∈ A−
1 . Then πA−

1 ,B1
(B′) ∈ B1, but

πA−
1 ,B1

(B′) = πA−
1 ,B1

“B′ = B′.

So we are done.

Hence, A1κ+ ∩ (B1 ∪ {B1}) = A1κ+ ∩ P(B1).
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Now we deal with B and ⟨⟨B1, A
1κ+∩(B1∪{B1}), Cκ+ � A1κ+∩(B1∪{B1})⟩, A1κ++⟩ ∈ P ′.

The piste distance from B1 to B is shorter than those from A0κ+
to B. So the induction

hypothesis applies.

�
The next lemma is trivial.

Lemma 1.1.7 Let ⟨⟨A0κ+
, A1κ+

, Cκ+⟩, A1κ++⟩ ∈ P ′ and Z ∈ A1κ++
is so that Z ∩ κ+3 ≥

sup(A0κ+
). Then ⟨⟨A0κ+

, A1κ+
, Cκ+⟩, {Y ∈ A1κ++ | Y ⊆ Z}⟩ ∈ P ′.

Let us introduce the following notation:

Definition 1.1.8 Let p = ⟨⟨A0κ+
, A1κ+

, Cκ+⟩, A1κ++⟩ ∈ P ′ and B ∈ A1κ+
. Then set

p � B := ⟨⟨B,A1κ+ ∩ (B ∪ {B}), Cκ+ � A1κ+ ∩ (B ∪ {B})⟩, A1κ++⟩.

We call p � B the restriction of p to B.

Similarly, if Z ∈ A1κ++
, then set

p � Z := ⟨⟨A0κ+

, A1κ+

, Cκ+⟩, {Y ∈ A1κ++ | Y ⊆ Z}⟩.

Also, let p � (B,Z) := (p � B) � Z, if Z ∩ κ+3 ≥ sup(B).

By the previous lemmas, p � (B,Z) ∈ P ′.

The next lemma follows easily from the definitions.

Lemma 1.1.9 Let ⟨⟨A0κ+
, A1κ+

, Cκ+⟩, A1κ++⟩ ∈ P ′, A ∈ A1κ+
and δ ∈ A1κ++

. If δ <

sup(A), then min(A \ δ) ∈ A1κ++
.

Proof. By 1.1.3(4), ⟨Cκ+
(A), A1κ++⟩ ∈ P ′′. So, it satisfies 1.1.1(6(c)) and we are done, if A

is a successor model of Cκ+
(A). Suppose A is a limit model of Cκ+

(A). Let ⟨Ai | i < η⟩ be an
increasing sequence of successor models of Cκ+

(A) with
∪

i<η Ai = A. Now, δ < sup(A), so

starting with some i∗ < η, we have δ < sup(Ai). Just note that i < j implies Ai ∈ Aj, hence

⟨ sup(Ai) | i < η⟩ is an increasing sequence of ordinals with limit sup(A). Set αi = min(Ai\δ),
for each i, i∗ ≤ i < η. By 1.1.1(6(c)), αi ∈ A1κ++

. Clearly, i ≥ j implies αi ≤ αj. Hence,

the sequence ⟨αi | i∗ ≤ i < η⟩ is eventually constant. Let α∗ be this constant value. Then

min(A \ δ) = α∗ and we are done.

�

Definition 1.1.10 Let ⟨⟨A0κ+
, A1κ+

, Cκ+⟩, A1κ++⟩ ∈ P ′ and A,B ∈ A1κ+
. We say that A

satisfies the intersection property with respect to B or shortly ip(A,B) iff either
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1. A ⊇ B, or

2. B ⊇ A, or

3. A ̸⊇ B,B ̸⊇ A, and then there are A′ ∈ A1κ+ ∩ (A ∪ {A}) and η ∈ A1κ++ ∩ A′ such

that

A ∩B = A′ ∩ η,

or just

A ∩B = A′.

Let ipb(A,B) denotes that both ip(A,B) and ip(B,A) hold.

Lemma 1.1.11 (The intersection lemma) Let ⟨⟨A0κ+
, A1κ+

, Cκ+⟩, A1κ++⟩ ∈ P ′ and X, Y ∈
A1κ+

. Then ipb(X, Y ).

Proof. Assume that X ̸⊇ Y, Y ̸⊇ X.

Consider the pistes ⟨A1, A
−
1 , B1, ..., An−1, A

−
n−1, Bn−1, An, A

−
n , Bn⟩ from A0κ+

to X and

⟨D1, D
−
1 , E1, ..., Dm−1, D

−
m−1, Em−1, Dm, D

−
m, Em⟩ from A0κ+

to Y .

Let Bk = Ek be the last place up to which the pistes coincide. Then we have both Ak+1, Dk+1

in Cκ+
(Bk) but at different places.

Suppose first that Ak+1 is above Dk+1. Then A−
k+1 = Dk+1 or A−

k+1 ⊃ Dk+1, and then

Dk+1 ∈ A−
k+1. Now, A

−
k+1, Bk+1, Ak+1 are of a ∆-system type. Hence by Definition 1.1.2(4),

there are ordinals α0, α1 ∈ A1κ++ ∩ Ak+1, α0 ∈ A−
k+1 and α1 ∈ Bk+1 such that

A−
k+1 ∩Bk+1 = A−

k+1 ∩ α0 = Bk+1 ∩ α1.

Recall that X ⊆ Bk+1 and Y ⊆ A−
k+1. Hence,

X ∩ Y = (X ∩Bk+1) ∩ (Y ∩ A−
k+1) = (X ∩ α1) ∩ (Y ∩ α0).

Let us use (7) of 1.1.3. Then

X ′ = πBk+1,A
−
k+1

[X] ∈ A−
k+1 ∩ A1κ+

.

Also,

X ∩ α1 = X ′ ∩ α0,

since the isomorphism πBk+1,A
−
k+1

is the identity over Bk+1 ∩ A−
k+1. Hence,

X ∩ Y = X ∩ α1 ∩ Y = X ′ ∩ α0 ∩ Y.
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Consider

p := ⟨⟨A−
k+1, A

1κ+ ∩ (A−
k+1 ∪ {A

−
k+1}), C

κ+ � A1κ+ ∩ (A−
k+1 ∪ {A

−
k+1})⟩, A

1κ++⟩.

By Lemma 1.1.6, it is in P ′. We can apply the inductive hypothesis to p,X ′ and Y , since

the piste from A−
k+1 to X ′ is shorter than those from A0κ+

to X (it is just a copy under

πBk+1,A
−
k+1

of the final segment ⟨Bk+1, ..., An, A
−
n , Bn⟩ of the original piste to X from A0κ+

).

Hence there are Y ′ ∈ A1κ+ ∩ (Y ∪ {Y }) and η ∈ A1κ++ ∩ Y ′ such that

X ′ ∩ Y = Y ′ ∩ η.

Then

X ∩ Y = X ′ ∩ α0 ∩ Y = Y ′ ∩ η ∩ α0.

If α0 ∈ Y ′, then we are done. Suppose otherwise. If α0 ≥ sup(Y ′), then we can just remove

it from the intersection above. If α0 < sup(Y ′), then replace it by min(Y ′ \ α0), which is in

A1κ++
by Lemma 1.1.9.

This shows ip(Y,X). Finally, using πA−
k+1,Bk+1

and moving Y to Bk+1, the same argument

shows ip(X, Y ).

�
It is easy to deduce the following generalization using an induction:

Lemma 1.1.12 Let ⟨⟨A0κ+
, A1κ+

, Cκ+⟩, A1κ++⟩ ∈ P ′ and A1, ..., An ∈ A1κ+
, for some n < ω

. Then there are A′ ∈ A1κ+ ∩ (A1∪{A1}) and η ∈ A1κ++ ∩A′ such that A1∩ ...∩An = A′∩ η
or just A1 ∩ ... ∩ An = A′.

We need to allow a possibility to change the component Cκ+
in elements of P ′ and replace

one central line by another. It is essential for the definition of an order on P ′ given below.

Definition 1.1.13 Let p = ⟨⟨A0κ+
, A1κ+

, Cκ+⟩, A1κ++⟩ ∈ P ′ andB ∈ A1κ+
. Define swt(p,B)

(here swt stands for switch) to be

⟨⟨A0κ+

, A1κ+

, Dκ+⟩, A1κ++⟩ ,

where Dκ+
is obtained from Cκ+

as follows:

Dκ+
= Cκ+

unless B has exactly two immediate predecessors in A1κ+
. If B0 ̸= B1 are such

predecessors of B and, say B0 ∈ Cκ+
(B), then we set Dκ+

(B) = Cκ+
(B1)

aB. Extend Dκ+

on the rest in the obvious fashion just replacing Cκ+
(B0) by Cκ+

(B1) for models including

B and then moving over isomorphic models.

Intuitively, we switched here from B0 to B1.
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Note that swt(swt(p,B), B) = p.

Let us further denote swt(p,B) also by swt(p,B0, B1).

Define q = swt(p,B1, . . . , Bn) by applying the operation swt n-times:

pi+1 = swt(pi, Bi), for each 1 ≤ i ≤ n, where p1 = p and q = pn+1.

The following simple observation will be useful further.

Lemma 1.1.14 Let p = ⟨⟨A0κ+
(p), A1κ+

(p), Cκ+
(p)⟩, A1κ++

(p)⟩ ∈ P ′ and B ∈ A1κ+
(p).

Then there are E1, ..., Em ∈ A1κ+
(p) such that B ∈ Cκ+

(q)(A0κ+
(p)), where

q = ⟨⟨A0κ+

(p), A1κ+

(p), Cκ+

(q)⟩, A1κ++

(p)⟩ = swt(p, E1, ..., Em).

Proof. If B ∈ Cκ+
(p)(A0κ+

(p)), then let q = p. Suppose otherwise. Consider the piste

⟨A1, A
−
1 , B1, ..., An−1, A

−
n−1, Bn−1, An, A

−
n , Bn⟩ from A0κ+

to B. Then

q = ⟨⟨A0κ+

(p), A1κ+

(p), Cκ+

(q)⟩, A1κ++

(p)⟩ = swt(p,A−
1 , B1, A

−
2 , B2, ..., A

−
n , Bn)

will be as desired.

�

Definition 1.1.15 Let r, q ∈ P ′. Then r ≥ q (r is stronger than q) iff there is p =

swt(r,B1, . . . , Bn) for some B1, . . . , Bn appearing in r so that the following hold, where

p = ⟨⟨A0κ+

, A1κ+

, Cκ+⟩, A1κ++⟩

q = ⟨⟨B0κ+

, B1κ+

, Dκ+⟩, B1κ++⟩

A1κ++ ∩ (max(B1κ++

) + 1) = B1κ++

(1.1)

B0κ+ ∈ Cκ+

(A0κ+

) and Dκ+

(B0κ+

) is an initial segment of Cκ+

(A0κ+

)(1.2)

q = p � (B0κ+

,max(B1κ++

))( as it was defined in 1.1.8).(1.3)

Remarks (1) Note that if t = swt(p,B0, . . . , Bn) is defined, then t ≥ p and

p = swt(swt(p,B0, . . . , Bn), Bn, Bn−1, . . . , B0) = swt(t, Bn, . . . , B0) ≥ t

. Hence the switching produces equivalent conditions.

(2) We need to allow swt(p,B) for the ∆-system argument. Since in this argument two

conditions are combined into one and so Cκ+
should pick one of them only. Also it is needed

for proving a strategic closure of the forcing.
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(3) The use of finite sequences B0, . . . , Bn is needed in order to insure transitivity of the

order ≤ on P ′.

Let p = ⟨⟨A0κ+
, A1κ+

, Cκ+⟩, A1κ++⟩ ∈ P ′. Set p\κ++ = A1κ++
. Define P ′

≥κ++ to be the

set of all p\κ++ for p ∈ P ′.

The next lemma is obvious.

Lemma 1.1.16 ⟨P ′
≥κ++ ,≤ ⟩ is κ+3-closed.

Set p � κ++ = ⟨A0κ+
, A1κ+

, Cκ+⟩ where p = ⟨⟨A0κ+
, A1κ+

, Cκ+⟩, A1κ++⟩ ∈ P ′.

Let G(P ′
≥κ++) be a generic subset of P ′

≥κ++ . Define P ′
<κ++ to be the set of all p � κ++ for

p ∈ P ′ with p\κ++ ∈ G(P ′
≥κ++).

Let p ∈ P ′ and q ∈ P ′
≥κ++ . Then qap denotes the set obtained from p by adding q to the

last component of p, i.e. to A1κ++
.

The following lemma is trivial.

Lemma 1.1.17 Let p = ⟨⟨A0κ+
, A1κ+

, Cκ+⟩, A1κ++⟩ ∈ P ′, max(A1κ++
) ≥ sup(A0κ+

), q ∈
P ′

≥κ++ and q ≥P ′
≥κ++

p\κ++. Then qap ∈ P ′ and qap ≥ p.

It follows now that P ′ projects to P ′
≥κ++ .

Let us turn to the chain condition.

Lemma 1.1.18 The forcing P ′
<κ++ satisfies κ+3-c.c. in V

P ′
≥κ++ .

Proof. Suppose otherwise. Let us assume that

∅ 
P ′
≥κ++

(⟨ p
∼α

= ⟨A
∼

0κ+

α , A
∼

1κ+

α , C
∼

κ+

α ⟩ | α < κ+3⟩ is an antichain in P ′
∼<κ++)

Without loss of generality we can assume that each A0κ+

α is forced to be a successor

model, otherwise just extend conditions by adding one additional model on the top. Define

by induction, using Lemma 1.1.16, an increasing sequence ⟨qα | α < κ+3⟩ of elements of

P ′
≥κ++ and a sequence ⟨pα | α < κ+3⟩, pα = ⟨A0κ+

α , A1κ+

α , Cκ+

α ⟩ so that for every α < κ+3

qα 
P ′
≥κ++

⟨A
∼

0κ+

α , A
∼

1κ+

α , C
∼

κ+

α ⟩ = p̌α .

For a limit α < κ+3 let

qα =
∪
β<α

qβ ∪ {sup
∪
β<α

qβ}

and qα be its extension deciding p
∼α. Also assume that max qα ≥ sup(A0κ+

α ∩ κ+3).

We form a ∆-system. By shrinking if necessary assume that for some stationary S ⊆ κ+3

and δ < κ+3 we have the following for every α < β in S:
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(a) A0κ+

α ∩ α = A0κ+

β ∩ β ⊆ δ

(b) (A0κ+

α ∩ κ+3)\α ̸= ∅

(c) sup(A0κ+

α ∩ κ+3) < β

(d) sup qα = α + 1

(e)

⟨A0κ+

α ,∈,≤,⊆, κ, Cκ+

α , fA0κ+
α

, A1κ+

α , qα ∩ A0κ+

α ⟩

⟨A0κ+

β ,∈,≤,⊆, κ, Cκ+

β , f
A0κ+

β
, A1κ+

β , qβ ∩ A0κ+

β ⟩

are isomorphic over δ, i.e. by isomorphism fixing every ordinal below δ, where

fA0κ+
α

: κ+ ←→ A0κ+

α

and

f
A0κ+

β
: κ+ ←→ A0κ+

β

are the fixed enumerations.

We claim that for α < β in S it is possible to extend qβ to a condition forcing compatibility

of pα and pβ. Proceed as follows. Pick A to be an elementary submodel of cardinality κ+ so

that

(i) A1κ+

α , A1κ+

β ∈ A

(ii) Cκ+

α , Cκ+

β ∈ A

(iii) qβ ∈ A.

Extend qβ to q = qβ∪sup(A∩κ+3). Set p = ⟨A,A1κ+
, Cκ+⟩, where A1κ+

:= A1κ+

α ∪A1κ+

β ∪{A},
Cκ+

:= Cκ+
α ∪ Cκ+

β ∪ ⟨A,Cκ+

β (A0κ+

β )aA⟩⟩.
Clearly, ⟨Cκ+

(A), q⟩ ∈ P ′′.

The triple A0κ+

β , A0κ+

α , A is of a ∆-system type relatively to q, by (e) above. It follows that

⟨p, q⟩ ∈ P ′. Thus the condition (6) of Definition 1.1.3 holds since each of ⟨pα, q⟩, ⟨pβ, q⟩
satisfies it. The condition (7) of Definition 1.1.3 follows from (e) above and since both

⟨pα, q⟩, ⟨pβ, q⟩ satisfy it.

�
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Lemma 1.1.19 P ′ is κ++-strategically closed.

Proof. We define a winning strategy for the player playing at even stages. Thus suppose

⟨pj | j < i⟩, pj = ⟨⟨A0κ+

j , A1κ+

j , Cκ+

j ⟩, A1κ++

j ⟩ is a play according to this strategy up to an

even stage i < κ++. Set first

B0κ+

i =
∪
j<i

A0κ+

j , B1κ+

i =
∪
j<i

A1κ+

j ∪ {B0κ+

i },

Dκ+

i =
∪
j<i

Cκ+

j ∪ {⟨B0κ+

i , {B0κ+

i } ∪ {Cκ+

j (A0κ+

j ) | j is even}⟩}

and

B1κ++

i =
∪
j<i

A1κ++

j ∪ {sup
∪
j<i

A1κ++

j }.

Then pick A0κ+

i to be a model of cardinality κ+ such that

(a) κA0κ+

i ⊆ A0κ+

i

(b) B0κ+

i , B1κ+

i , Dκ+

i , B1κ++

i ∈ A0κ+

i .

Set A1κ+

i = B1κ+

i ∪ {A0κ+

i }, Cκ+

i = Dκ+

i ∪ {⟨A0κ+

i , Dκ+

i (B0κ+

i ) ∪ {A0κ+

i }⟩} and A1κ++

i =

B1κ++

i ∪ {sup(A0κ+

i ∩ κ+3)}. As an inductive assumption we assume that at each even stage

j < i, pj was defined in the same fashion. Then pi = ⟨⟨A0κ+

i , A1κ+

i , Cκ+

i ⟩, A1κ++

i ⟩ will be a

condition in P ′ stronger than each pj for j < i. The switching may be required here once

moving from an odd stage to its immediate successor even stage.

�
Let us point out in addition the following:

Lemma 1.1.20 Let G be a generic subset of P ′. Then the set

S = {A | ∃⟨⟨A0κ+

, A1κ+⟩, A1κ++⟩ ∈ G A = A0κ+}

is stationary subset of [H(κ+3)]≤κ+
in V [G].

Proof. Suppose otherwise. Then there are p ∈ G and C∼ such that

p 
 C∼ is a closed unbounded subset of [H(κ+3)]≤κ+

disjoint to S∼.

Work in V . Pick an elementary submodelM ofH(χ), for large enough χ, such that |M | = κ+,
κM ⊆ M and P ′, p, C∼, S∼ ∈ M . Let ⟨Dα | α < κ+⟩ be a list of all dense open subsets of P ′
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which are M .

We use Lemma 1.1.19 and κM ⊆M in order to construct an increasing sequence

⟨⟨⟨A0κ+

β , A1κ+

β ⟩, A1κ++

β ⟩ | β ≤ κ+⟩ of elements of P ′ above p such that for every α < κ+

1. ⟨⟨⟨A0κ+

β , A1κ+

β ⟩, A1κ++

β ⟩ | β < α⟩ ∈M ,

2. ⟨⟨A0κ+

α+1, A
1κ+

α+1⟩, A1κ++

α+1 ⟩ ∈ Dα,

3. A0κ+

α =
∪

β<α A
0κ+

β , if α is a limit ordinal.

Then, clearly, A0κ+

κ+ = M ∩ H(κ+3) and ⟨⟨A0κ+

κ+ , A1κ+

κ+ ⟩, A1κ++

κ+ ⟩ 
 A0κ+

κ+ ∈ C∼. But also

⟨⟨A0κ+

κ+ , A1κ+

κ+ ⟩, A1κ++

κ+ ⟩ 
 A0κ+

κ+ ∈ S∼. Which is impossible. Contradiction.

�

1.2 Suitable structures and assignment functions

In the gap 2 case (see for example [1]) assignment functions an (those connecting the level κ

with level κn, n < ω) were order preserving. In other words an is an isomorphism between

structures in the language containing only the predicate for the order relation. Here, in the

gap 3 case (and beyond ), an’s will be isomorphisms between structures in more complicated

languages.

Let us start with two definitions which will specify relevant structures.

Definition 1.2.1 A three sorted structure ⟨⟨X, Y, Z⟩, C,∈,⊆ ⟩ is called suitable structure

(over κ) iff

1. X has a maximal under inclusion element. Denote it by max(X).

2. Y ⊆ max(X),

3. C is a binary relation X,

4. ⟨⟨max(X), X,C⟩, Y ⟩ ∈ P ′, where for every A ∈ X we identify C(A) with the set

{B ∈ X | ⟨A,B⟩ ∈ C}.

5. Z = {t1 ∩ ... ∩ tn | n < ω, t1, ..., tn ∈ X ∪ Y }.
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Note that by Lemma 1.1.11, an intersection t1∩ ...∩ tn above is really simple, thus it is equal

to an element of X or of Y or to s ∩ α, where s ∈ X and α ∈ Y .

Since ⟨⟨max(X), X, C⟩, Y ⟩ ∈ P ′ (item 4), it is possible to talk about pistes in a suitable

structure ⟨⟨X,Y, Z⟩, C,∈,⊆ ⟩.
Further we will consider suitable structures also over cardinals µ different from κ. The

definition of such structures is the same only P ′ = P ′(κ) in the item 4 above should be

replaced by P ′(µ).

Let G(P ′) be a generic subset of P ′.

Definition 1.2.2 A suitable structure ⟨⟨X,Y, Z⟩, C,∈,⊆ ⟩ is called suitable generic struc-

ture iff there is ⟨⟨A0κ+
, A1κ+

, Cκ+⟩, A1κ++⟩ ∈ G(P ′) such that

1. ⟨⟨X, Y, Z⟩, C,∈,⊆ ⟩ is a substructure (not necessarily elementary) of ⟨⟨A1κ+
, A1κ++

, {t1∩
... ∩ tn | n < ω, t1, ..., tn ∈ A1κ+ ∪ A1κ++}⟩,
Cκ+

,∈,⊆ ⟩,

2. max(X) ∈ Cκ+
(A0κ+

),

3. ⟨⟨max(X), X,C⟩, Y ⟩ and ⟨⟨A0κ+
, A1κ+

, Cκ+⟩, A1κ++⟩ agree about the pistes to members

of X and to ordinals in max(X) ∩ Y . In other words we require that all the elements

of pistes in ⟨⟨A0κ+
, A1κ+

, Cκ+⟩, A1κ++⟩ to elements of X and to ordinals in max(X)∩Y
are in X.

Note that, as a condition in P ′, ⟨⟨max(X), X,C⟩, Y ⟩ need not be weaker than

⟨⟨A0κ+
, A1κ+

, Cκ+⟩, A1κ++⟩, and hence it need not be in G(P ′). Thus, for example, A1κ++

need not be an end extension of Y .

Note also, that any stronger condition ⟨⟨B0κ+
, B1κ+

, Dκ+⟩, B1κ++⟩ ∈ G(P ′) with Cκ+
(A0κ+

)

being an initial segment of Dκ+
(B0κ+

) will witness that ⟨⟨X, Y, Z⟩, C,∈,⊆ ⟩ is a suitable

generic structure.

Lemma 1.2.3 Let ⟨⟨X,Y, Z⟩, C,∈,⊆ ⟩ be a suitable generic structure as witnessed by

⟨⟨A0κ+
, A1κ+

, Cκ+⟩, A1κ++⟩ ∈ G(P ′). Suppose that F0, F1, F ∈ A1κ+
, F0, F ∈ Cκ+

(A0κ+
) is

a triple of a ∆-system type with α0, α1 as in Definition 1.1.2, and α1 ∈ Y . Then F0, F1 ∈
X ∩max(X), F ∈ X,α0 ∈ max(X) ∩ Y .

Proof. The piste to α1 from max(X) (or the same from A0κ+
) passes through F and turns to

F1. Hence, by 1.2.2(4), F0, F1, F ∈ X. Recall that by 1.2.1(4) we have ⟨⟨max(X), X, C⟩, Y ⟩ ∈
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P ′. Hence F0, F1, F are of a ∆-system type in ⟨⟨max(X), X, C⟩, Y ⟩. Then there are

α′
0 ∈ F0 ∩ Y, α′

1 ∈ F1 ∩ Y such that

F0 ∩ F1 = F0 ∩ α′
0 = F1 ∩ α′

1.

But, also

F0 ∩ F1 = F1 ∩ α1

and α1, α
′
1 ∈ Y ⊆ A1κ++

.

Hence, α1 = α′
1. Finally, α

′
0 = πF1,F0(α1) = α0. Hence, α0 ∈ max(X) ∩ Y .

�

Lemma 1.2.4 Let p = ⟨⟨X,Y, Z⟩, C,∈,⊆ ⟩ and p′ = ⟨⟨X ′, Y ′, Z ′⟩, C ′,∈,⊆ ⟩ be isomor-

phic suitable structures (even over different cardinals) and a an isomorphism between them.

Suppose that F0, F1, F is a triple in X of a ∆-system type and α0 ∈ F0 ∩ Y, α1 ∈ F1 ∩ Y

are witnessing this ordinals. Then a(F0), a(F1), a(F ) is a triple in X ′ of a ∆-system type

witnessed by a(α0) and a(α1).

Proof. Obviously, α0 and α1 are uniquely determined by F0 and F1.

Denote a(F0) by F ′
0,a(F1) by F ′

1,a(F ) by F ′, a(α0) by α′
0 and a(α1) by α′

1. Now, F
′
0, F

′
1 ∈ F ′,

moreover F ′
0 is the immediate predecessor of F ′ in C(F ′) and F ′

1 is an additional predecessor

of F ′ under the inclusion relation, since a is an isomorphism between p and p′. Note that by

1.2.1(4) this implies that F ′
0, F

′
1, F

′ is a ∆-system type triple in p′.

Let α′′
0 ∈ F ′

0 ∩ a(Y ) and α′′
1 ∈ F ′

1 ∩ a(Y ) be such that

F ′
0 ∩ F ′

1 = F ′
0 ∩ α′′

0 = F ′
1 ∩ α′′

1.

Also α′
0 ∈ F ′

0∩a(Y ) and α′
1 ∈ F ′

1∩a(Y ), since a respects ∈-relation. But then, necessarily,
α′
0 = α′′

0, α
′
1 = α′′

1.

�

Lemma 1.2.5 Let p = ⟨⟨X, Y, Z⟩, C,∈,⊆ ⟩ and p′ = ⟨⟨X ′, Y ′, Z ′⟩, C ′,∈,⊆ ⟩ be isomorphic

suitable structures (even over different cardinals) and a an isomorphism between them. Then

a respects pistes, i.e. for every A ∈ X and B ∈ (X ∪ Y ) ∩A, a maps the piste between A

and B in p onto the piste between a(A) and a(B).

Proof. Induction on pistes length. Thus, if B in C(A) or if B ∈ Y and the piste to it from

A involves only C(A), then the isomorphism a guaranties the same for the images. Suppose
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that the piste proceeds with splitting. Let F0, F1, F be the first split on the way to B, i.e.

F ∈ C(A), the triple F0, F1, F is of a ∆-system type, B ̸⊆ F0 (or, if B ∈ Y , B ̸∈ F0) and

B ⊆ F1 (or B ∈ F1 ∪ {F1}). By the previous lemma (Lemma 1.2.4), a(F0), a(F1), a(F ) is a

triple inX ′ of a ∆-system type. a is isomorphism, hence a(F ) ∈ C ′(a(A)), a(F0) ∈ C ′(a(F0)),

a(B) ̸⊆ a(F0) (or, if B ∈ Y , a(B) ̸∈ a(F0)) and a(B) ⊆ a(F1) (or a(B) ∈ a(F1) ∪ {a(F1)}).
But this means that the piste from a(A) to a(B) goes via a(F1). Now we can apply induction

to the piste from F1 to B, since it is shorter than the original one from A to B.

�

Lemma 1.2.6 Let p = ⟨⟨X,Y, Z⟩, C,∈,⊆ ⟩ and p′ = ⟨⟨X ′, Y ′, Z ′⟩, C ′,∈,⊆ ⟩ be isomor-

phic suitable structures (even over different cardinals), a an isomorphism between them

and F0, F1, F ∈ X a triple of a ∆-system type. Then a respects πF0,F1, i.e. for every

A ∈ F0 ∩ (X ∪ Y ) we have a(πF0,F1(A)) = πa(F0),a(F1)(a(A)).

Proof. Let F0, F1, F ∈ X be a triple of a ∆-system type and A ∈ F0 ∩ (X ∪ Y ). We prove

the lemma by induction on the length of the piste from F0 to A.

Suppose first that A ∈ C(F0) (or in case A ∈ Y the piste to A involves only C(F0)).

The isomorphism a moves C(F0) to C ′(a(F0)) and C(F1) to C ′(a(F1)). By Lemma 1.2.4,

the triple a(F0), a(F1), a(F ) is of a ∆-system type. So, πa(F0),a(F1) moves C ′(a(F0)) onto

C ′(a(F1)) respecting the inclusion relation. Then πa(F0),a(F1)(a(A)) should be an element of

C(a(F1)) at the same place as a(A) in C(a(F0)), which, in turn is at the same place as A in

C(F0) and πF0,F1(A) in C(F1). Hence

a(πF0,F1(A)) = πa(F0),a(F1)(a(A)).

Suppose now that A ̸∈ C(F0). Let H0, H1, H be the first splitting on the way to A from F0.

The induction applies to H1, A . Hence

a(πH1,H0(A)) = πa(H1),a(H0)(a(A)).

Let A′ = πH1,H0(A). Apply the induction to F0, A
′. Then

a(πF0,F1(A
′)) = πa(F0),a(F1)(a(A

′)).

Again, apply induction to F0, H0 and F0, H1. So,

a(πF0,F1(H0)) = πa(F0),a(F1)(a(H0))
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and

a(πF0,F1(H1)) = πa(F0),a(F1)(a(H1)).

Finally,

πF0,F1(A) = ππF0,F1
(H0),πF0,F1

(H1)(πF0,F1(A
′)).

Applying a, we obtain

a(πF0,F1(A)) = πa(F0),a(F1)(a(A)).

�
Note that the proofs of Lemmas 1.2.5, 1.2.6 rely only on Lemmas 1.2.3 and 1.2.4 do not

use the component of suitable structures consisting of intersections. Let us isolate a weaker

notion that still will capture all the essential parts.

Definition 1.2.7 A two sorted structure ⟨⟨X, Y ⟩, C,∈,⊆ ⟩ is called weak suitable structure

iff

1. X has a maximal under inclusion element. Denote it max(X),

2. Y ⊆ max(X),

3. C is a binary relation X,

4. ⟨⟨max(X), X,C⟩, Y ⟩ ∈ P ′, where for every A ∈ X we identify C(A) with the set

{B ∈ X | ⟨A,B⟩ ∈ C}.

The following analogs of Lemmas 1.2.5, 1.2.6 were actually proved above:

Lemma 1.2.8 Let p = ⟨⟨X,Y ⟩, C,∈,⊆ ⟩ and p′ = ⟨⟨X ′, Y ′⟩, C ′,∈,⊆ ⟩ be isomorphic weak

suitable structures (even over different cardinals) and a an isomorphism between them. Then

a respects pistes, i.e. for every A ∈ X and B ∈ (X ∪ Y ) ∩A, a maps the piste between A

and B in p onto the piste between a(A) and a(B).

Lemma 1.2.9 Let p = ⟨⟨X,Y ⟩, C,∈,⊆ ⟩ and p′ = ⟨⟨X ′, Y ′⟩, C ′,∈,⊆, ⟩ be isomorphic

weak suitable structures (even over different cardinals), a an isomorphism between them

and F0, F1, F ∈ X a triple of a ∆-system type. Then a respects πF0,F1, i.e. for every

A ∈ F0 ∩ (X ∪ Y ) we have a(πF0,F1(A)) = πa(F0),a(F1)(a(A)).
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Let p = ⟨⟨X,Y ⟩, C,∈,⊆ ⟩ be a weak suitable structure. Consider Z = {t1 ∩ ... ∩ tn |
n < ω, t1, ..., tn ∈ X ∪ Y }. Then ⟨⟨X, Y, Z⟩, C,∈,⊆ ⟩ is a suitable structure. Let us call it

expansion of p to a suitable structure.

Lemma 1.2.10 Suppose that p = ⟨⟨X, Y ⟩, C,∈,⊆ ⟩ and p′ = ⟨⟨X ′, Y ′⟩, C ′,∈,⊆ ⟩ are iso-

morphic weak suitable structures (even over different cardinals). Then their expansions are

isomorphic as well.

Proof. Let a be the isomorphism between p and p′. We show that it extends to an iso-

morphism between the expansions. Let Z = {t1 ∩ ... ∩ tn | n < ω, t1, ..., tn ∈ X ∪ Y } and

Z ′ = {t1 ∩ ... ∩ tn | n < ω, t1, ..., tn ∈ X ′ ∪ Y ′}. Extend a to a function b in the obvious

fashion: b � dom(a) = a and b(t1 ∩ ... ∩ tn) = a(t1) ∩ ... ∩ a(tn), for any t1, ..., tn ∈ X ∪ Y .

We need to check that such defined b is a function and an isomorphism.

Note first that for every A,B ∈ X, A′ ∈ (A ∪ {A}) ∩ X and α ∈ Y ∩ A′ such that

A∩B = A′ ∩α we have a(A)∩ a(B) = a(A′)∩ a(α). Use induction on the pistes complexity

from max(X) to A,B as in Lemma 1.1.11. The inductive step follows since a preserves

∆-system triples. Also, by Lemmas 1.2.8,1.2.9, a respects pistes and images under ∆-system

triples isomorphisms.

Similarly, if instead of two sets we have finitely many A1, ..., An ∈ X, A′ ∈ (A1 ∪ {A1}) ∩X

and α ∈ Y ∩ A′ such that A1 ∩ ... ∩ An = A′ ∩ α, then a(A1) ∩ ... ∩ a(An) = a(A′) ∩ a(α).

Also, the same holds if some (or actually one) of Ai’s is in Y , i.e. is an ordinal.

Now, by Lemma 1.1.12, for every A1, ..., An ∈ X there are A′ ∈ (A1 ∪ {A1}) ∩ X and

η ∈ Y ∩ A′ such that A1 ∩ ... ∩ An = A′ ∩ η, or just A1 ∩ ... ∩ An = A′.

An alternative proof that works for higher gaps as well proceeds as follows. Suppose that

A1 ∩ ... ∩ An = B1 ∩ ... ∩Bn,

for some A1, ..., An, B1, ..., Bn ∈ X ∪ Y . We need to show that then

a(A1) ∩ ... ∩ a(An) = a(B1) ∩ ... ∩ a(Bn).

The proof is by induction on complexity of the pistes to components of the intersections.

Thus, suppose that A1 has a maximal piste complexity among the components of the inter-

section. Consider the pistes from max(X) to A1 and to A2. Go to the last point until which

the pistes coincide. Then, as in the proof of Lemma 1.1.11, we replace A1 by A′
1 ∈ X and

α1 ∈ Y which are simpler than A1 in the piste sense and such that

A1 ∩ A2 = A′
1 ∩ α1 ∩ A2.
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Now the induction applies.

�
Our setting for the gap 3, which is almost identical to those for the gap 2 in [1], [3], is as

follows:

κ is a limit of an increasing sequence ⟨κn | n < ω⟩ such that for every n < ω, κn caries a

(κn, κ
+n+3
n )–extender En ( in the gap 2 case (κn, κ

+n+2
n )–extender was used). The order ≤En

of the extender En and the corresponding to it projection maps πEn
αβ , α ≥En β are defined as

in [2].

Fix n < ω. We define an analog P ′
n of P ′ on the level n just replacing κ by κ+n

n .

An assignment function an will be an isomorphism between a suitable generic structure of

cardinality less than κn over κ and a suitable structure over κ+n
n .

Define Qn0.

Definition 1.2.11 Let Qn0 be the set of the triples ⟨a,A, f⟩ so that:

1. f is partial function from κ+3 to κn of cardinality at most κ

2. a is an isomorphism between a suitable generic structure

⟨⟨X, Y, Z⟩, C,∈,⊆ ⟩ of cardinality less than κn and

a suitable structure ⟨⟨X ′, Y ′, Z ′⟩, C ′,∈,⊆ ⟩ in P ′
n so that

(a) max(X ′) is above every t ∈ X ′ ∪ Y ′

in the order ≤En of the extender En, (or actually, the ordinal which codes max(X ′)

in the fixed in advance nice codding of [κ+n+3
n ]<κn . We need that each element of

[κ+n+3
n ]<κn is coded by a stationary many ordinals below κ+n+3

n ).

Further let as denote max(X ′) by max(rng(a)).

(b) if t ∈ X ′ ∪ Y ′ then for some k, 2 < k < ω,

t ≺ H(χ+k), with χ big enough fixed in advance. (Alternatively, it is possible to

work with a subset of κ+n+3
n only and further require it is a restriction of such

model to κ+n+3
n .) We deal with elementary submodels of H(χ+k), instead of those

of H(κ+n+3
n ).

Further passing from Qn0 to P we will require that for every k < ω for all but

finitely many n’s the n-th image of a model t ∈ X ∪ Y will be an elementary

submodel of H(χ+k).

The way to compare such models t1 ≺ H(χ+k1), t2 ≺ H(χ+k2), when k1 ̸= k2, say

k1 < k2, will be as follows:

move to H(χ+k1), i.e. compare t1 with t2 ∩H(χ+k1).
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3. A ∈ En,max(X′),

4. for every ordinals α, β, γ which are elements of Y ′ or the ordinals coding models in X ′

we have

α ≥En β ≥En γ implies

πEn
αγ (ρ) = πEn

βγ (π
En
αβ (ρ))

for every ρ ∈ π“max(X′),α(A),

5. πmax(X′),α(ν) > πmax(X′),β(ν), for every α > β in Y ′, ν ∈ A

Define a partial order on Qn0 as follows.

Definition 1.2.12 Let ⟨a,A, f⟩ and ⟨b, B, g⟩ be in Qn0. Set ⟨a,A, f⟩ ≥n0 ⟨b, B, g⟩ iff

1. a ⊇ b,

2. f ⊇ g,

3. πmax(rng(a)),max(rng(b))“A ⊆ B,

4. dom(f)∩Y b = dom(g)∩Y b, where Y b is the second component (i.e. the set of ordinals)

of the suitable structure on which b is defined.

Note that here we do not require disjointness of the domain of g and of Y b, but as it

will follow from the further definition of non-direct extension, the values given by g

will be those that eventually counts.

Definition 1.2.13 Qn1 consists of all partial functions f : κ+3 → κn with |f | ≤ κ. If

f, g ∈ Qn1, then set f ≥n1 g iff f ⊇ g.

Definition 1.2.14 Define Qn = Qn0 ∪Qn1 and ≤∗
n=≤n0 ∪ ≤n1.

Let p = ⟨a,A, f⟩ ∈ Qn0 and ν ∈ A. Set

p⌢ν = f ∪ {⟨α, πmax(rng(a)),a(α)(ν) | α ∈ dom(a) \ dom(f)}.

Note that here a contributes only the values for α’s in dom(a) \ dom(f) and the values on

common α’s come from f . Also only the ordinals in dom(a) are used to produce non direct

extensions, models disappear.

Now, if p, q ∈ Qn, then we set p ≥n q iff either p ≥∗
n q or p ∈ Qn1, q = ⟨b, B, g⟩ ∈ Qn0 and

for some ν ∈ B, p ≥n1 q
⌢ν.
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Definition 1.2.15 The set P consists of all sequences p = ⟨pn | n < ω⟩ so that

(1) for every n < ω, pn ∈ Qn,

(2) there is ℓ(p) < ω such that

(i) for every n < ℓ(p), pn ∈ Qn1,

(ii) for every n ≥ ℓ(p), we have pn = ⟨an, An, fn⟩ ∈ Qn0,

(iii) there is ⟨⟨A0κ+
, A1κ+

, Cκ+⟩, A1κ++⟩ ∈ G(P ′) which witnesses that dom(an) is a

suitable generic structure (i.e. dom(an) and ⟨⟨A0κ+
, A1κ+

, Cκ+⟩, A1κ++⟩ satisfy
1.2.2), simultaneously for every n, l(p) ≤ n < ω.

(3) for every n ≥ m ≥ ℓ(p), dom(am) ⊆ dom(an),

(4) for every n, ℓ(p) ≤ n < ω, and X ∈ dom(an) we have that for each k < ω the set

{m < ω | ¬(am(X) ∩ H(χ+k) ≺ H(χ+k))} is finite.] (Alternatively require only that

am(X) ⊆ κ+m+3
m but there is X̃ ≺ H(χ+k)) such that am(X) = X̃ ∩ κ+m+3

m . It is

possible to define being k-good this way as well).

(5) For every n ≥ ℓ(p) and α ∈ dom(fn) there is m,n ≤ m < ω such that α ∈ dom(am) \
dom(fm).

The orders ≤P ,≤∗
P are defined as in the gap 2 case in [1].

Next lemma deals with extensions of elements of P . The analogs for the gap 2 are trivial.

Lemma 1.2.16 Let p ∈ P and ⟨⟨B0κ+
, B1κ+

, Dκ+⟩, B1κ++⟩ ∈ G(P ′). Then

1. for every α ∈ B1κ++
there is q ≥∗ p such that α ∈ dom(an(q)) for all but finitely many

n’s;

2. for every A ∈ B1κ+
there is q ≥∗ p such that A ∈ dom(an(q)) for all but finitely many

n’s. Moreover, if ⟨⟨A0κ+
, A1κ+

, Cκ+⟩, A1κ++⟩ ≥ ⟨⟨B0κ+
, B1κ+

, Dκ+⟩, B1κ++⟩ witnesses a
generic suitability of p and A ∈ Cκ+

(A0κ+
), then the addition of A does not require

adding of ordinals and the only models that probably will be added together with A are

its images under ∆-system type isomorphisms for triples in p.

Proof. Pick some ⟨⟨A0κ+
, A1κ+

, Cκ+⟩, A1κ++⟩ ∈ G(P ′) stronger than

⟨⟨B0κ+
, B1κ+

, Dκ+⟩, B1κ++⟩ such that
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1. α ∈ A1κ++
,

2. A ∈ A1κ+
,

3. ⟨⟨A0κ+
, A1κ+

, Cκ+⟩, A1κ++⟩ witnesses that dom(an(p)) is a suitable generic structure

(i.e. dom(an(p)) and ⟨⟨A0κ+
, A1κ+

, Cκ+⟩, A1κ++⟩ satisfy 1.2.2), for every n, l(p) ≤ n <

ω.

Note first that it is easy to add to p any A ∈ Cκ+
(A0κ+

) such that the maximal models

of pn’s belong to A. Just at each level n ≥ l(p) pick an elementary submodel of H(χ+ω) of

cardinality κ+n+1
n which includes rng(an) as an element. Map A to such a model.

Hence it is enough to deal with α,A which are the members of the maximal model of p,

just otherwise, we can add first A0κ+
.

We proof the lemma simultaneously for α and A by induction on the piste distance or

complexity.

Fix n ≥ l(p). Let dom(an(p)) = ⟨⟨X, Y, Z⟩, C,∈,⊆ ⟩.
Suppose that the piste to α involves only the central line. The general case is treated

similarly.

Let A1 ∈ Cκ+
(max(X)) be the least model of Cκ+

(max(X)) with α ∈ A1. We assume

that A1 ∈ X. Just otherwise use the induction to add it. This is possible, since the piste to

A1 is simpler than those to α.

Case 1. A1 is the least model of Cκ+
(max(X)).

The piste to α from max(X) (or from A0κ+
) consists of A1 alone. So, in order to add α we

do not have to add models or other ordinals first.

Consider β1 = min((A1∩Y ) \α) and γ1 = max(A1∩Y ∩α) whenever defined. Suppose that
both β1 and γ1 are defined. If one of them or both are undefined then the argument below

will be only simpler.

Let us denote an(β1) by β∗
1 , an(γ1) by γ∗

1 , an(X) by X∗ and an(A1) by A∗
1. Let C∗ be

the function that corresponds to C in rng(an). Then A∗
1 ∈ C∗(max(X∗)). Also, β∗

1 , γ
∗
1 ∈

A∗
1 ∩ an”Y and γ∗

1 < β∗
1 .

Assume that A∗
1 and β∗

1 are k-good, for some k >> 2 2. Pick now M ∈ A∗
1 such that

1. M ∈ β∗
1 ,

2. |M | = κ+n+2
n ,

2We use the definition of k-goodness as defined in [1].
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3. M is k − 1-good,

4. γ∗
1 ∈M .

Now, extend an by mapping α to M and all the images of it under ∆-system types triples

isomorphisms to those of M .

Case 2. A1 is not the least element of Cκ+
(max(X)).

Then we will need to add also the immediate predecessor A−
1 of A1 in Cκ+

(max(X)). Do

this using the induction.

Split the argument into three cases.

Case 2.1. α > sup(A−
1 ).

Then we proceed exactly as in Case 1 above only require in addition that an(A
−
1 ) ∈M .

Case 2.2. α = sup(A−
1 ).

Set B = an(A1). Then, its immediate predecessor B− = an(A
−
1 ). Pick k < ω such that

B− ≺ H(χ+k+1) and B ∩H(χ+k+1) ≺ H(χ+k+1). Then H(χ+k) ∈ B−. Hence

B− � ∀ν < κ+n+3
n ∀t ∈ [H(χ+k)]<κ+n+3∃M ≺ H(χ+k) (M ⊇ ν ∪ t and |M | < κ+n+3

n ).

Let δ = sup(B− ∩ κ+n+3
n ). Set M to be the Skolem hull of δ ∪ (B− ∩ H(χ+k)) in H(χ+k).

Then M ∩ κ+n+3
n = δ. Also, M ∈ B.

Now, extend an by mapping α to M and all the images of it under ∆-system types triples

isomorphisms to those of M .

Case 2.3. α < sup(A−
1 ).

Consider α1 = min(A−
1 \ α). We need to add α1 before α and this can be done using the

induction, since the piste to α1 is simpler than those to α. So assume that α1 is already in

Y . Note that cof(α1) = κ++, since A−
1 ⊇ κ+ and it is an elementary submodel of H(κ+3).

We split the proof now into two cases.

Case 2.3.1. α = sup(α1 ∩ A−
1 ).

This case is similar to Case 2.2 above. Set B = an(A1). Then, its immediate predecessor

B− = an(A
−
1 ). Let E = an(α1).

Pick k < ω such that E ≺ H(χ+k+1), B− ∩ H(χ+k+1) ≺ H(χ+k+1) and B ∩ H(χ+k+1) ≺
H(χ+k+1). Then H(χ+k) ∈ E ∩B−.

E ∩B− � ∀ν < κ+n+3
n ∀t ∈ [H(χ+k)]<κ+n+3

∃M ≺ H(χ+k) (M ⊇ ν ∪ t and |M | < κ+n+3
n ).

Let δ = sup(E ∩ B− ∩ κ+n+3
n ). Set M to be the Skolem hull of δ ∪ (E ∩ B− ∩ H(χ+k)) in

H(χ+k). Then M ∩ κ+n+3
n = δ. Also, M ∈ B.
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Now, extend an by mapping α to M and all the images of it under ∆-system types triples

isomorphisms to those of M .

Case 2.3.2. α > sup(α1 ∩ A−
1 ).

Consider β1 = min((A1∩Y ) \α) and γ1 = max(A1∩Y ∩α) whenever defined. Suppose that
both β1 and γ1 are defined. If one of them or both are undefined then the argument below

will be only simpler.

Let us denote an(β1) by β∗
1 , an(γ1) by γ∗

1 , an(X) by X∗ and an(A1) by A∗
1. Let C∗ be the

function that corresponds to C in rng(an). Then A∗
1 ∈ C∗(max(X∗)) and an(A

−
1 ) is the

immediate predecessor of A∗
1 in C∗(A∗

1). Also, β
∗, γ∗ ∈ A∗

1 ∩ an”Y and γ∗ < β∗.

Assume that A∗
1 and β∗

1 are k-good, for some k >> 2. Pick now M ∈ A∗
1 such that

1. M ∈ β∗
1 ,

2. |M | = κ+n+2
n ,

3. M is k − 1-good,

4. γ∗
1 , an(A

−
1 ) ∩ an(α1) ∈M .

Now, extend an by mapping α to M and all the images of it under ∆-system types triples

isomorphisms to those of M .

Set

Y1 = Y ∪ {α′ | α′ is the image of

α under ∆− system types triples (of X) isomorphisms }.

Claim 1.2.16.1 Y1 is a closed set.

Proof. We just prove that every limit point of Y1 is a limit point of Y , and hence, is in

Y . It is enough to deal limits of ω-sequences, since if every limit of an ω-sequence from Y1

is in Y , then any limit will be in Y , because Y is closed.

Such images are generated as follows. Pick the smallest triple F 1
0 , F

1
1 , F

1 ∈ X of a ∆-system

type with F 1
0 , F

1 ∈ C(max(X)) and F 1
0 ⊆ A. We add α1 = πF 1

0 ,F
1
1
(α) to Y . Note that it is

possible to have α = α1. Let ξ10 ∈ F 1
0 ∩ Y, ξ11 ∈ F 1

1 ∩ Y be as in Definition 1.1.2(4d). Then

α1 > α implies ξ10 ≤ α < ξ11 ≤ α1.

Then pick the smallest triple F 2
0 , F

2
1 , F

2 ∈ X of a ∆-system type with F 2
0 , F

2 ∈ C(max(X))

and F 2
0 ⊆ F 1. We add α20 = πF 2

0 ,F
2
1
(α) and α21 = πF 2

0 ,F
2
1
(α1) to Y . Again it is possible to

have α2i ∈ {α, α1}, where i < 2. Let ξ20 ∈ F 2
0 ∩ Y, ξ21 ∈ F 2

1 ∩ Y be as in Definition 1.1.2(4d).

Again, if one of the new α2i’s is above its pre-image, then the corresponding ξ2i will be above
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sup(F 2
0 ), and so, above both α, α1.

Continue further all the way up to max(X). This way all the images of α are generated.

Note that we move up over the central line of X.

At each stage j in the process the same effect observed above will take place- if one of αji’s

is above its pre-image, then the corresponding ξji will be above sup(F j
0 ), and so, above all

the images αj′i′ of α generated at stages j′ < j. But all such ξji are in Y . Hence, their limit,

which is the same as those of increasing sequence of αji’s, is in Y as well.

� of the claim.

Turn now to the adding of a model.

Assume first that a model A is on the central line. Let us observe that no collision with

ordinals in Y can occur. Thus if some α ∈ Y, α ̸∈ A and sup(A) > α (if α = sup(A), then

by the piste closure we must have A ∈ X), then the same should hold with images, i.e. the

image A∗ of A must have supremum above α∗ := an(α) and α∗ ̸∈ A∗. There may be infinitely

many such α’s and then, in general, it will be impossible to find A∗. In present situation, we

have the advantage - X is closed under pistes to ordinals of Y . This means, in particular,

that there is Bα ∈ C(max(X)) such that α ∈ Bα and Bα is the least model of C(max(X)),

or Bα has the immediate predecessor B−
α in C(max(X)) and α ̸∈ B−

α . In our case the first

possibility is just impossible. Thus, we assumed that A ∈ Cκ+
(A0κ+

), α ∈ Bα \ A. So, Bα

is not the least element of Cκ+
(A0κ+

), which by 1.2.2(3) implies that Bα is not the least

element of C(max(X)) as well.

Hence, B−
α exists and A ⊆ B−

α .

Consider now a set

T = {B−
α | α ∈ Y, α ̸∈ A, sup(A) > α}.

T is a subset of the closed chain C(max(X)). Let E be the least element of T under the

inclusion. Then A ⊂ E, since T ⊆ Cκ+
(A0κ+

) and so, both E and A are inside the chain

Cκ+
(A0κ+

), but E is of the form B−
α , for some α ∈ Bα \ A, and B−

α ∈ X,A ̸∈ X.

Now it is easy to add A in a fashion similar to adding an ordinal above.

First we pick the least D ∈ C(E) which contains A. Let F be the last model of C(E) inside

D. Note that D can be a limit model of Cκ+
(A0κ+

) and so D− may not exist. Even if D−

exists, still it cannot be in X, since otherwise A = D− will be in X.

Set β = min((D∩Y )\sup(A)) whenever defined. Suppose that β is defined. If it is undefined

then the argument below will be only simpler. Note that necessarily β > sup(A). Otherwise,

sup(A) = β and it is in Y . Then the largest model W of Cκ+
(A0κ+

) with sup(A) ̸∈ W must

be in X (pistes closure to ordinals). But then W = A, since W ̸= A will imply W ∈ A or
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A ∈ W , both possibilities are clearly impossible.

Note that every γ ∈ D∩Y ∩ β is in F . Otherwise, let some γ ∈ D∩Y ∩ β be not in F . The

piste to γ goes via D but does continue further on Cκ+
(D). Hence, D must be a successor

model of Cκ+
(A0κ+

) and D− must be in X, which is impossible, as was observed above.

Let us denote an(β) by β∗, an(D) by D∗, an(X) by X∗ and an(F ) by F ∗. Let C∗ be the

function that corresponds to C in rng(an). Then D∗, F ∗ ∈ C∗(X∗) and β∗ ∈ D∗ ∩ an”Y .

Assume that D∗ and β∗ are k-good, for some k >> 2. Pick now M ∈ D∗ such that

1. M ∈ β∗,

2. |M | = κ+n+1
n ,

3. M is k − 1-good,

4. F ∗ ∈M .

Now, extend an by mapping A to M and all the images of it under ∆-system types triples

isomorphisms to those of M .

Note that no new ordinals were added in the process and only models that are images of A

under ∆-system types isomorphisms for triples in X were added.

Suppose that A is not on the central line. In this case we are supposed to add to p the

whole piste from A0κ+
to A. We can concentrate, using the induction, only on the case of

a ∆-system triple. Namely given F0, F1, F ∈ A1κ++
of a ∆-system type with F0 being the

immediate predecessor of F in Cκ+
(A0κ+

). We need to add F1 (and probably also F0, F if

they are not inside) to p. F0, F are on the central line, hence we may assume that they are

in p. Let α0, α1 ∈ F ∩ A1κ++
be so that α0 ∈ F0, α1 ∈ F1, F0 ∩ F1 = α0 ∩ F0 = α1 ∩ F1 and

either α0 > sup(F1) or α1 > sup(F0). By the argument above, we can assume that α0 is

already in p.

Note that F1 ̸∈ p implies that α1 ̸∈ p, since otherwise the piste to α1 must be in p, by the

definition of a suitable structure, but F1 which is a part of this piste ( actually the final

model of it) is not in p. This provides a freedom to define the image of α1 which will be

crucial further in choosing the image of F1.

Fix n ≥ l(p). We need to add F1 to dom(an(p)). Let dom(an(p)) = ⟨⟨X,Y, Z⟩, C,∈,⊆ ⟩.
We assume that F0, F ∈ C(max(X)) and α0 ∈ Y .

Note that Y ∩ [α1, sup(F1)] = ∅, since if some ξ ∈ Y ∩ [α1, sup(F1)], then all models of the

piste to ξ are in X, but F1 is one of them.

Split into two cases.
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Case 1. α0 > α1.

Then sup(F1) < α0. Consider the images F ∗
0 , F

∗ and M0 of F0, F and α0 under an.

Let us deal first with a little bit simplified situation, but which still contains the main

elements of the construction.

Subcase 1.A. No elements of Y ∩ (sup(F0 ∩ α0), α0) are in dom(an) ∩ F .

By Definition 1.1.2, we have cof(α0) = κ++. Hence cof(M0 ∩ κ+n+3
n ) = κ+n+2

n . So,
κ+n+1
n >M0 ⊆ M0. In particular, M0 ∩ F ∗

0 ∈ M0. Clearly, M0 ∩ F ∗
0 ∈ F ∗, as well. We assume

that M0 is k-good for k big enough. Hence there is a k − 1-good M1 ∈ M0 realizing the

same k − 1 type over M0 ∩ F ∗
0 as M0 does. By elementarity, we can find such M1 inside F ∗.

Finally, pick F ∗
1 to be an element of F ∗ ∩M0 which realizes over ⟨M0 ∩ F ∗

0 ,M1⟩ the same

k − 1 type as F ∗
0 realizes over ⟨M0 ∩ F ∗

0 ,M0⟩.
Extend an by mapping F1 to F ∗

1 and all the images of it under ∆-system types triples

isomorphisms. In particular, M1 is added as the image of M0 under πF ∗
0 ,F

∗
1
.

Turn now to a general case.

Subcase 1.B. There are elements of Y ∩ (sup(F0 ∩ α0), α0) in dom(an) ∩ F .

Let γ denotes the last such element below α1 and β the first such element above α1. If

one of them does not exists, then the argument below applies with obvious simplifications.

Note that, as was observed above, there is no elements of Y in the interval [α1, sup(F1)].

Denote an(β) by N and an(γ) by γ∗. We assume that M0 and N are k-good for k big

enough. sup(F ∗
0 ∩M0)∩κ+n+3

n < N ∩κ+n+3
n , hence F ∗

0 ∩M0∩κ+n+3
n ∈ N (as a set of ordinals

of small cardinality). There is a k − 1-good M1 ∈ N realizing the same k − 1 type over

F ∗
0 ∩M0∩κ+n+3

n as M0 does and with γ∗ ∈M1. By elementarity, we can find such M1 inside

F ∗. Finally, pick F ∗
1 to be an element of F ∗ ∩N which realizes over ⟨F ∗

0 ∩M0 ∩ κ+n+3
n ,M1⟩

the same k − 1 type as F ∗
0 realizes over ⟨M0 ∩ F ∗

0 ,M0⟩.
Extend an by mapping F1 to F ∗

1 and all the images of it under ∆-system types triples

isomorphisms. In particular, M1 is added as the image of M0 under πF ∗
0 ,F

∗
1
.

Case 2. α0 < α1.

The construction is similar. The only change is that we pick M1 above M0.

This completes the inductive construction, and hence the proof of the lemma.

�
The ordering ≤∗ on P and ≤n on Qn0 seems to be not closed in the present situation.

Thus it is possible to find an increasing sequence of ℵ0 conditions ⟨⟨ani, Ani, fni⟩ | i < ω⟩ in
Qn0 with no simple upper bound. The reason is that the union of maximal models of these

conditions, i.e.
∪

i<ω max(dom ani) need not be in A1κ+
for any A1κ+

in G(P ′). The next
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lemma shows that still ≤n and so also ≤∗ share a kind of strategic closure.

Lemma 1.2.17 Let n < ω. Then ⟨Qn0,≤n ⟩ does not add new sequences of ordinals of the

length < κn, i.e. it is (κn,∞) – distributive.

Proof. Let δ < κn and h∼ be a Qn0-name of a function from δ to ordinals. Without loss of

generality assume that δ is a regular cardinal.

Using genericity of G(P ′) (or stationarity of the set {A0κ+|A0κ+
appears in an element of

G(P ′)}, see 1.1.20) it is not hard to find elementary submodel M of some H(ν) for ν big

enough so that

(a) Qn0, h∼, P
′ ∈M ,

(b) |M | = κ+, M ⊇ κ+,

(c) there is ⟨⟨A0κ+
, A1κ+

, Cκ+⟩, A1κ++⟩ ∈ G(P ′) such thatA0κ+
= M∩H(κ+3) and max(A1κ++∩

κ+3) = sup(M ∩ κ+3).

(d) cf(M ∩ κ++) = δ,

(e) δ>M ⊆M .

Note that for such M , M∗ = M ∩ H(κ+3) must be a limit model, since by Definition

1.1.1(6) successor models are closed under κ sequences, but M∗ is not by (d) above.

We have Cκ+
(M∗) \ {M∗} ⊆ M∗. Let B ∈ Cκ+

(M∗)\{M∗}. We claim that then

Cκ+
(B) ∈M . Thus, by elementarity there are B1κ+

, Dκ+
, B1κ++ ∈M such that

⟨⟨B,B1κ+

, Dκ+⟩, B1κ++⟩ ∈ G(P ′) ∩M.

Note that Cκ+ � B1κ+
may be different from Dκ+

, but by the definition of order on P ′

(1.1.15) and since B ∈ Cκ+
(M∗), there are E1, ..., En ∈ B1κ+

such that the switch with

E1, ..., En turns Dκ+
into Cκ+ � B1κ+

. But B1κ+ ∈ M and |B1κ+| ≤ κ+. Hence B1κ+ ⊆ M ,

since M ⊇ κ+. So E1, ..., En ∈ M , and then the corresponding switch is in M as well. This

implies that its result Cκ+ � B1κ+
is in M .

The cofinality of Cκ+
(M∗)\{M∗} under the inclusion must be δ, since it is an ∈-increasing

continuous sequence of elements of M∗ with limit M∗ and by (d) above cof(M∗ ∩ κ++) = δ.

Fix an increasing continuous sequence ⟨Ai | i < δ⟩ of elements of Cκ+
(M∗)\{M∗} such that∪

i<δ Ai = M∗, A0 is a successor model and for each limit model Ai in the sequence Ai+1 is

its immediate successor in Cκ+
(M∗). By (e), each initial segment of it will be in M . Now
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we decide inside M one by one values of h∼ and put models from ⟨Ai | i < δ⟩ to be maximal

models of conditions used. This way we insure that unions of such conditions is a condition.

We define by induction an increasing sequence of conditions

⟨⟨a(i), A(i), f(i)⟩|i ≤ δ⟩.

and an increasing continuous subsequence

⟨Aki|i < δ⟩ of ⟨Ai|i < δ⟩

such that for each i < δ

(1) ⟨a(i), A(i), f(i)⟩ ∈M ,

(2) ⟨a(i+ 1), A(i+ 1), f(i+ 1)⟩ decides h∼(i),

(3) Aki , Aki+1
∈ dom(a(i)), Aki+1

is the maximal model of dom(a(i)) and ⟨⟨Aki+1
, T, Cκ+ �

T ⟩, R⟩ ∈ G(P ′) ∩M witnesses a generic suitability of dom(a(i)), for some T,R, with

R ⊆ Aki+1
∪ sup(Aki+1

).

There is no problem with A(i)’s and f(i)’s in this construction. Thus we have enough

completeness to take intersections of A(i)’s and unions of f(i)’s. The only problematic part

is a(i). So let us concentrate only on building of a(i)’s.

i=0

Then let us pick some Z0 ≺ Z1 ≺ H(χ+ω) ∩M of cardinality κ+n+1
n , closed under κ+n

n -

sequences of its elements and Z0 ∈ Z1 . Set a(0) = ⟨⟨A0, Z0⟩, ⟨A1, Z1⟩⟩.

i+1

Then we first extend ⟨a(i), A(i), f(i)⟩ to a condition ⟨a(i)′, A(i)′, f(i)′⟩ ∈M which decides

h∼(i). Then perform swt (see 1.1.13) to turn ⟨a(i)′, A(i)′, f(i)′⟩ into an equivalent condition

⟨a(i)′′, A(i)′, f(i)′⟩ with Aki ∈ Cκ+
(max(dom(a(i)′′)). Pick a successor model Aj (from the

cofinal sequence ⟨Ai | i < δ⟩) including max(dom(a(i)′′)). Set ki+2 = j and add it to

dom(a(i)′′), using swt inside Aj if necessary. Finally we add Aj+1.

i is a limit ordinal

Then we need to turn a =
∪

j<i a(j) into condition. For this we will need to add to

dom(a) models and ordinals which are limits of elements of dom(a). First we extend a by

adding to it ⟨Aki ,
∪

j<i a(Akj)⟩, where ki = ∪j<ikj. Then for each non decreasing sequence

⟨αj|j < i⟩ of ordinals in dom(a) we add the pair ⟨ ∪j<i αj,∪j<i(a(αj) ∩ H(χ+ℓ))⟩, if it is
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not already in the dom(a), where ℓ ≤ ω the maximal such that for unboundedly many j’s

in i a(αj) ≺ H(χ+ℓ), if the maximum exists or ℓ >> n otherwise. Finally, for each model

B ∈ dom(a) if there is a nondecreasing sequence ⟨Bj|j < i⟩ of elements of Cκ+
(B) in dom(a)

and B is the least possible (under inclusion or with least sup) including the sequence, then

we add the pair ⟨ ∪j<i Bj,∪j<i(a(Bj) ∩ H(χ+ℓ))⟩, if it is not already in the dom(a), where

ℓ ≤ ω is the minimum between the least k such that a(B) ⊆ H(χ+k) and the maximal ℓ′

such that for unboundedly many j’s in i a(Bj) ≺ H(χ+ℓ′), if the maximum exists

or

it is k, if the maximum does not exist and k < ω,

or

ℓ >> n, if the maximum does not exist and k = ω.

We will need to extend a bit more if the following hold:

1. B ∈ dom(a),

2. ⟨Bj | j < i⟩ is a nondecreasing sequence of elements of Cκ+
(B) in dom(a),

3. B is the least element of dom(a) such that
∪

j<i Bj ∈ B,

4. ⟨αj | j < i⟩ is a sequence of ordinals such that

(a) αj ∈ Bj,

(b) αj ∈ dom(a),

(c)
∪

j<i αj ̸∈ dom(a).

Set α =
∪

j<i αj. Then α ∈ B.

Let us consider two cases.

Case 1. α ̸∈
∪

j<i Bj.

If B is the real immediate successor of
∪

j<i Bj, i.e. the one in Cκ+
(A0κ+

) of G(P ′), then

the extension made above suffices. Otherwise, we need to add the real successor of
∪

j<i Bj

in order to insure pistes to ordinals closure. Denote such successor by E. We map it to a

model E∗ such that
∪

j<i(a(Bj) ∩H(χ+ℓ)) ≺ E∗ ≺ a(B) ∩H(χ+ℓ)) and E∗ is good enough,

where ℓ is as above. Note that each γ ∈ B ∩ dom(a) is already in Bj, for some j < i, by

pistes to ordinals closure of dom(a). Finally we map α to
∪

j<i(a(Bj) ∩ a(αj)).

Case 2. α ∈
∪

j<i Bj.

Let E be the smallest model in Cκ+
(B) with α ∈ E.

Subcase 2.1. E is the least (under the inclusion) element of Cκ+
(B).
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If for some j < i we have αj ∈ E, then by the piste closure of dom(a), the model E is in

dom(a). It is easy now to extend a by adding only α which is mapped to an appropriate

element of a(E).

Suppose that for each j < i, αj ̸∈ E. Consider α0. Let D0 be the largest model in Cκ+
(B)

with α0 ̸∈ D0. By the piste closure of dom(a), we have D0 ∈ dom(a). Assume that D0 ̸= E,

otherwise proceed as above. Clearly D0 ⊃ E, and hence

α0 < α < sup(D0). Then α01 := min(D0 \ α0) ∈ dom(a). So, α0 < α01 < α. Let

D01 be the largest model in Cκ+
(B) with α01 ̸∈ D0. By the piste closure of dom(a), we

have D01 ∈ dom(a). Again, we assume that D01 ̸= E. Clearly D0 ⊃ D01 ⊃ E, and hence

α01 < α < sup(D01). Then α02 := min(D01 ∩ α01) ∈ dom(a). So, α0 < α01 < α02 < α. We

continue and define D02 etc. The sequence of such D0k will be ∈-decreasing, and hence at

certain stage D0k = E.

Subcase 2.2. E is not the least (under the inclusion) element of Cκ+
(B).

Then E has the immediate predecessor E− in Cκ+
(B). Suppose first that α is a limit point

of E−. Note that then necessarily E− is a limit model, as successor ones are closed under

< κ+-sequences.

Claim 1.2.17.1 There is an increasing sequence ⟨α′
j | j < i⟩ in E− ∩ dom(a) with limit α.

Proof. Let j < i. If αj ∈ E−, then we take it. Suppose that αj ̸∈ E−. Pick Dj to be the

largest model in Cκ+
(B) with αj ̸∈ Dj. Then, Dj ∈ dom(a), and clearly, Dj ⊇ E−. Also,

αj < α and α is a limit point of E−. Hence αj < sup(Dj). Then αj1 := min(Dj \αj) ∈ Dj ∩
dom(a). If αj1 ∈ E−, then we pick it. Otherwise, continue and considerDj1 the largest model

in Cκ+
(B) with αj1 ̸∈ Dj1. Then, Dj1 ∈ dom(a), and clearly, Dj1 ⊇ E−. Also, αj1 < α and

α is a limit point of E−. Hence αj1 < sup(Dj1). Then αj2 := min(Dj1 \αj1) ∈ Dj1∩dom(a).

If αj2 ∈ E−, then we pick it. Otherwise, continue. After finitely many steps we will reach

some such αjk ∈ E−.

� of the claim.

Let ⟨α′
j | j < i⟩ be given by the claim. For each j < i let Kj be the least model of Cκ+

(B)

with α′
j ∈ Kj. Then E− =

∪
j<i Kj, since, clearly E− ⊇

∪
j<i Kj and if E− +

∪
j<i Kj, then

α will be in the immediate successor K ∈ Cκ+
(B) of

∪
j<i Kj, but K ⊆ E− and α ̸∈ E−.

Now we are in situation of Case 1 with ⟨αj | i < j⟩ replaced by ⟨α′
j | i < j⟩ and ⟨Bj | i < j⟩

by ⟨Kj | j < i⟩.
Suppose now that α is not a limit point of E−. Pick j∗ < i such that for every j, j∗ ≤ j < i,

sup(E− ∩ α) < αj. If for some j, j∗ ≤ j < i, αj ∈ E, then E will be the least model of

Cκ+
(B) with αj inside, and hence E,E− ∈ dom(a), due to the piste closure of dom(a).
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Suppose that for each j, j∗ ≤ j < i, αj ̸∈ E. Fix such j. Pick Dj to be the largest model

in Cκ+
(B) with αj ̸∈ Dj. Then, Dj ∈ dom(a), and clearly, Dj ⊇ E. If Dj = E, then

E ∈ dom(a). Then, also E− ∈ dom(a), since αj1 := min(E \ αj) ∈ E ∩ dom(a), but E−

is the largest model in Cκ+
(B) with αj1 not inside, and hence it must be in dom(a) by the

piste closure.

Suppose that Dj ̸= E. Consider αj1 := min(Dj \ αj) ∈ Dj ∩ dom(a). Clearly, αj1 < α, since

E ⊆ Dj and α ∈ E. If αj1 ∈ E, then E will be the least model of Cκ+
(B) with αj1 inside,

since αj1 ̸∈ E−. Then E,E− ∈ dom(a).

If αj1 ̸∈ E, then we continue and pick Dj1 to be the largest model in Cκ+
(B) with αj1 ̸∈ Dj1.

Then, Dj1 ∈ dom(a), and clearly, Dj1 ⊇ E. If Dj1 = E, then E ∈ dom(a). Then, also

E− ∈ dom(a), since αj2 := min(E \ αj1) ∈ E ∩ dom(a), but E− is the largest model in

Cκ+
(B) with αj2 not inside, and hence it must be in dom(a) by the piste closure.

If Dj1 ̸= E, then we continue in the same fashion to define αj2, Dj2 etc. After finitely many

steps we will have E = Djk or αjk ∈ E. Both imply E,E− ∈ dom(a).

Finally denote the resulting extension of a by b.

Claim 1.2.17.2 dom(b) is a suitable generic structure.

Proof. Let as check the condition (6c) of Definition 1.1.1. Thus let A,α ∈ dom(b), A ∈
C(max(dom(b))) a non-limit model and sup(A) > α. We need to show that min(A \ α) ∈
dom(b).

Case 1. A ∈ dom(a(l)) for some l < i.

If α ∈ dom(a), then for some j < i big enough we will have A,α ∈ dom(aj), and then

min(A \ α) ∈ dom(aj). Note that if α is a non-limit element of dom(b), then α ∈ dom(a).

Suppose that α is a limit point of dom(b) and α ̸∈ dom(a). Let ⟨αj|j < i⟩ be a nondecreasing

sequence from dom(a) converging to α. By (6c) of Definition 1.1.1, γj = min(A\αj) ∈
dom(a). If ⟨γj|j < i⟩ is eventually constant, then the constant value will be as desired.

Suppose otherwise. Then ⟨γj|j < i⟩ will be also a converging to α sequence. But remember

that A is non-limit, hence κA ⊆ A, and so α ∈ A. Then min(A\α) = α ∈ dom(b) and we

are done.

Case 2. A ̸∈ dom(a).

Assume that α ̸∈ A, just otherwise min(A \ α) = α and we are done. Denote min(A \ α) by
α∗

Subcase 2.1. α ∈ dom(a).

Consider then the smallest model Eα in C(max(dom(b))) with α inside. Let E−
α be its

immediate predecessor in C(max(dom(b))). Then A ⊆ E−
α , since α ̸∈ A, and A ̸= E−

α , since
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E−
α ∈ dom(a) and A ̸∈ dom(a). Then sup(E−

α ) > α, hence α1 := min(E−
α \ α) > α and

α1 ∈ dom(a). E−
α ⊇ A implies that α1 ≤ α∗. If α1 = α∗, then α∗ ∈ dom(a) and we are done.

Suppose otherwise. Then α1 < α∗. Consider then the smallest model Eα1 in C(max(dom(b)))

with α1 inside. Let E−
α1

be its immediate predecessor in C(max(dom(b))). Then A ⊆ E−
α1
,

since α1 ̸∈ A, and A ̸= E−
α1
, since E−

α1
∈ dom(a) and A ̸∈ dom(a). Then sup(E−

α1
) > α1, since

α∗ ∈ E−
α1

and α∗ > α1. Hence α2 := min(E−
α1
\ α1) > α1 and α2 ∈ dom(a). If α2 = α∗, then

α∗ ∈ dom(a) and we are done. Otherwise, α2 < α∗. We continue and consider Eα2 , Eα−
2
etc.

Note that the sequence of models Eαm constructed this way is decreasing. So the process

stops after finitely many steps. Which means that α∗ ∈ dom(a).

Subcase 2.2. α ̸∈ dom(a).

Then α is a limit of an increasing sequence ⟨αj | j < i⟩ of elements of dom(a).

If an unbounded subsequence of the sequence ⟨αj | j < i⟩ is in A, then α will be in A as well,

since A is a non-limit model and so is closed under δ sequences of its elements. Hence there

is j∗ < i such that for every j, j∗ ≤ j < i, αj ̸∈ A. Let j∗ ≤ j < i. We have sup(A) > α > αj.

Set α∗
j = min(A \ αj). By Subcase 2.1, α∗

j ∈ dom(a). If α∗
j > α, then α∗

j = α∗ and we

are done. Assume, hence that α∗
j < α, for every j < i. But the sequence ⟨α∗

j | j < i⟩ is a

sequence of elements of A which converges to α. So, α ∈ A. Contradiction.

� of the claim.

The next claim is similar.

Claim 1.2.17.3 rng(b) is a suitable structure over κn.

We need to check that b is an isomorphism between the suitable structures dom(b) and

rng(b). By Lemma 1.2.10, it is enough to show that the restriction of b is an isomorphism

between the corresponding weak suitable structures. But this is obvious, since no ∆-system

type triples are added at limit stages.

�
It is possible to work in V rather than in V [G(P ′)] or M . Combining arguments of 1.1.19

and the previous lemma it is not hard to show the following:

Lemma 1.2.18 P ′ ∗Qn0 is < κn-strategically closed.

Lemma 1.2.19 ⟨P ,≤∗ ⟩ does not add new sequences of ordinals of the length < κ0.

Proof. Repeat the argument of Lemma 1.2.17 with P replacing Qn0.

�
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The argument of Lemma 1.2.17 can be used in a standard fashion to show the Prikry

condition (i.e. the standard argument runs inside elementary submodel M with δ replaced

by κ+).

Lemma 1.2.20 ⟨P ,≤∗ ⟩ satisfies the Prikry condition.

Finally we define → on P similar to those of [1] or [3].

Lemma 1.2.21 ⟨P ,→ ⟩ satisfies κ++-c.c.

Proof. Suppose otherwise. Work in V . Let ⟨p
∼α | α < κ++⟩ be a name of an antichain of

the length κ++. Using 1.1.19 we find an increasing sequence ⟨⟨⟨A0κ+

α , A1κ+

α , Cκ+

α ⟩, A1κ++

α ⟩ |
α < κ++⟩ of elements of P ′ and a sequence ⟨pα | α < κ++⟩ so that for every α < κ++ the

following hold:

(a) ⟨⟨A0κ+

α+1, A
1κ+

α+1, C
κ+

α+1⟩, A1κ++

α+1 ⟩ 
 p
∼α ≤ p̌α,

(b)
∪

β<αA
0κ+

β = A0κ+

α , if α is a limit ordinal,

(c) κA0κ+

α+1 ⊆ A0κ+

α+1,

(d) A0κ+

α+1 is a successor model,

(e) ⟨A1κ+

β | β < α⟩ ∈ A0κ+

α+1,

(f) for every α ≤ β < κ++ we have

Cκ+

α (A0κ+

α ) is an initial segment of Cκ+

β (A0κ+

β ),

(g) pα = ⟨pαn | n < ω⟩,

(h) for every n ≥ l(pα), A
0κ+

α+1 is the maximal model of dom(aαn) and A0κ+

α ∈ dom(aαn),

where pαn = ⟨aαn, Aαn, fαn⟩.
Actually this condition is the reason for not requiring the equality in (a) above.

Let pαn = ⟨aαn, Aαn, fαn⟩ for every α < κ++ and n ≥ l(pα).

Let α < κ++. Fix some

⟨⟨B0κ+

α+1, B
1κ+

α+1, D
κ+

α+1⟩, B1κ++

α+1 ⟩ ≤P ′ ⟨⟨A0κ+

α+1, A
1κ+

α+1, C
κ+

α+1⟩, A1κ++

α+1 ⟩

42



which witnesses a generic suitability of structure dom(aαn) for each n, l(pα) ≤ n < ω, as

in Definition 1.2.2. Note that B0κ+

α+1 need not be in Cκ+

α+1(A
0κ+

α+1) and even if it does, then

Dκ+

α+1(B
0κ+

α+1) need not be an initial segment of Cκ+

α+1(A
0κ+

α+1). By the definition of the order

≤P ′ (Definition 1.1.15) there are m < ω and E1, ..., Em ∈ A1κ+

α+1 such that

swt(⟨⟨A0κ+

α+1, A
1κ+

α+1, C
κ+

α+1⟩, A1κ++

α+1 ⟩, E1, ..., Em) and ⟨⟨B0κ+

α+1, B
1κ+

α+1, D
κ+

α+1⟩, B1κ++

α+1 ⟩

satisfy (1)-(3) of Definition 1.1.15.

By Lemma 1.2.16 it is possible to add all Ei(i = 1, ...,m) to dom(aαn), for a final segment

of n’s. By adding and taking non-direct extension if necessary, we can assume that Ei’s are

already in dom(aαn), for every n ≥ l(pα).

Now we can apply the opposite switch (i.e. the one starting with Em, then Em−1, ...,and

finally E1 ) to dom(aαn) (and the corresponding to it under aαn to rng(aαn)). Denote the

result still by aαn.

Finally, ⟨⟨A0κ+

α+1, A
1κ+

α+1, C
κ+

α+1⟩, A1κ++

α+1 ⟩ will witness a generic suitability of structure dom(aαn)

for each n, l(pα) ≤ n < ω.

In particular, we have now that the central line of dom(aαn) is a part of Cκ+

α+1(A
0κ+

α+1) and

A0κ+

α is on it, for every n, l(pα) ≤ n < ω.

Shrinking if necessary, we assume that for all α, β < κ++ the following holds:

(1) ℓ = ℓ(pα) = ℓ(pβ),

(2) for every n < ℓ pαn and pβn are compatible in Qn1 i.e. pαn ∪ pβn is a function,

(3) for every n, ℓ ≤ n < ω, ⟨dom(fαn) | α < κ++⟩ form a ∆-system with the kernel

contained in A0κ+

0 ,

(4) for every n, ω > n ≥ ℓ, rng(aαn) = rng(aβn).

Shrink now to the set S consisting of all the ordinals below κ++ of cofinality κ+. Let α

be in S. For each n, ℓ ≤ n < ω, there will be β(α, n) < α such that

dom(aαn) ∩ A0κ+

α ⊆ A0κ+

β(α,n).

Just recall that |aαn| < κn. Shrink S to a stationary subset S∗ so that for some α∗ < minS∗

of cofinality κ+ we will have β(α, n) < α∗, whenever α ∈ S∗, ℓ ≤ n < ω. Now, the cardinality

of A0κ+

α∗ is κ+. Hence, shrinking S∗ if necessary, we can assume that for each α, β ∈ S∗, ℓ ≤
n < ω

dom(aαn) ∩ A0κ+

α = dom(aβn) ∩ A0κ+

β .
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Let us add A0κ+

α∗ to each pα with α ∈ S∗.

By 1.2.16(2), we can add it without adding ordinals and the only other models that

probably were added are the images of A0κ+

α∗ under ∆-system type isomorphisms. Denote

the result for simplicity by pα as well.

Let now β < α be ordinals in S∗. We claim that pβ and pα are compatible in ⟨P ,→⟩.
First extend pα by adding A0κ+

β+2. This will not add other additional models or ordinals except

the images of A0κ+

β+2 under isomorphisms to pα, as was remarked above.

Let p be the resulting extension. Denote pβ by q. Assume that ℓ(q) = ℓ(p). Otherwise just

extend q in an appropriate manner to achieve this. Let n ≥ ℓ(p) and pn = ⟨an, An, fn⟩. Let
qn = ⟨bn, Bn, gn⟩. Without loss of generality we may assume that an(A

0κ+

β+2) is an elementary

submodel of An,kn with kn ≥ 5. Just increase n if necessary. Now, we can realize the kn− 1-

type of rng(bn) inside an(A
0κ+

β+2) over the common parts dom(bn) and dom(an). This will

produce q′n = ⟨b′n, Bn, gn⟩ which is kn − 1-equivalent to qn and with rng(b′n) ⊆ an(A
0κ+

β+2).

Doing the above for all n ≥ ℓ(p) we will obtain q′ = ⟨q′n | n < ω⟩ equivalent to q (i.e.

q′ ←→ q).

Extend q′ to q′′ by adding to it ⟨A0κ+

β+2, an(A
0κ+

β+2)⟩ as the maximal set for every n ≥ ℓ(p).

Recall that A0κ+

β+1 was its maximal model. So we add a top model. Hence no additional

models or ordinals are added at all. Let q′′n = ⟨b′′n, Bn, gn⟩, for every n ≥ ℓ(p).

Combine now p and q′′ together. Thus for each n ≥ ℓ(p) we add b′′n to an as well as all

of its isomorphic images under ∆-system type isomorphisms of triples in an. The rest of

the parts are combined in the obvious fashion (we put together the functions and intersect

sets of measure one moving first to the same measure). Note that this is possible due to the

intersection properties, since the relevant models that witness problematic intersections are

in A0κ+

α and in A0κ+

β respectively, and so are in the kernel A0κ+

α∗ .

For example let us show that ordinals (i.e. the images of members of A1κ++

α+1 and of A1κ++

β+1 )

are in the right order.

Let ηα ∈ A1κ++

α+1 and let ηβ ∈ A1κ++

β+1 be the corresponding to it ordinal in q′′. We need to

argue that ηα ≥ ηβ. The only problematic case is once there is some ζ in the kernel above

ηα, ηβ. Consider then ζα ∈ A0κ+

α ∩A1κ++

α+1 such that A0κ+

α ∩ ηα = A0κ+

α ∩ ζα, i.e. ζα is the first

element of A0κ+

α above ηα. Then, necessarily, ζα is in the kernel. Hence ζα ∈ A0κ+

β ∩ A1κ++

β+1

and A0κ+

β ∩ ηβ = A0κ+

β ∩ ζα, i.e. ζα is the first element of A0κ+

β above ηβ. But α > β and α is

a limit ordinal, hence A0κ+

α ⊇ A0κ+

β+2. In particular, ηβ ∈ A0κ+

α . This implies ηβ < ηα.

Add if necessary A0κ+

α+3 as a new top model in order to insure 1.2.11(2a). Let r = ⟨rn|n <

ω⟩ be the result, where rn = ⟨cn, Cn, hn⟩, for n ≥ ℓ(p).
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Claim 1.2.21.1 For each γ, α + 3 < γ < κ++,

⟨⟨A0κ+

γ , A1κ+

γ , Cκ+

γ ⟩, A1κ++

γ ⟩ 
 r ∈ P∼.

Proof. Let γ ∈ (α+3, κ++) andG(P ′) be a generic subset of P ′ with ⟨⟨A0κ+

γ , A1κ+

γ , Cκ+

γ ⟩, A1κ++

γ ⟩ ∈
G(P ′).

Fix n ≥ ℓ(p). The main points here are that b′′n and an agree on the common part and

adding of b′′n to an does not require other additions of models or of ordinals except the images

of b′′n under ∆ -system type isomorphisms for triples in an.

We need to check that dom(cn) is a suitable generic structure and rng(cn) is a suitable

structure. Let us deal with dom(cn). The range is similar. By Lemma 1.2.10 it is enough to

deal with a weak suitable structures. Let ⟨⟨X, Y ⟩, C,∈,⊆ ⟩ be the corresponding redact of

dom(cn).

Clearly, ⟨⟨X,Y ⟩, C,∈,⊆ ⟩ is a submodel

of ⟨⟨A1κ+

γ , A1κ++

γ ⟩, Cκ+

γ ,∈,⊆⟩.
Let us check that the structures ⟨⟨X, Y ⟩, C,∈,⊆ ⟩ and
⟨⟨A1κ+

γ , A1κ++

γ ⟩, Cκ+

γ ,∈,⊆⟩ agree about pistes to members ofX and to ordinals in Y . This will

show, in particular that ⟨⟨X, Y ⟩, C,∈,⊆ ⟩ is pistes closed and, hence ⟨⟨max(X), X, C⟩, Y ⟩ ∈
P ′.

Fix t ∈ X ∪ Y (a model or an ordinal). Note that, by the choice of the top model max(X)

of X we have max(X) ∈ Cκ+

γ (A0κ+

γ ). Hence, the piste from A0κ+

γ to t will go via max(X).

If t appears in dom(an), then the continuation of the piste will be inside dom(an), since

max(an) = A0κ+

α+1 ∈ C(max(X)). It will co-inside with the piste from A0κ+

α+1 to t, since

dom(an) is a suitable structure. Hence all the members of the piste are in X ∪ Y .

Note that if t is in the common part, i.e. if t appears in both dom(an) and dom(bn), then

t ∈ A0κ+

α∗ . So the piste to t passes through A0κ+

α∗ , since A0κ+

α∗ ∈ Cκ+
(A0κ+

γ ).

If t appears in dom(b′′n) = dom(bn)∪{A0κ+

β+2}, then the piste to t will proceed via A0κ+

β+2, since

t ∈ A0κ+

β+2 and A0κ+

β+2 ∈ C(max(X)). Now, it will co-inside with the piste from A0κ+

β+1 to t, since

dom(bn) is a suitable structure and A0κ+

β+1 ∈ C(A0κ+

β+2).

The agreement between the pistes follows.

� of the claim.

Now we have r ≥ p, q′′. Hence, p→ r and q → r. Contradiction.

�
Combining the previous lemmas together, we obtain the following:

Theorem 1.2.22 V P ′∗⟨P,→⟩ is a cardinal preserving extension of V which satisfies 2κ = κ+3.
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Chapter 2

Gaps 4 and above-more symmetry.

It is a slightly changed version of [7] which allows more symmetry in the following sense:

for any two isomorphic models A,B ∈ A1,η from a generic G ⊆ P ′ the structure of models

from G of cardinalities smaller than η in A is the same as those in B, i.e. πA,B[E] ∈ G ∩ B

whenever E ∈ G ∩ A of cardinality < η.

This symmetry makes the forcing P ′
<η equivalent to N2 ∩ P ′

<η, see [7],1.23,1.24.

2.1 One difference between gap 3 and higher gaps

Let P ′(3) denote the preparation forcing for the gap 3 defined in the previous chapter. Let

G be a generic subset of P ′(3). Consider

S = {A | ∃⟨⟨A0κ+

, A1κ+

, Cκ+⟩, A1κ++⟩ ∈ G A = A0κ+}.

It was shown (Lemma 1.1.20) that S is a stationary subset of [H(κ+3)]≤κ+
. Let us point

out in addition the following:

Proposition 2.1.1 If A,B ∈ S and otp(A ∩ κ+3) = otp(B ∩ κ+3), then A and B are

isomorphic by an isomorphism which is an identity over A ∩B.

Proof. Induction on pistes complexity.

�
The purpose of this note will be to show that this proposition fails already in the gap 4

case.

Theorem 2.1.2 Let λ < µ be cardinals such that

1. µ is regular,
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2. λ++ < µ,

3. 2λ = λ+,

4. for every δ, λ+ < δ < µ, δλ
+
= δ.

Suppose that S is an unbounded subset of [H(µ)]λ.

Then there are A,B ∈ S with otp(A ∩ µ) = otp(B ∩ µ), but the isomorphism between A ∩ µ

and B ∩ µ is not the identity on A ∩B ∩ µ.

Proof. Suppose otherwise. Let S be an unbounded subset of [H(µ)]λ witnessing this.

Consider a sequence ⟨Mα | α < µ⟩ such that for every α < µ

1. ⟨Mα,∈, <,Mα ∩ S⟩ ≺ ⟨H(µ),∈, <, S⟩,

2. |Mα| = λ+,

3. Mα ⊇ λ+,

4. λMα ⊆Mα,

5. β ̸= α implies Mβ ̸= Mα.

Form a ∆-system and shrink the sequence ⟨Mα | α < µ⟩ to a sequence ⟨Mα | α ∈ Z⟩ such
that for every α, β ∈ Z, α < β the following hold:

1. Mα ∩ α = Mβ ∩ β,

2. sup(Mα ∩ µ) < β,

3. ⟨Mα,∈, <,Mα ∩ S⟩ ≃ ⟨Mβ,∈, <,Mβ ∩ S⟩ and the isomorphism is the identity on the

common part.

Fix some α ̸= β in Z. Pick an ordinal τ ∈Mα above sup(Mα ∩Mβ ∩ µ).

Now we use unboundedness S and find A ∈ S with τ, πMα,Mβ
(τ) ∈ A.

Consider A ∩ Mα. This set belongs to Mα, since Mα is closed under λ-sequences of its

elements. By elementarity it is possible to find Aα ∈Mα such that

• Aα ⊇Mα ∩ A,

• otp(Aα ∩ µ) = otp(A ∩ µ),
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• Aα ∈ S.

Set Aβ = πMα,Mβ
(Aα). Then otp(Aα ∩ µ) = otp(Aβ ∩ µ) and Aβ ∈ S, by (3) above. Note

also that the isomorphism πAα,Aβ
is just πMα,Mβ

(Aα) � Aα. By (1) above and the choice of τ

we have Aα ∩Aβ ∩ µ ⊆ Aα ∩ τ . Hence τ ′ := πAα,Aβ
(τ) ̸= τ . But πAα,Aβ

(τ) = πMα,Mβ
(τ) and

the last component is in A. So, τ ′ ∈ A ∩ Aβ.

Now,

πA,Aβ
(τ) = πAα,Aβ

(πA,Aα(τ)).

But τ ∈ A ∩ Aα, A,Aα ∈ S, so πA,Aα(τ) = τ . Then

πA,Aβ
(τ) = πAα,Aβ

(τ) = τ ′.

Which is impossible, since τ ′ ∈ A ∩ Aβ, A,Aβ ∈ S and τ ̸= τ ′.

�
Without GCH type assumptions the theorem above consistently fails. Thus one can use

a ”baby” version of the arbitrary gap preparation forcing P ′ which will be defined in the

next section:

⟨⟨A0τ , A1τ ⟩ | τ ∈ s⟩,

with only requirement that models of the same order type are isomorphic over their inter-

section.

We do not know if for the gap 3 always there is S as in Proposition 2.1.1 (or even only

unbounded set like this). Our conjecture is that it should not be the case. On the other

hand in L-like models it may exist due to morass structures inside.

Note also that once we have such S, then it is quite hard to eliminate it. Cardinals should

be collapsed or change their cofinality.

Carmi Merimovich asked the following question:

Suppose N1, N2 ≺ ⟨H(ω2),∈, < ⟩ are countable and otp(N1 ∩ ω2) = otp(N2 ∩ ω2). Does

it necessarily imply that N1
∼= N2?

The following provides a rather complete answer.

Proposition 2.1.3 Suppose that V = L, N1, N2 ≺ ⟨H(ω2),∈, < ⟩ are countable and otp(N1∩
ω2) = otp(N2 ∩ ω2). Then N1

∼= N2.

Proof. By Condensation Lemma, both N1 and N2 are isomorphic to Lα, where α = otp(N1∩
ω2) = otp(N2 ∩ ω2).

�

49



Proposition 2.1.4 Suppose that 2ℵ0 > ℵ1, N1, N2 ≺ ⟨H(ω2),∈, < ⟩ are countable, otp(N1∩
ω2) = otp(N2 ∩ ω2), but N1 ∩ ω2 ̸= N2 ∩ ω2 . Then N1 ̸∼= N2.

Proof. We have N1 ∩ ω2 ̸= N2 ∩ ω2 and 2ℵ0 ≥ ℵ2, hence there is a real r in N1 \ N2.

Now if N1
∼= N2, then the isomorphism function πN1,N2 is the identity on ω. In particular

πN1,N2(r) = r. Contradiction.

�
The same conclusion can be derived even under GCH.

Proposition 2.1.5 Assume GCH. Suppose that N1, N2 ≺ ⟨H(ω2),∈, < ⟩ be countable iso-

morphic structures such that min((N2 ∩ ω2) \ (N1 ∩ ω2)) > sup(N1 ∩ ω2). Let P be Cohen

forcing which adds a function from ℵ2 to 2 with conditions of a size ≤ ℵ1. Then there is a

generic G ⊆ P such that N1[G], N2[G] ≺ ⟨H(ω2)
V [G],∈, < ⟩, but N1[G] ̸∼= N2[G].

Proof. Let η1 = min((N1∩ω2)\(N2∩ω2)) and η2 = min((N2∩ω2)\(N1∩ω2)). Then, clearly,

πN1,N2(η1) = η2. Now let us pick g1 : N1 ∩ ω2 → 2 to be P -generic function over N1. Let

g1(η1) = 0. Consider g = g1 � η1. Clearly, g ∈ N1∩P and πN1,N2(g) = g. Set g′ = g∪{⟨η2, 1⟩}.
Extend now g′ to g2 : N2 ∩ ω2 → 2 which is P -generic function over N2. Set g′′ = g1 ∪ g2.

Then g′′ ∈ P , since η2 = min((N2 ∩ω2) \ (N1 ∩ω2)) > sup(N1 ∩ω2). Let now G be a generic

subset of P with g′′ ∈ G. By the construction we have N1[G], N2[G] ≺ ⟨H(ω2)
V [G],∈, < ⟩,

but
∪

G(η1) ̸=
∪
G(η2), and so the models N1[G], N2[G] cannot be isomorphic.

�

2.2 The Preparation Forcing

We assume GCH. Fix two cardinals κ and θ such that κ < θ and θ is regular.

We define a set which is parallel to P ′′ of Gap 3, i.e. the set of central lines.

Definition 2.2.1 The set P ′′′ consists of sequences of the form ⟨Cτ | τ ∈ s⟩ such that

1. s is a closed set of cardinals from the interval [κ+, θ] satisfying the following:

(a) |s ∩ δ |< δ for each inaccessible δ ∈ [κ+, θ]

(b) κ+, θ ∈ s

(c) if ρ+ ∈ s and ρ ≥ κ+, then ρ ∈ s

(d) if ρ ∈ s is singular, then s is unbounded in ρ and ρ+ ∈ s.
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If there is no inaccessible cardinals inside the interval [κ+, θ], then s can be taken to

be the set of all the cardinals of this interval.

2. For every τ ∈ s, Cτ is a continuous closed chain of a length less than τ+ of elementary

submodels of ⟨H(θ+),∈, <,⊆, κ⟩ each of cardinality τ

such that

(a) for each element X ∈ Cτ we have X ∩ τ+ ∈ On and, hence X ⊇ τ ,

Further we shall denote otp(X ∩ θ+) by simply otp(X).

(b) If X ∈ Cτ and there is Y ∈ Cρ, Y ⊃ X, for some ρ ∈ s \ τ + 1, then there is

Y ∈ Cτ∗ , Y ⊃ X such that for each ρ ∈ s \ τ + 1 if Z ∈ Cρ and Z ⊃ X, then

Z ⊇ Y , where τ ∗ = min(s \ τ + 1).

(c) If X is a non-limit element of the chain Cτ then

i. Cτ � X := {Y | Y ⊂ X,Y ∈ Cτ} ∈ X,

ii. cof(τ)>X ⊆ X,

iii. if for some ρ ∈ s, ρ > τ we have Y ∈ Cρ with sup(Y ) ≥ sup(X), then X ⊆ Y ,

iv. if for some ρ ∈ s, ρ > τ we have Y ∈ Cρ with sup(Y ) < sup(X), then there

are ρ′ ∈ (s \ ρ)∩X and Y ′ ∈ Cρ′ ∩X such that Y ′ ⊇ Y and Y ∩X = Y ′ ∩X.

Note that ρ′ = ρ, unless there are inaccessible cardinals.

v. If ξ ∈ (s \ τ + 1) ∩X and Cξ ∩X ̸= ∅, then∪
{Y ∈ Cξ | Y ∈ X} ∈ X.

Denote this union by (X)ξ.

Note that if for some τ ∈ s, ξ ∈ s∩ τ and Z ∈ Cτ there is no ρ ∈ s\ τ, A ∈ Cξ

with (A)ρ defined and so that Z ⊆ (A)ρ, then Z ⊇ B for each B ∈ Cξ.

Since, if for some B ∈ Cξ we have sup(Z ∩ θ+) < sup(B ∩ θ+), then, by the

condition (iv) above, there are ρ ∈ s \ τ, Y ∈ Cρ ∩ B such that Z ⊆ Y and

Z ∩B = Y ∩B. So, (B)ρ exists and Z ⊆ (B)ρ.

vi. ⟨Cξ ∩ (X)ξ | ξ ∈ s \ τ + 1, (X)ξ is defined ⟩ ∈ X.

3. If ⟨ξj | j < i⟩ is an increasing sequence of elements of s, ξ =
∪

j<i ξj and ⟨Xj | j < i⟩ is
an increasing (under the inclusion) sequence such that Xj ∈ Cξj for each j < i, then

X =
∪

j<i Xj is in Cξ.
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The next set will be needed here in order to define a ∆-system type triple.

Definition 2.2.2 The set P ′′ consists of all sequences of triples

⟨⟨A0τ , A1τ , Cτ ⟩ | τ ∈ s⟩

such that for every τ ∈ s the following hold:

1. |A1τ | ≤ τ ,

2. A0τ ∈ A1τ ,

3. every X ∈ A1τ has cardinality τ and is either equal to A0τ or belongs to it,

4. Cτ : A1τ → P (A1τ ),

5. ⟨Cτ (A0τ ) | τ ∈ s⟩ ∈ P ′′′,

6. (Coherence)

if X, Y ∈ Cτ (A0τ ) and X ∈ Cτ (Y ), then Cτ (X) is an initial segment of Cτ (Y ) with X

being the largest element of it.

7. Let B ∈ Cτ (A0τ ) and s′ = {ρ ∈ s ∩ τ | ∃X ∈ Cρ(A0ρ) X ⊆ B}. For each ρ ∈ s′ let

Bρ be the largest element of Cρ(A0ρ) contained in B. Then

⟨Cρ(Bρ) | ρ ∈ s′⟩⌢⟨Cτ (B)⟩⌢⟨Cξ(A0ξ) | ξ ∈ s \ τ + 1⟩ ∈ P ′′′.

Now we define ∆-system type triples. The definition is more involved than those in the

gap 3 case. The basic reason is that instead of using a single central line consisting of ordinals

there, we may have here many other central lines. Over each of them ∆-system type triple

may appear (thus, for example for the gap 4: there will be ∆-system type triples for κ+

relatively to lines of models of cardinality κ++, and those of cardinality κ++ relatively to

lines of cardinality κ+3, i.e. ordinals). We define simultaneously also switching using the

induction on the rank of sets.

Definition 2.2.3 Suppose that p = ⟨⟨A0τ , A1τ , Cτ ⟩ | τ ∈ s⟩ ∈ P ′′, F ∈ Cτ (A0τ ), for some

τ ∈ s, τ < θ and F0, F1 ∈ F . We say that the triple F0, F1, F is of ∆-system type iff

1. F0 is the immediate predecessor of F in Cτ (A0τ )

2. F1 ≺ F ,
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3. if for some ρ ∈ s, ρ > τ we have Y ∈ Cρ(A0ρ) with sup(Y ) ≥ sup(F1), then F1 ⊆ Y ,

4. if for some ρ ∈ s, ρ > τ we have Y ∈ Cρ(A0ρ) with sup(Y ) < sup(F1), then there are

ρ′ ∈ (s \ ρ) ∩ F1 and Y ′ ∈ Cρ′(A0ρ′) ∩ F1 such that Y ′ ⊇ Y and Y ∩ F1 = Y ′ ∩ F1.

Here we need to consider two possibilities: τ+ ∈ s or τ+ ̸∈ s and then min(s \ τ +1) is

an inaccessible cardinal. We will treat both possibilities similar. Denote min(s \ τ +1)

by τ ∗. So τ ∗ is either τ+ or τ ∗ is an inaccessible.

5. There is Hi ∈ A1τ∗ ∩ Fi which is maximal under inclusion, where i ∈ {0, 1}. Moreover

H0 ∈ Cτ∗(A0τ∗).

6. There are G0, G1 ∈ Cτ∗(A0τ∗) ∩ F such that

(a) cof(G0 ∩ (τ ∗)+) = cof(G1 ∩ (τ ∗)+) = τ ∗,

(b) G0 ∈ F0 and G1 ∈ F1

(c) F0 ∩ F1 = F0 ∩G0 = F1 ∩G1,

(d) either G0 ∈ G1 or G1 ∈ G0,

(e) there is a switch of p \ τ + 1 := ⟨⟨A0τ , A1τ , Cτ ⟩ | τ ∈ s \ τ + 1⟩ which involves

models only with supremums below max(sup(F0∩ θ+), sup(F1∩ θ+)) which leaves

H0 on the central line for τ ∗ and moves H1, G0, G1 to the central line. Moreover,

all the models involved in the switch are in F .

Here we use the induction on the ranks of sets.

Further let us call G0, G1 the witnessing models for F0, F1, F .

We may refer to H0, H1 and the models used in the switch as witnessing models as

well.

The next condition will require more similarity:

7. (isomorphism condition)

the structures

⟨F0,∈, <,⊆, κ, τ, Cτ (F0), ⟨A1ρ ∩ F0 | ρ ∈ (s \ τ) ∩ F0⟩, ⟨Cρ � A1ρ ∩ F0 | ρ ∈ s \ τ⟩, fF0⟩

and

⟨F1,∈, <,⊆, κ, τ, Cτ (F1), ⟨A1ρ ∩ F1 | ρ ∈ (s \ τ) ∩ F1⟩, ⟨Cρ � A1ρ ∩ F1 | ρ ∈ s \ τ⟩, fF1⟩
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are isomorphic over F0 ∩ F1, i.e. the isomorphism πF0F1 between them is the identity

on F0 ∩ F1, where fF0 : τ ←→ F0, fF1 : τ ←→ F1 are some fixed in advance bijections.

In particular, we will have that otp(F0) = otp(F1) and F0 ∩ τ ∗ = F1 ∩ τ ∗.

Note that here we use Cρ � A1ρ ∩ Fi (i < 2). In

the gap 3 case we had only A1κ++
, but it was just an increasing sequence and so served

as a replacement of Cκ++
as well.

8. For each ξ ∈ s, if X ∈ A1ξ and X ⊇ F0, F1, then X ⊇ F .

Define the switch q of p by F0, F1, F to be

⟨⟨A0ξ, A1ξ, Dξ⟩ | ξ ∈ s⟩,

where Dξ, for ξ ∈ s \ τ + 1 is determined by switching in p \ τ + 1 below max(sup(F0 ∩
θ+), sup(F1 ∩ θ+)) which turns Cτ∗(H1) into an initial segment of τ ∗-central line. Dτ (F ) =

Cτ (F1)
⌢F and Dτ (A0τ ) = Dτ (F )⌢⟨X ∈ Cτ (A0τ ) | X ⊃ F ⟩. The rest is defined in the

obvious fashion by taking images under isomorphisms πF0,F1 etc.

Further let denote such q by swt(p, F ).

Note that that it need not be a condition.

Denote by swt(p,B1, . . . , Bn) the result of an application of the switch operation n-times:

pi+1 = swt(pi, Bi), for each 1 ≤ i ≤ n, where p1 = p and swt(p,B1, . . . , Bn) = pn+1.

Note that there is no ∆-system type triples in the cardinality θ.

Now we define the preparation forcing P ′.

Definition 2.2.4 The set P ′ consists of elements of the form

⟨⟨A0τ , A1τ , Cτ ⟩ | τ ∈ s⟩

so that the following hold:

1. ⟨⟨A0τ , A1τ , Cτ ⟩ | τ ∈ s⟩ ∈ P ′′,

We call Cτ (A0τ ) τ -central line of ⟨⟨A0τ , A1τ , Cτ ⟩ | τ ∈ s⟩.
The following conditions describe a special way in which A1τ is generated from the

central line, for each τ ∈ s.

2. Let B ∈ A1τ . Then B ∈ Cτ (A0τ ) (i.e. it is on the central line) or there there is a

finite sequence piste(B) of models in
∪

ρ∈s\τ A
1ρ that terminates with B. We call this
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sequence a piste to B and it will be defined recursively below.

First let us define blue (easy) pistes and the set bp(A0τ ) of elements of A1τ reachable

by such pistes from A0τ .

Set Cτ (A0τ ) ⊆ bp(A0τ ). If B ∈ Cτ (A0τ ), then set piste(B) = ⟨B⟩.
Suppose now that A ∈ bp(A0τ ) and bp(A) is defined. Again, set Cτ (A) ⊆ bp(A0τ ). If

B ∈ Cτ (A) \ {A}, then set piste(B) = piste(A)⌢⟨B⟩.
It is allowed to continue a blue piste via a ∆-system triple.

Blue Piste Continuation–First Continuation.

Suppose now that A ∈ bp(A0τ ), bp(A) is defined and there are models A0, A1 ∈ A∩A1τ

such that

(a) the triple A0, A1, A is of a ∆-system type with respect to ⟨⟨A0ξ, A1ξ, Cξ⟩ | ξ ∈ s\τ⟩,

(b) A0 ∈ Cτ (A),

Then we add A1 to bp(A0τ ) and piste(A1) is defined by adding A1, A0 and the models

witnessing the ∆ system to piste(A).

Now let B ∈ A1τ . We define piste(B) the piste leading to B. If B ∈ bp(A0τ ), then

piste(B) was already defined. Suppose that B ̸∈ bp(A0τ ). We follow first the blue piste

down from A0τ until reaching the least element A of bp(A0τ ) with B ∈ A, i.e. first pick

the least element of Cτ (A0τ ) with B inside if it is not of a ∆-system type, then set A

to be this element; otherwise, take the immediate predecessor of it which is not on the

central line and continue down through it etc.

We continue and define recursively (and using ∈-induction) in addition sets of models

connected by a piste to a given model T ∈
∪

ν∈s A
1ν which will be denoted by pc(T ).

Require that bp(T ) ⊆ pc(T ).

Second Continuation.

There are ρ ∈ s ∩ A, ρ > τ , T ∗, T0, T1, T ∈ A1ρ ∩ A such that

(a) T ∗ is on ρ–central line relatively to A, i.e. once we make the switches along the

piste up to A which move A to the central line, then T ∗ is moved there as well;

other way to state this: if Z is the largest model of A1ρ ∩ A, then T ∗ ∈ Cρ(Z).

In particular, if A is the first model of the piste or only the first continuation was

used on the way to A, then T ∗ ∈ Cρ(A0ρ).
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(b) T, T0, T1 ∈ pc(T ∗).

Note that T ∗ ∈ A, so we can assume that pc(T ∗) is already defined.

(c) piste(T ∗, T ) ∈ A,

(d) T0, T1, T are of a ∆-system type,

(e) There is E ∈ bp(A) such that

i. E ⊆ T0,

ii. there is no E ′ ∈ bp(A) with E ( E ′ ⊆ T0,

iii. B ⊆ πT0,T1(E).

We add all the relevant models above, i.e. T ∗, T0, T1, T, E, πT0,T1(E) etc. to piste(B)

and πT0,T1(E) to pc(A). Continue further from πT0,T1(E).

Note that πT0,T1(E) is an immediate predecessor of A. Once E is a proper subset of

A0, this produces an immediate predecessor of A of smaller order type.

Also this process applied to different T ’s and E’s may generate a large number of

immediate predecessors of A of different order types.

The next continuation is just an iteration of the previous one.

Third Continuation.

There are n < ω and a sequence ⟨Ai | i ≤ n⟩ of elements of A1τ ∩ A such that

(a) A0 ∈ bp(A),

(b) A1 is obtained from A0 as in Second Continuation.

(c) For every i, 2 < i ≤ n, Ai is obtained using Ai−1. Namely there are Ei ∈
bp(Ai−1), ρi ∈ s ∩ A, ρi > τ , T i∗, T i

0, T
i
1, T

i ∈ A1ρi ∩ A such that

i. T i∗ is on the central line relatively to A,

ii. T i
0, T

i
1, T

i ∈ pc(T i∗),

iii. T i
0, T

i
1, T

i are of a ∆-system type,

iv. piste(T i∗, T i) ∈ A,

v. Ei ⊆ Ai−1 ∩ T i
0,

vi. there is no E ′ ∈ bp(Ai−1) with Ei ( E ′ ⊆ T i
0,

vii. Ai = πT i
0,T

i
1
(Ei),

(d) B ⊆ An
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We add all the relevant models above to piste(B) and all models of
∪

i≤n pc(Ai) to

pc(A).

The next condition insures a kind of symmetry:

3. Let T n
0 , T

n
1 , E

n be as in Third Continuation. Then πTn
0 ,Tn

1
[pc(En)] = pc(πTn

0 ,Tn
1
(En)).

Moreover πTn
0 ,Tn

1
� pc(En) is an isomorphism between the corresponding structures.

We require that every element of A1τ is connected to A0τ by a piste:

4. A1τ = pc(A0τ ), for every τ ∈ s.

5. Let F0, F1, F ∈ A1τ be of a ∆-system type, F0, F ∈ Cτ (A0τ ). Suppose that ξ ∈ s ∩ τ ,

(A0ξ)τ exists and (A0ξ)τ ⊇ F0. Let X ∈ Cξ(A0ξ) be the least with (X)τ ⊇ F0. Then

(X)τ ⊇ F .

The meaning of this condition is that it is impossible to have a small model in between

models of a ∆-system type of larger cardinality. It will not be very restrictive for our

further purposes, since we will be always able to increase first elements of P ′ by adding

models of cardinality τ at the top, and only then to make a ∆-system type triple.

The next condition is relevant once inaccessibles are present.

6. Let F0, F1, F ∈ A1τ be of a ∆-system type, F0, F ∈ Cτ (A0τ ). Suppose that ξ ∈ s ∩ τ ,

X ∈ Cξ(A0ξ), for some ρ ∈ s \ τ , (X)ρ exists and (X)ρ ⊇ F0. Then (X)ρ ⊇ F .

7. (uniqueness) Let F0, F1, F
′
0, F

′
1, F ∈ A1τ . If both triples F0, F1, F and F ′

0, F
′
1, F are of

a ∆-system type, then {F0, F1} = {F ′
0, F

′
1}.

The following lemma follows directly from the definition.

Lemma 2.2.5 Let ⟨⟨A0ξ, A1ξ, Cξ⟩ | ξ ∈ s⟩ ∈ P ′. Then A1θ is a chain.

Proof. Just note that we have no ∆-system triples in the cardinality θ. Hence each model

in A1θ is on the θ-central line, i.e. on Cθ(A0θ).

�
We need to allow a possibility to change the component Cτ in elements of P ′ and replace

one central line by another. It is essential for the definition of an order on P ′ given below.
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Definition 2.2.6 Let r, q ∈ P ′. Then r ≥ q (r is stronger than q) iff there is p =

swt(r,B1, . . . , Bn) ∈ P ′ for some B1, . . . , Bn appearing in r so that the following hold, where

p = ⟨⟨A0ξ, A1ξ, Cξ⟩ | ξ ∈ s⟩

q = ⟨⟨B0ξ, B1ξ, Dξ⟩ | ξ ∈ s′⟩

1. s′ ⊆ s,

2. B0ξ ∈ Cξ(A0ξ), for each ξ ∈ s′,

3. q = p � ⟨B0ξ | ξ ∈ s′⟩,
where p � ⟨B0ξ | ξ ∈ s′⟩ = ⟨⟨B0ξ, A1ξ ∩ (B0ξ ∪ {B0ξ}), Cξ � (B0ξ ∪ {B0ξ})⟩ | ξ ∈ s′⟩,

4. for each ξ ∈ s′ and X ∈ Cξ(A0ξ) \ Cξ(B0ξ) q ∈ X,

5. for each ξ ∈ s \ s′ and X ∈ Cξ(A0ξ) q ∈ X.

The meaning of the last two conditions is that new models over central lines supposed to be

above all old ones.

Let p = ⟨⟨A0ξ, A1ξ, Cξ⟩ | ξ ∈ s⟩ ∈ P ′ and η ∈ s. Set p \ η = ⟨⟨A0ξ, A1ξ, Cξ⟩ | ξ ∈ s \ η⟩.
Define P ′

≥η to be the set of all p \ η for p ∈ P ′.

Lemma 2.2.7 The function p � p \ η projects a dense subset of the forcing P ′ onto the

forcing P ′
≥η.

Remark. Note that we split at η only p’s in P ′ with η inside s of p. The reason is that in

the case of η ̸∈ s an extension of p\η may include models of cardinality η which for example

belong to models of p of cardinalities below η. Such extensions will be incompatible with p.

Proof. The set of p’s in P ′ with η inside s of p is dense. Denote it by Dη.

Let p ∈ Dη and q ∈ P≥η, q ≥ p \ η. We need to find r ∈ P ′, r ≥ p such that r \ η ≥ q. Let

us take an equivalent to q condition q′ in P ′
≥η (a switching of q) with the central lines of q′

extending those of p \ η. Then p⌢q′ the combination of p with q′ will be in P ′, p⌢q′ ≥ p and

(p⌢q′) \ η = q′.

�

Lemma 2.2.8 P ′
≥η is η+-strategically closed.
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Proof. We define a winning strategy for the player playing at even stages. Thus suppose

⟨pj | j < i⟩, pj = ⟨⟨A0τ
j , A1τ

j , Cτ
j ⟩ | τ ∈ sj⟩ is a play according to this strategy up to an even

stage i < η+.

Split into two cases.

Case 1. i = j + 1.

Let p = ⟨⟨A0τ , A1τ , Cτ ⟩ | τ ∈ s = sj⟩ be a switch of pj which restores A0τ
j−1 to τ -th central

line, i.e. A0τ
j−1 ∈ Cτ (A0τ ), for every τ ∈ sj−1.

Then pick an increasing continuous sequence ⟨A0τ
i | τ ∈ s⟩ such that for every τ ∈ s

(a) cof(τ)>A0τ
i ⊆ A0τ

i ,

(b) ⟨pk | k < i⟩, p, ⟨A0τ ′
i | τ ′ < τ⟩ ∈ A0τ

i .

Set pi = ⟨⟨A0τ
i , A1τ

i , Cτ
i ⟩ | τ ∈ s⟩, where

A1τ
i = A1τ ∪ {A0τ

i }, Cτ
i = Cτ � A1τ ∪ {⟨A0τ

i , Cτ (A0τ ) ∪ {A0τ
i }⟩}.

Case 2. i is a limit ordinal.

Set first

s = the closure of
∪
j<i

sj.

For every τ ∈
∪

j<i sj, define

A0τ
i =

∪
j<i

A0τ
j , A1τ

i =
∪
j<i

A1τ
j ∪ {A0τ

i },

Cτ
i =

∪
j<i,j is even

Cτ
j ∪ {⟨A0τ

i , {A0τ
i } ∪

∪
{Cτ

j (A
0τ
j ) | j is even}⟩}.

If τ ∈ s \
∪

j<i sj, then set

A0τ
i =

∪
τ ′∈(∪j<isj)∩τ

A0τ ′

i ,

A1τ
i = {A0τ

i } and Cτ (A0τ
i ) = {⟨A0τ

i , {A0τ
i }⟩}.

As an inductive assumption we assume that at each even stage j < i, pj was defined in

the same fashion. Then pi = ⟨⟨A0τ
i , A1τ

i , Cτ
i ⟩ | τ ∈ s⟩ will be a condition in P ′ stronger than

each pj for j < i.

�
If we take η = θ, then it is easy to show the following:
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Lemma 2.2.9 ⟨P ′
≥θ,≤ ⟩ is θ+-closed.

Let p = ⟨⟨A0ξ, A1ξ, Cξ⟩ | ξ ∈ s⟩ ∈ P ′ and η ∈ s. Set p � η = ⟨⟨A0ξ, A1ξ, Cξ⟩ | ξ ∈ s ∩ η⟩.
Let G(P ′

≥η) be a generic subset of P ′
≥η. Define P ′

<η to be the set of all p � η for p ∈ P ′

with p \ η ∈ G(P ′
≥η).

Lemma 2.2.10 P ′ ≃ P ′
≥η ∗ P ′

∼<η.

Lemma 2.2.11 If η is a regular cardinal, then the forcing P ′
<η satisfies η+-c.c. in V P ′

≥η .

Proof. Suppose otherwise. Let us assume that

∅∥P ′
≥η
(⟨ p

∼α
= ⟨⟨A

∼
0τ
α , A

∼
1τ
α , C

∼
τ
α⟩ | τ ∈ s∼α⟩ | α < η+⟩ is an antichain in P ′

∼<η)

Without loss of generality we can assume that each A0τ
α is forced to be a successor model,

otherwise just extend conditions by adding one additional models on the top. Define by

induction, using Lemma 2.2.8, an increasing sequence ⟨qα | α < η+⟩ of elements of P ′
≥η and

a sequence ⟨pα | α < η+⟩, pα = ⟨⟨A0τ
α , A1τ

α , Cτ
α⟩ | τ ∈ sα⟩ so that for every α < η+

qα∥P ′
≥η
⟨⟨A

∼
0τ
α , A

∼
1τ
α , C

∼
τ
α⟩ | τ ∈ s∼α⟩ = p̌α .

For a limit α < η+ let qα be an upper bound of {qβ | β < α}, as defined in Lemma 2.2.8

and qα be its extension deciding p
∼α. Also assume that pα ∈ A0η(qα), where A0η(qα) is the

maximal model of qα of cardinality η.

Note that the number of possibilities for sα’s is at most η, since if η is an inaccessible,

then by Definition 2.2.1(1), |sα| < η and if η is an accessible cardinal, then η = (η−)+

(remember that η is a regular cardinal). So sα ⊆ η− ∪ {η−}. But 2η− = η.

Hence, by shrinking if necessary, we may assume that each sα = s∗, for some s∗ ⊆ η. Let

η∗ = max(s∗).

Form a ∆-system. By shrinking if necessary assume that for some stationary S ⊆ η+ we

have the following for every α < β in S:

1. A0η∗
α ∩ A0η(qα) = A0η∗

β ∩ A0η(qβ) ∈ A0η(q0)

2. ⟨A0η∗
α ,∈,≤,⊆, κ, Cη∗

α , f
A0η∗

α
, A1η∗

α , qα∩A0η∗
α ⟩ and ⟨A

0η∗

β ,∈,≤,⊆, κ, Cη∗

β , f
A0η∗

β
, A1η∗

β , qβ ∩

A0η∗

β ⟩ are isomorphic over A0η∗
α ∩ A0η∗

β , i.e. by isomorphism fixing every ordinal below

A0η∗
α ∩ A0η∗

β , where

f
A0η∗

α
: η∗ ←→ A0η∗

α
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and

f
A0η∗

β
: η∗ ←→ A0η∗

β

are the fixed enumerations.

Note that |A0η∗
α ∩ A0η∗

β | ≤ η∗. So we can define a function hα : η∗ → η, for every

α ∈ S, by mapping each i < η∗ to the order type A0η∗
α ∩ θ+ between the i-th element of

A0η∗
α ∩A0η∗

β ∩ θ+ and its immediate successor in A0η∗
α ∩A0η∗

β ∩ θ+. The total number of such

hα’s is at most η, hence by shrinking if necessary we will get the same function. This will

insure the isomorphism which is the identity on A0η∗
α ∩A

0η∗

β ∩ θ+ and, hence, on A0η∗
α ∩A

0η∗

β .

We claim that for α < β in S it is possible to extend qβ to a condition forcing compatibility

of pα and pβ. Proceed as follows. Pick A to be an elementary submodel of cardinality η∗

with pα, pβ, qβ inside.

Then the triple A0η∗

β , A0η∗
α , A is of a ∆-system type relatively to qβ, by (2) above.

Use this to construct a condition stronger than both pα, pβ.

Let ⟨A(τ) | τ ∈ s∗ ∪ s(qβ)⟩ (where s(qβ) denotes the support of qβ) be an increasing and

continuous sequence of elementary submodels such that for each τ ∈ s∗ ∪ s(qβ) the following
hold:

• pα, pβ, qβ, A ∈ A(τ),

• |A(τ)| = τ .

Extend qβ to q by adding to it ⟨A(τ) | τ ∈ s(qβ)⟩, as maximal models, i.e. A0τ (q) = A(τ).

Set p = ⟨⟨A0τ , A1τ , Cτ ⟩ | τ ∈ s∗⟩, where

A0η∗ = A(η∗), A1η∗ = A1η∗

α ∪ A1η∗

β ∪ {A,A0η∗},

Cη∗ = Cη∗

α ∪ Cη∗

β ∪ ⟨A,C
η∗

β (A0η∗

β )aA⟩ ∪ ⟨A0η∗ , Cη∗

β (A0η∗

β )aAaA0η∗⟩,

and for each τ ∈ s∗ ∩ η∗,

A0τ = A(τ), A1τ = A1τ
α ∪ A1τ

β ∪ {A0τ},

Cτ = Cτ
α ∪ Cτ

β ∪ ⟨A0τ , Cτ
β(A

0τ
β )aA0τ ⟩.

The triple A0η∗

β , A0η∗
α , A is of a ∆-system type relatively to q, by (2) above. It follows

that ⟨p, q⟩ ∈ P ′. Thus the condition (2) of Definition 2.2.4 holds since each of ⟨pα, q⟩, ⟨pβ, q⟩
satisfies it.

�
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Lemma 2.2.12 Let η, κ < η ≤ θ, be a regular cardinal. Then in V P ′
we have 2η = η+.

Proof. Fix N ≺ H((2λ)+), for λ large enough, such that P ′ ∈ N , |N | = η+ and ηN ⊆ N .

We find pN≥η+ ∈ P ′
≥η+ which is N -generic for P ′

≥η+ , using η++-strategic closure of P ′
≥η+ . Let

G(P ′
≥η+) be a generic subset of P ′

≥η+ with p≥η+ ∈ G(P ′
≥η+). Then, N [p≥η+ ] ≺ Vλ[G(P ′

≥η+)].

By Lemma 2.2.11, P ′
<η+ satisfies η++-c.c in V [G(P ′

≥η+)]. In particular, P ′
=η satisfies η

++-c.c.

Let G(P ′
=η) be a generic subset of P ′

=η over V [G(P ′
≥η+)]. Denote N [p≥η+ ] by N1. Then

N1[N1 ∩ G(P ′
=η)] ≺ Vλ[G(P ′

≥η+)][G(P ′
=η)], since each antichain for P ′

=η has cardinality at

most η+. Hence, if it belongs to N1 then it is also contained in N1. Denote N1[N1 ∩G(P ′
=η)]

by N2.

Consider P ′
<η ∩ N2. Clearly this is a forcing of cardinality η+. By Lemma 2.2.11, P ′

<η

satisfies η+-c.c., so P ′
<η ∩ N2 is a nice suborder of P ′

<η. Thus, let G ⊆ P ′
<η be generic over

V [G(P ′
≥η+)][G(P ′

=η)] and H = G∩N2. Then H is P ′
<η∩N2 generic over V [G(P ′

≥η+)][G(P ′
=η)],

since, if A ⊆ P ′
<η ∩ N2 is a maximal antichain, then A is a maximal antichain also in P ′

<η.

This follows due to the fact that N2 is an elementary submodel closed under η-sequences of

its elements. Namely, |A| ≤ η, so A ∈ N2. Then

N2 |= A is a maximal antichain in P ′
<η.

Now, by elementarity, A is a maximal antichain in P ′
<η. So there is p ∈ G ∩ A. Finally,

A ⊆ N2 implies that p ∈ N2 and hence p ∈ H.

We claim that each subset of η in V [G(P ′
≥η+)][G(P ′

=η)][G] is already in N2[G]. It is

enough since |N2[G]| = |N | = η+.

Work in V . The construction below can be preformed above any condition of P ′ stronger

than pN≥η+ ∈ P ′
≥η+ (which is needed in order to preserve the elementarity of N in generic

extensions). So, by density arguments, we will obtain the desired conclusion.

Let a∼ be a name of a function from η to 2. Define by induction (using the strategic

closure of the forcings and η+-c.c. of P ′
<η) sequences of ordinals

⟨δβ | β < η⟩, ⟨γ(α, β) | β < η, α < δβ⟩

and sequences of conditions

⟨pβ(α) | α < δβ⟩(β < η), ⟨p(β) | β < η⟩

such that

(1) for each β < η, δβ < η+,
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(2) for each β < η, ⟨pβ(α)≥η | α < δβ⟩ is increasing sequence of elements of P ′
≥η and p(β)

is its upper bound obtained as in the Strategic Closure Lemma 2.2.8,

(3) p0(0)≥η+ ≥ pN≥η+ ,

(4) the sequence ⟨p(β) | β < η⟩ is increasing,

(5) for each β < η and α < δβ, pβ(α)∥ a∼(β) = γ(α, β),

(6) if for some p ∈ P ′ we have p \ η ≥P ′
≥η

p(β)≥η, then there is α < δβ such that the

conditions p, pβ(α) are compatible. (I.e. {pβ(α)<η | α < δβ} is a pre-dense set as

forced by p(β)≥η).

Set p(η) to be the upper bound of ⟨p(β) | β < η⟩ as in the Strategic Closure Lemma 2.2.8.

Let L′ denote the top model of cardinality η of p(η), i.e. A0η(p(η)). By the construction in

2.2.8, we have δβ, p(β) ∈ L′ and γ(α, β), pβ(α) ∈ L′, for each β < η and α < δβ. Alternatively,

we can just extent the model L′ to one which includes this sequences. Extend L′ further if

necessary to a model L in order to include p(η) as an element.

Turn for a moment to a generic extension. Let G(P ′
≥η+) be a generic subset of P ′

≥η+ with

p(η) \ η+ ∈ G(P ′
≥η+). Pick K ∈ N realizing the same type as those of L in H(2λ)[G(P ′

≥η+)]

over N ∩ L. Note that N ∩ L is a subset of N of cardinality η and, hence, it is in N .

Let

⟨q(β) | β < η⟩, ⟨qβ(α) | α < δβ⟩(β < η)

be the sequences corresponding to

⟨pβ(α) | α < δβ⟩(β < η), ⟨p(β) | β < η⟩

and let q(η) correspond to p(η). Note that q(β) \ η+, qβ(α) \ η+ are in G(P ′
≥η+), since

p(β) \ η+, pβ(α) \ η+ are in G(P ′
≥η+). Then,

q(β) \ η+, qβ(α) \ η+ ≤P ′
≤η+

pN≥η+ ,

by the choice of pN≥η+ and since pN≥η+ ≤P ′
≤η+

p(η) \ η+ ∈ G(P ′
≥η+).

Combine now K,L into one condition making them a splitting point. Let M be a model

of cardinality η such that K,L ∈ M . Then the triple L,K,M will be of a ∆-system type

relatively to p(η)aLaM (which is defined in the obvious fashion with L ∈ Cη(M)). Now,

we add q(η)aK to p(η)aLaM and turn this into condition in P ′, exactly the same way as it

was done at the end of the proof of Lemma 2.2.11. Denote such condition by r.
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Define a name b∼ of a subset of η to be

{⟨qβ(α), γ(α, β)⟩ | α < δβ, β < η}.

Clearly, b∼ is in N .

Claim 2.2.12.1 r∥ a∼ = b∼.

Proof. Let G be a generic subset of P ′ with r ∈ G. Then also p(η)≥η, q(η)≥η ∈ G. Now, for

each β < η there is α < δβ with pβ(α) ∈ G (just otherwise there will be a condition t in

G forcing that for some β there is no α < δβ with pβ(α) ∈ G. Extend it to t′ deciding the

value a
∼
(β). By (6) there is α such that t′, pβ(α) are compatible). Let r′ ∈ G be a common

extension of r and pβ(α). Recall that L,K,M is a triple of a ∆-system type in r and the

isomorphism πLK moves pβ(α) to qβ(α). Hence qβ(α) ≤ r′. But then qβ(α) ∈ G.

� of the claim.

�

Remark 2.2.13 The proof of 2.2.12 actually shows that in V [G(P≥η)] the forcing P<η is

equivalent to the forcing N2 ∩ P<η of cardinality η+. Thus, instead of a name a∼ of a subset

of η take a P ′
≥η-name of a maximal antichain of P ′

<η. By η+-c.c. of P ′
<η, the antichain has

cardinality ≤ η. Using the strategic closure of P ′
≥η we produce a condition deciding all the

elements of the antichain. Let L be its top model of cardinality η. Find K as in the proof of

2.2.12 and copy the antichain to N2. Finally, any N2 ∩P<η-generic will intersect this image,

which in turn will imply that on the L-side the same happens.

The models of small cardinalities (i.e. < η) will always be moved from K to L and vice verse

by the definition of Continuations, which is much more relaxed here than in [7].

Let us show that 2η = η+ for singular η’s as well. Note that it is possible to deduce this

appealing to Core Models arguments (provided that there is no inner model with too large

cardinals).

Lemma 2.2.14 (a) Let η be a singular cardinal in [κ+, θ]. Then in V P ′
we have 2η = η+.

(b) V P ′
satisfies GCH.

Proof. It is enough to prove (a) since then (b) will follow by the previous lemma 2.2.12.

Fix a singular cardinal η ∈ [κ+, θ]. Let N , p≥η+ , N1, N2, a∼ be as in the proof of 2.2.12.

Pick an increasing sequence ⟨ηi | i < cof(η)⟩ of regular cardinals cofinal in η. Let ⟨Li | i <
cof(η)⟩ be an increasing sequence of elementary submodels of H((2λ)+) such that
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1. |Li| = ηi,

2. Li ⊇ ηi,

3. ηi>Li ⊆ Li,

4. ⟨Lj | j < i⟩ ∈ Li,

5. N, p≥η+ , a∼ ∈ L0.

Set L =
∪

i<cof(η) Li.

Now we construct a sequence ⟨p(i) | i < cof(η)⟩ of elements of P ′ such that

1. p(0) ≥ p≥η+ ,

2. p(i)≥ηi is (Li,P ′)-generic over p(i)<ηi , i.e. for any maximal antichain A ⊆ P ′ with

A ∈ Li, if some q is in A and is compatible with p(i), then there is r ≥ q, p(i) such

that for some r′ ≤ r we have r′ ∈ A ∩ Li.

3. p(j) � ηi = p(i)<ηi , for every j > i,

4. p(i) ∈ Li+1.

The construction is by recursion and uses that at each i < cof(η) strategic closure of P ′
≥ηi

together with η+i -c.c. of P ′
<ηi

.

Now let p be the result of putting ⟨pi | i < cof(η)⟩ together as in the strategic closure

lemma 2.2.8 with L the top model of cardinality η. Note that if G ⊆ P ′ with p ∈ G, then

L[G ∩ L] ≺ H((2λ)+)[G]. Thus, if A ∈ L is a maximal antichain, then A ∈ Li for some

i < cof(η) and by (2) above some r′ ∈ G is in A ∩ Li.

In particular, a∼ can be computed correctly inside L. We continue further as in 2.2.11 define

K etc.,with p replacing p(η) of 2.2.11.

�

2.3 The Intersection Property- beyond 3

We deal here with the intersection properties in context of gaps above 3.

The following definition is a straightforward generalization of the intersection property for

gap 3 from Chapter 1.
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Definition 2.3.1 Let ⟨⟨A0ξ, A1ξ, Cξ⟩ | ξ ∈ s⟩ ∈ P ′, τ ≤ ρ and A ∈ A1τ , B ∈ A1ρ. We say

that A satisfies the intersection property with respect to B or shortly ip(A,B) iff either

1. B ∈ pc(A), or

2. A ∈ pc(B), or

3. A ̸∈ pc(B), B ̸∈ pc(A), ρ = τ and then there are pairwise different ordinals η1, ..., ηn ∈
s \ ρ and sets A1 ∈ A1η1 ∩ pc(A), ..., An ∈ A1ηn ∩ pc(A), A′ ∈ A1τ ∩ pc(A) such that

A ∩B = A′ ∩ A1 ∩ ... ∩ An,

or

4. A ̸∈ pc(B), B ̸∈ pc(A), ρ > τ and then there are pairwise different ordinals η1, ..., ηn ∈
s \ ρ and sets A1 ∈ A1η1 ∩ pc(A), ..., An ∈ A1ηn ∩ pc(A) such that

A ∩B = A ∩ A1 ∩ ... ∩ An.

If ρ = τ , then let ipb(A,B) denotes that both ip(A,B) and ip(B,A) hold.

Unfortunately such defined intersection property may break down already at gap 4, as

shows an example below.

An example of a failure of the intersection property ip at gaps above 3.

LetX0, X1, X be a ∆-system triple with witnessing model F0 ∈ X1, i.e. X1∩X0 = X1∩F0.

Assume that X0 ∈ F0. Suppose that F0 is a part of an other ∆-system type triple F0, F1, F .

Let G0 ∈ F0 be such that F1 ∩ F0 = F0 ∩G0.

Assume that F0, F1, F ∈ X1 and F0, F,X,X0, G0 are on the central lines. Suppose finally

that C |X1|(X1) \ {X1} has (or consists only of) a model A1 such that A1 is above F (i.e.

sup(A1) > sup(F )), G0 ∈ A1, but F ̸∈ A1.

Note that in this case (A1)|F | should exist.

Set A0 = πX1,X0(A1) and A = πF0,F1(A0).

We claim that ip(X1, A) fails. First note that A ∩ |X|+ = A0 ∩ |X|+ = A1 ∩ |X|+ and

A1 ∩ |X|+ < X1 ∩ |X|+, since A1 ∈ X1. So, if ip(X1, A) holds then A1 should be one of

the models intersection of which witnesses ip(X1, A), since there is no other models in X1 of

cardinality |X|.
Consider A1∩A. Clearly A1∩A = A1∩A∩F . Remember that F, F0 are on the central line,
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this central line remains such in A1 (just C |F |((A1)|F |)) and F ̸∈ A1. So A1 ∩ F = A1 ∩ F0.

Now A ∩ F0 = A0 ∩ F0 ∩ F1. Hence we have

X1 ∩ A ⊆ A1 ∩ A = A1 ∩ A0 ∩ F0 ∩ F1 = A1 ∩ F0 ∩ F1,

since A1 ∩ A0 = A1 ∩ F0.

Note that X1 ∩ A = πF0,F1 [A1 ∩ F0], since πF0F1 ∈ X1 and so

z ∈ X1 ∩ A⇔ πF1F0(z) ∈ X1 ∩ A0 = A1 ∩ F0.

We have G0 ∈ (A1 ∩ F0) \ F1. Then πF0,F1(G0) ̸∈ F0, but it is in X1 ∩ A and X1 ∩ A ⊆
A1 ∩ F0 ∩ F1. Contradiction.

It is possible to have |A| > |X1| as well here.
We define now and use a weaker notion wip.

Definition 2.3.2 Let A ∈ A1τ . Denote by pwc0(A) (0- piste connected) the set of all

intersections of the form

E0 ∩ ... ∩ En

such that n < ω and for each i ≤ n, Ei ∈ pc((A)ηi) ∩ (A ∪ {A}) for some ηi ∈ s ∩ A \ τ .
If Z ∈ pwc0(A), then Z is of the form E0∩ ...∩En. Let us call witnessing this sets E0, ..., En

a description of Z.

Set

pwc1(A) = {πF0,F1 [E] | for some ρ ∈ s∩A\τ+1 there is F ∈ A∩pc((A)ρ) such that the triple

F0, F1, F is of a ∆-system type, E ∈ pwc0(A) and (E ∈ F0 or E ⊆ F0)}.

If Z ∈ pwc1(A), then Z is of the form πF0,F1 [E]. By a description of Z we mean F0, F1, F

together with a description of E.

Let us take now intersections again, i.e. set

pwc2(A) = {E0 ∩ ... ∩ En | n < ω, for each i ≤ n Ei ∈ pwc0(A) ∪ pwc1(A)}.

If Z ∈ pwc0(A), then Z is of the form E0∩ ...∩En. By a description of Z we mean the union

of descriptions of E0, ..., En.
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Continue the definition further by induction taking intersections at even stages and im-

ages under ∆-systems isomorphisms at odd stages.

Finally define the set wpc(A) (weakly piste connected) to be∪
n<ω

pwcn(A).

Note that A ⊇ wpc(A). Also if ip(A,B), then A ∩B ∈ wpc(A).

If Z ∈ wpc(A), then for some

Definition 2.3.3 Let ⟨⟨A0ξ, A1ξ, Cξ⟩ | ξ ∈ s⟩ ∈ P ′, τ ≤ ρ and A ∈ A1τ , B ∈ A1ρ. We say

that A satisfies the weak intersection property with respect to B or shortly wip(A,B) iff

A ∩B ∈ wpc(A).

If ρ = τ , then let wipb(A,B) denotes that both wip(A,B) and wip(B,A) hold.

The proof of the next lemma just repeats the proof of the intersection lemma of gap 3 of

Chapter 1.

Lemma 2.3.4 Let ⟨⟨A0τ , A1τ , Cτ ⟩ | τ ∈ s}⟩ ∈ P ′, τ ∈ s, A,B ∈ bp(A0τ ). Then ipb(A,B).

In the general case the following holds:

Lemma 2.3.5 Let ⟨⟨A0τ , A1τ , Cτ ⟩ | τ ∈ s}⟩ ∈ P ′, τ1, τ2 ∈ s, A ∈ A1τ1 , B ∈ A1τ2. Then

1. τ1 < τ2 implies wip(A,B),

2. τ1 = τ2 implies wipb(A,B).

Proof. Without loss of generality we can assume that B ∈ A0τ1 , just otherwise extend the

condition ⟨⟨A0τ , A1τ , Cτ ⟩ | τ ∈ s}⟩.
Consider the pistes from A0τ1 leading to A and to B. Let X be the least common point of

this pistes using only the first continuation. X must be a successor point.

Case 1. There are X0, X1 ∈ X∩A1|X| such that the triple X0, X1, X is a triple of a ∆-system

type, and say the piste to A continues via X0 and those to B via X1.

Set A1 = πX0,X1 [A]. Let F0 ∈ X0, F1 ∈ X1 be the models witnessing that X0, X1, X is a

∆-type triple.

Then

A ∩B = A ∩X0 ∩B ∩X1 = (A ∩ F0) ∩ (A1 ∩B) = (A1 ∩ F1) ∩ (A1 ∩B).
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Apply the induction to A1, B. Then we will have A1∩B ∈ wpc(A1). Let E1 be a description

of A1 ∩ B inside wpc(A1). Denote by E the image of E1 under πX0,X1 . Then E will be

a description in wpc(A) and A ∩ F0 ∩ πX0,X1(Z) = A1 ∩ F1 ∩ Z for every Z ∈ E1, by the

elementarity of πX0,X1 . Apply the induction to A ∩ F0. Then we will have A ∩ F0 ∈ wpc(A)

and E ⊆ wpc(A), hence the intersection1 will be in wpc(A) as well. So A ∩B ∈ wpc(A).

Case 2. There are ρ0, ρ1 ∈ (s \ τ)∩X,T 0 ∈ Cρ0((X)ρ0)∩X,T 1 ∈ Cρ1((X)ρ1)∩X such that

the continuation of the piste to A splits from T 0 and those to B from T 1.

Let T i
0, T

i
1 be the splitting, i.e. T i, T i

0, T
i
1 form a ∆-system with T i

0 on the central line, where

i ∈ 2.

We do not exclude the possibility that T 0 = X or T 1 = X.

Assume that sup(T 0) < sup(T 1). Further we will always deal with wip(B,A) once |B| ≤ |A|,
so there will be no need to consider separately also the case when sup(T 0) > sup(T 1).

Subcase 2.1. T 0 ̸∈ T 1.

Then necessarily, |T 1| < |T 0|. Consider (T 1)|T 0|. T
1 is on a central line so T 0 ∈ C |T 0|((T 1)|T 0|).

Let Z ∈ C |T 0|((T 1)|T 0|) be the least model above T 0 which belongs to T 1. Then

T 1 ∩ T 0 = T 1 ∩ T 0
0 = T 1 ∩ Z.

Now we have

A ∩B = A ∩ T 0 ∩ T 1 ∩B = A ∩ T 0
0 ∩B ∩ T 0

0 = B ∩ A0 ∩G0,

where A0 = πT 0
1 T

0
0
(A) and G0 ∈ T 0

0 is a ∆-system witness, i.e. T 0
0 ∩ T 0

1 = T 0
0 ∩ G0. The

induction applied to B,A0 and B,G0 gives wip(B,A), once τ1 = τ2.

Let us deduce wip(A,B). Apply the induction toA0, B. There is a set E0 ∈ wpc(A0) such

that A0 ∩ E0 = A0 ∩B. So

A ∩B = A0 ∩ E0 ∩G0 = A ∩ A0 ∩ E0 ∩G0.

Set G = πT 0
0 T

0
1
(G0) and let E ∈ wpc(A) be the set which description (in the process of

constructing wpc(A)) will be the image of the description of E0. By elementarity πT 0
0 T

0
1
(E0) =

E. The elementarity and the fact that πT 0
0 T

0
1
is the identity on T 0

0 ∩ T 0
1 imply

z ∈ A ∩ A0 ∩ E0 ∩G0 ⇔ z = πT 0
0 T

0
1
(z) ∈ A ∩ A0 ∩ E ∩G.

So A ∩ A0 ∩ E0 ∩ G0 = A ∩ A0 ∩ E ∩ G = A ∩ E ∩ G. Apply the induction to A,G. We

obtain Y ∈ wpc(A) such that A ∩A0 ∩E ∩G = Y . Then also A ∩B = Y and we are done.

1here and further let us identify E with the set in wpc(A) which it describes.
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Subcase 2.2. T 0 ∈ T 1.

Sub-Subcase 2.2.1. T 0 ∈ T 1
0 .

Then we just repeat the argument of Case 1.

Sub-Subcase 2.2.2. T 0 ̸∈ T 1
0 and T 0 ̸∈ T 1

1 .

Note that (T 1
1 )|T 0| is on the central line of |T 0|, since |T 1| < |T 0| and T 1

0 , T
1
1 , T

1 is a ∆-system

triple. If T 0 ∈ (T 1
1 )|T 0|, then as in Subcase 2.1 we have

T 1
1 ∩ T 0 = T 1

1 ∩ T 0
0 = T 1

1 ∩ Z,

where Z ∈ C |T 0|((T 1
1 )|T 0|) is the least model above T 0 which belongs to T 1

1 . The argument

of Subcase 2.1 applies now.

Suppose that T 0 ̸∈ (T 1
1 )|T 0|, then (T 1

1 )|T 0| ∈ T 0. Then also (T 1
1 )|T 0| ∈ T 0

0 . This implies

T 1
1 ∈ T 0

0 . Hence

A ∩B = B ∩ T 1
1 ∩ T 0

0 ∩ A = B ∩ T 0
0 ∩ A = B ∩ A0 ∩G0,

where as before A0 = πT 0
1 T

0
0
(A) and G0 ∈ T 0

0 is a ∆-system witness, i.e. T 0
0 ∩ T 0

1 = T 0
0 ∩G0.

Now we continue as in Subcase 2.1.

Sub-Subcase 2.2.3. T 0 ̸∈ T 1
0 and T 0 ∈ T 1

1 .

Sub-Sub-Subcase 2.2.3.1. T 0 ̸∈ T 1
0 and T 0 ∈ B.

Let us show first wip(B,A), once it makes sense. Apply the induction to B,A0. Let E ∈
wpc(B) be so that B ∩ A0 = E. Now, T 0 ∈ B implies that T 0

0 , T
0
1 ∈ B and also πT 0

0 T
0
1
∈ B.

Then

z ∈ A ∩B ⇔ πT 0
1 T

0
0
(z) ∈ A0 ∩B = E.

Set E ′ = πT 0
0 T

0
1
(E). Clearly, E ′ ∈ wpc(B) and A ∩B = E ′, which means wip(B,A).

Turn now to wip(A,B). Let us apply the induction to A0, B and find E0 ∈ wpc(A0) such

that B ∩A0 = E0. Set E = πT 0
0 T

0
1
(E0). Then E ∈ wpc(A). We claim that A∩B = E. Thus

z ∈ A ∩B ⇔ πT 0
1 T

0
0
(z) ∈ A0 ∩B = E0 ⇔ z ∈ E.

Sub-Sub-Subcase 2.2.3.2. T 0 ̸∈ T 1
0 and T 0 ̸∈ B.

Consider (B)|T 0|. If T
0 ∈ (B)|T 0|, then the argument of Sub-Subcase 2.2.2 works here.

If (B)|T 0| ̸= ∅ and (B)|T 0| ∈ T 0, then B ∈ T 0. This implies that B ∈ T 0
0 or B ∈ T 0

1 , since

between models forming a ∆-system there is no models of a small cardinality. Now if B ∈ T 0
0 ,

then we apply the induction to A0, B. So there is E0 ∈ wpc(A0) such that A0 ∩B = E0. Set

E = πT 0
0 T

0
1
(E0) and let G1 ∈ T 0

1 be such that T 0
0 ∩ T 0

1 = T 0
1 ∩G1. Then
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A ∩B = A ∩ T 0
0 ∩B = A ∩ A0 ∩G1 ∩B = A ∩ E ∩G1,

and we are done.

If B ∈ T 0
1 , then consider B0 = πT 0

1 T
0
0
(B). It is simpler than B, since T 0

0 on the central line.

Apply the induction to A0, B0 and then move the result back by πT 0
1 T

0
0
.

Suppose now that T 0 ̸∈ (B)|T 0| and (B)|T 0| ̸∈ T 0 or (B)|T 0| = ∅ but B ̸∈ T 0. Then the

piste from T 1
1 must split at some point of cardinality ≥ |T 0| above T 0. Let S be such point

and S0, S1 its immediate predecessors forming a ∆-system with S0 on the central line and

B ∈ S1. Now S0 ⊇ T 0, hence

A ∩B = A ∩ S0 ∩ S1 ∩B = A ∩B0 ∩M0,

where B0 = πS1S0(B) and M0 ∈ S0 is such that S0 ∩ S1 = S0 ∩M0. Apply the induction

to A,B0 and A,M0. This shows wip(A,B). The property wip(B,A), when applies, can be

shown by using in addition πS0S1 .

2.4 Suitable structures and assignment functions– be-

yond 3

We address first the new splitting possibility, which is crucial for GCH and does not appear

in the gap 2, 3 cases.

Definition 2.4.1 Let ν < ξ < µ be cardinals, A,X, Y0, Y1, Y be models, Cν ⊆ Pν+(H(θ+)), Cξ ⊆
Pξ+(H(θ+)). We call triples F0, F1, F and A′

0, A0, A1 splitting triples over A,X, Y0, Y1, Y in-

side Cν , Cξ iff

1. |A0| = ν,

2. |Y0| = ξ,

3. |X| = µ,

4. A0, A
′
0, A1 ∈ Cν ,

5. Y0, Y1, Y, F0, F1, F ∈ Cξ,

6. F0, F1 ∈ F ,
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7. F0, F1 are isomorphic over F0 ∩ F1,

8. F0, F1, F ∈ A1,

9. X ∈ F1,

10. F0 ∩ F1 = F1 ∩X,

11. A0 ∈ F0,

12. A1 ∩ A0 = A1 ∩ F0,

13. A1, A0 are isomorphic over A1 ∩ A0,

14. A′
0 = πF0,F1(A0),

15. A ⊆ A′
0,

16. Y0 = πF0,F1(πA1,A0(F0)), Y1 = πF0,F1(πA1,A0(F1)), Y = πF0,F1(πA1,A0(F )).

Note that A0 ∩A1 = A0 ∩ πA1,A0(F0), since α ∈ A0 ∩A1 iff α ∈ A1 ∩ F0 iff πA1,A0(α) ∈
A0 ∩ πA1,A0(F0), but for α ∈ A0 ∩ A1, πA1,A0(α) = α.

Then A′
0 ∩ A1 = A1 ∩ F1 = A′

0 ∩ Y0, since πF1,F0 ∈ A1. Hence Y is a model which

corresponds to F0 in A′
0.

Normally, we will have |A0| < |F | and |X| = |F |∗.

Lemma 2.4.2 Suppose that all the models of Definition 2.4.1 are members of a condition

in P ′. Then Y0 ∈ A implies Y1, Y,X ∈ A.

Proof. Set A∗
1 = πA0,A1(πF1,F0(A)). If Y0 ∈ A, then πF1,F0(Y0) ∈ πF1,F0(A), and hence

πA0,A1(πF1,F0(Y0)) = F0 ∈ A∗
1. Then F ∈ A∗

1, since there are no models of small cardinality

between F0 and F . Hence, F1 ∈ A∗
1. So, their pre-images Y and Y1 are in A.

Now, there is G0 ∈ F0 ∩ A∗
1 such that F0 ∩ F1 = F0 ∩ G0. Then G0 ∈ A1 ∩ F0 = A0 ∩ A1.

Moreover, G0 ∈ A∗
1 ∩ F0 = A∗

0 ∩ A∗
1, where A∗

0 = πF1,F0(A).

Set G1 = πF0,F1(G0). Then G1 ∈ A ∩ A∗
1 and F0 ∩ F1 = F1 ∩G1, i.e. G1 = X and X ∈ A.

�

Lemma 2.4.3 (Existence of splitting triples). Let µ > ξ > ν be regular cardinals in [κ+, θ].

Then for every closed unbounded sets Cν ⊆ Pν+(H(θ+)), Cξ ⊆ Pξ+(H(θ+)) there is a closed

unbounded Cµ ⊆ Pµ+(H(θ+)) such that for every model X ∈ Cµ, with
ξX ⊆ X, there are
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Y0, Y1, Y ∈ Cξ,
νY0 ⊆ Y0,

νY1 ⊆ Y1,
νY ⊆ Y so that for every model A with |A| ≤ ν there are

splitting triples over A,X, Y0, Y1, Y inside Cν , Cξ.

Proof. Suppose otherwise. Then there are clubs Cν ⊆ Pν+(H(θ+)), Cξ ⊆ Pξ+(H(θ+))

such that for every club Cµ ⊆ Pµ+(H(θ+)) there is a model X ∈ Cµ so that for ev-

ery models Y0, Y1, Y ∈ Cξ there is a model A(X, Y0, Y1, Y ) without splitting triples over

A(X,Y0, Y1, Y ), X, Y0, Y1, Y inside Cν , Cξ.

Let Cν ⊆ Pν+(H(θ+)), Cξ ⊆ Pξ+(H(θ+)) be such clubs. Define a function

I : Pµ+(H(θ+))× Cξ × Cξ × Cξ → Pν+(H(θ+))

by setting I(X, Y0, Y1, Y ) to be the least model A ∈ Pν+(H(θ+)) without splitting triples

over A(X, Y0, Y1, Y ), X, Y inside Cν , Cξ, if there is one and 0 otherwise.

Fix functions hν : [H(θ+)]<ω → Pν+(H(θ+)), hξ : [H(θ+)]<ω → Pξ+(H(θ+)) such that

Cν ⊇ {t ∈ Pν+(H(θ+)) | hν(e) ⊆ t whenever e ∈ [t]<ω},

Cξ ⊇ {t ∈ Pξ+(H(θ+)) | hξ(e) ⊆ t whenever e ∈ [t]<ω}.

Turn to submodels of ⟨H(λ+5),∈, <, θ+, hν , hξ, I⟩ for λ much bigger than θ. Consider

C = {Z ∈ Pµ+(H(λ+5)) | Z ≺ ⟨H(λ+5),∈, <, θ+, hν , hξ, I⟩}.

Then

C � H(θ+) = {Z ∩H(θ+) | Z ∈ C}

contains a club in Pµ+(H(θ+)). Let Cµ be such a club. Pick X ∈ Cµ,
ξX ⊆ X, to be a

counterexample.

Find X∗ ∈ C with X∗ ∩H(θ+) = X. Note that X∗ may be not closed under ξ-sequences of

its elements (even sup(X∗ ∩ θ++) can have cofinality ω).

Let F ∗
1 ≺ ⟨H(λ+5),∈, <, θ+, hν , hξ, I⟩ be a model of cardinality ξ, closed under ν-sequences

of its elements and with X∗ inside. Then F1 = F ∗
1 ∩ H(θ+) is closed under hξ and hence

F1 ∈ Cξ. Let F ∗
0 be obtained from F ∗

1 via a reflection to X∗. Here F ∗
1 ∩ X∗ need not be

an element of X∗ due the possible lack of closure, but F1 ∩X is in X = X∗ ∩H(θ+), since
ξX ⊆ X. We pick F ∗

0 ≺ ⟨H(λ+4),∈, <, θ+, hν , hξ, I⟩ to be a model realizing the same type

as F ∗
1 over F1 ∩X. So F ∗

1 , F
∗
0 are isomorphic by the isomorphism which is the identity over

F1 ∩X, but probably not the identity over F ∗
1 ∩ F ∗

0 .

Let F ∗ ≺ ⟨H(λ+5),∈, <, θ+, hν , hξ, I⟩ be a model with F ∗
0 , F

∗
1 inside and closed under

ν-sequences of its elements. Pick now A∗
1 ≺ ⟨H(λ+5),∈, <, θ+, hν , hξ, I⟩ to be a model of
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cardinality ν with F ∗
0 , F

∗
1 , F

∗, X∗ ∈ A∗
1. Reflect A∗

1 to F ∗
0 . Let A∗

0 ⊆ F ∗
0 ∩ H(λ+3) be a

result. Then A∗
0 ≺ ⟨H(λ+3),∈, <, θ+, hν , hξ, I⟩, the isomorphism πA∗

1∩H(λ+3),A∗
0
is the identity

on A∗
1 ∩H(θ+) ∩ A∗

0 and A∗
1 ∩H(θ+) ∩ F ∗

0 = A∗
1 ∩ A∗

0 ∩H(θ+).

Set A′∗
0 = πF ∗

0 ,F
∗
1 ∩H(λ+4)(A

∗
0). Then, A′∗

0 ≺ ⟨H(λ+3),∈, <, θ+, hν , hξ, I⟩, since A∗
0 ≺ F ∗

0 ∩
H(λ+3) and F ∗

0 ≃ F ∗
1 ∩H(λ+4). This implies in particular that A′

0 = A′∗
0 ∩H(θ+) is in Cν

and A′∗
0 is closed under I.

Set F 0∗
0 = πA∗

1∩H(λ+3),A∗
0
(F ∗

0 ∩H(λ+3)), F 0∗
1 = πA∗

1∩H(λ+3),A∗
0
(F ∗

1 ∩H(λ+3))

and F 0∗ = πA∗
1∩H(λ+3),A∗

0
(F ∗ ∩H(λ+3)).

Move these models to A′∗
0 . Thus let Y ∗

0 = πF ∗
0 ,F

∗
1 ∩H(λ+4)(F

0∗
0 ), Y ∗

1 = πF ∗
0 ,F

∗
1 ∩H(λ+4)(F

0∗
1 ) and

Y ∗ = πF ∗
0 ,F

∗
1 ∩H(λ+4)(F

0∗). Then Y ∗
0 , Y

∗
1 , Y

∗ ∈ A′∗
0 .

Define F0 = F ∗
0 ∩ H(θ+), F1 = F ∗

1 ∩ H(θ+), F = F ∗ ∩ H(θ+), Y0 = Y ∗
0 ∩ H(θ+), Y1 = Y ∗

1 ∩
H(θ+), Y = Y ∗ ∩H(θ+), A0 = A∗

0 ∩H(θ+) etc. Then X,Y0, Y1, Y ∈ A′
0, since X ∈ A1 ∩F1 =

A1 ∩ A′
0 (the last equality holds because A1 ∩ F0 = A1 ∩ A0 and πF0,F1 ∈ A1). The models

A′
0, A0, A1 are in Cν , since they are closed under hν . Similarly F0, F1, F, Y0, Y1, Y ∈ Cξ.

Finally, A′∗
0 is closed under I and X,Y0, Y1, Y ∈ A′∗

0 , hence I(X,Y0, Y1, Y ) ∈ A′∗
0 . By

the choice of X, Y0, Y1, Y , I(X,Y0, Y1, Y ) must be a model without splitting triples over

I(X, Y0, Y1, Y ), X, Y0, Y1, X inside Cν , Cξ. But F0, F1, F ∈ Cξ and A′
0, A0, A1 ∈ Cν are split-

ting triples over I(X,Y0, Y1, Y ), X, Y0, Y1, Y . Contradiction.

�

Lemma 2.4.4 Suppose that X, Y0, Y1, Y satisfy the conclusion of Lemma 2.4.3 and they

are in M for a model M ∈ Cν. Then there are splitting triples A′
0, A0, A1, F0, F1, F over

M,X, Y0, Y1, Y with A′
0 = M .

Proof. Let A′
0, A0, A1, F0, F1, F be any splitting triples over M,X, Y0, Y1, Y . Consider M0 =

πF1,F0(M) and M1 = πA0,A1(M0). Then, F0, F1, F ∈ M1, since F0 = πA0,A1(πF1,F0(Y0)), F1 =

πA0,A1(πF1,F0(Y1)), F = πA0,A1(πF1,F0(Y )).

So, we can replace A′
0 by M , A0 by M0 and A1 by M1. Hence M,M0,M1, F0, F1, F will be

splitting triples over M,X, Y0, Y1, Y .

�
For every cardinal µ ∈ [κ+, θ] we define a closed unbounded subset Cµ of Pµ+(H(θ+)) by

induction as follows: Cκ+ = Pκ++(H(θ+)),

Cκ++ = Pκ+3(H(θ+)),

if µ is a limit cardinal, then

Cµ = Pµ+(H(θ+)),
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if µ is a successor cardinal, then let Cµ be the intersection of the clubs given by Lemma 2.4.3

for each ν < ξ < µ.

Definition 2.4.5 A model M of a regular cardinality ν is called a reliable model iff

1. M ∩H(θ+) ∈ Cν ,

2. for every regular cardinals ξ, µ ∈M, ν < ξ < µ, for every clubs E ⊆ Pν+(H(θ+)), D ⊆
Pξ+(H(θ+)) in M and there is a club C ⊆ Pµ+(H(θ+)), C ⊆ Cµ, C ∈ M such that for

every X ∈ C ∩M there are Y0, Y1, Y ∈ D ∩M which satisfy the conclusion of Lemma

2.4.3 with E and D.

Definition 2.4.6 A structure X = ⟨X,E,C ∈,⊆ ⟩, where E ⊆ [X]2 and C ⊆ [X]3 is called

suitable structure iff there is p(X) = ⟨⟨A0τ (X), A1τ (X), Cτ (X)⟩ | τ ∈ s(X)⟩ ∈ P ′ such that

1. X = A0κ+
(X),

2. s(X) ∈ X,

3. s(X) ⊆ X,

4. ⟨a, b⟩ ∈ E iff a ∈ s(X) and b ∈ A1a(X),

5. ⟨a, b, d⟩ ∈ C iff a ∈ s(X), b ∈ A1a(X) and d ∈ Ca(X)(b).

Let G(P ′) be a generic subset of P ′.

Definition 2.4.7 A suitable structure X = ⟨X,E,C ∈,⊆ ⟩ is called suitable generic struc-

ture iff there is ⟨⟨A0τ , A1τ , Cτ ⟩ | τ ∈ s⟩ ∈ G(P ′) such that

1. ⟨⟨A0τ , A1τ , Cτ ⟩ | τ ∈ s \ {κ+}⟩ ∈ A0κ+
.

In particular s ∈ A0κ+
. Note that s may have cardinality above κ+ (which is not a

case in a suitable structure ) and so s not necessary is contained in A0κ+
.

2. X is a substructure (not necessarily elementary) of the suitable structure generated by

⟨⟨A0τ , A1τ , Cτ ⟩ | τ ∈ s⟩, i.e. ⟨A0κ+
, {⟨τ, B⟩ | τ ∈ s,B ∈ A1τ}, {⟨τ, B,D⟩ | τ ∈ s,B ∈

A1τ , D ∈ Cτ (B)},

3. X ∈ Cκ+
(A0κ+

),
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4. p(X) and ⟨⟨A0τ , A1τ , Cτ ⟩ | τ ∈ s⟩ agree about the pistes to members of X∩
∪
{A1τ | τ ∈

s}. In other words we require that all the elements of pistes in ⟨⟨A0τ , A1τ , Cτ ⟩ | τ ∈ s⟩
to elements of X ∩

∪
{A1τ | τ ∈ s} are in X.

5. If A ∈ A1τ (X), for some τ ∈ s(X), then either A it is of one of the first three types of

Definition 2.2.4(2) inside ⟨⟨A0τ , A1τ , Cτ ⟩ | τ ∈ s⟩ or the models witnessing that it is of

the forth type appear in X as well.

Note that, as a condition in P ′, p(X) need not be weaker than ⟨⟨A0τ , A1τ , Cτ ⟩ | τ ∈ s⟩,
and hence it need not be in G(P ′).

Note also, that any stronger condition ⟨⟨B0τ , B1τ , Dτ ⟩ | τ ∈ r⟩ ∈ G(P ′) such that

• ⟨⟨B0τ , B1τ , Dτ ⟩ | τ ∈ r \ {κ+}⟩ ∈ B0κ+
,

and

• Cτ (A0τ ) is an initial segment of Dτ (B0τ ), for each τ ∈ s

will witness that X is a suitable generic structure.

Fix n < ω. We define an analog P ′
n of P ′ on the level n just replacing κ by κ+n

n and θ by

some λn big enough ( λn a Mahlo will be more than enough; we can use for the gap 4 case

λn = κ+n+4
n , etc). An assignment function an will be an isomorphism between a suitable

generic structure of cardinality less than κn over κ and a suitable structure over κ+n
n .

Define Qn0.

Definition 2.4.8 Let Qn0 be the set of the triples ⟨a,A, f⟩ so that:

1. f is partial function from θ+ to κn of cardinality at most κ

2. a is an isomorphism between a suitable generic structure X of cardinality less than κn

and a suitable structure X′ in P ′
n so that

(a) every model in X′ is a reliable model,

(b) X ′ is above every model which appears in A1τ (X′) for some τ ∈ s(X′) \ {κ+} and
also those in A1κ+

(X′) \ {X ′} in the order ≤En of the extender En, (or actually,

after codding X ′ by an ordinal),

(c) if t ∈
∪
{A1τ (X′) | τ ∈ s(X′)}, then for some k, 2 < k < ω,

t ≺ H(χ+k), with χ big enough fixed in advance. (Alternatively, may be to work

with subsets of λn only and further require it is a restriction of such model to λn.)
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We deal with elementary submodels of H(χ+k), instead of those of H(λn).

Further passing from Qn0 to P we will require that for every k < ω for all but

finitely many n’s the n-th image of a model t ∈ X ∪ Y will be an elementary

submodel of H(χ+k).

The way to compare such models t1 ≺ H(χ+k1), t2 ≺ H(χ+k2), when k1 ̸= k2, say

k1 < k2, will be as follows:

move to H(χ+k1), i.e. compare t1 with t2 ∩H(χ+k1).

3. A ∈ En,X′ ,

4. for every ordinals α, β, γ which code models in
∪
{A1τ (X′) | τ ∈ s(X′)} we have

α ≥En β ≥En γ implies

πEn
αγ (ρ) = πEn

βγ (π
En
αβ (ρ))

for every ρ ∈ π“X′,α(A).

5. For every ordinals α < β which code models in
∪
{A1τ (X′) | τ ∈ s(X′)}, for every ρ ∈ A

we have

πEn

X′,α(ρ) < πEn

X′,β(ρ).

Define a partial order on Qn0 as follows.

Definition 2.4.9 Let ⟨a,A, f⟩ and ⟨b, B, g⟩ be in Qn0. Set ⟨a,A, f⟩ ≥n0 ⟨b, B, g⟩ iff

1. a ⊇ b,

2. f ⊇ g,

3. πmax(rng(a)),max(rng(b))“A ⊆ B,

4. dom(f)∩A1θ(dom(b)) = dom(g)∩A1θ(dom(b)), where A1θ(dom(b)) is the set of ordinals

of the suitable structure on which b is defined.

Note that here we do not require disjointness of the domain of g and of A1θ(dom(b)),

but as it will follow from the further definition of non-direct extension, the value given

by g will be those that eventually counts.

Definition 2.4.10 Qn1 consists of all partial functions f : θ+ → κn with |f | ≤ κ. If

f, g ∈ Qn1, then set f ≥n1 g iff f ⊇ g.
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Definition 2.4.11 Define Qn = Qn0 ∪Qn1 and ≤∗
n=≤n0 ∪ ≤n1.

Let p = ⟨a,A, f⟩ ∈ Qn0 and ν ∈ A. Set

p⌢ν = f ∪ {⟨α, πmax(rng(a)),a(α)(ν) | α ∈ A1θ(dom(a)) \ dom(f)}.

Note that here a contributes only the values for α’s in dom(a) \ dom(f) and the values on

common α’s come from f . Also only the ordinals in A1θ(dom(a)) are used to produce non

direct extensions, the rest of models disappear.

Now, if p, q ∈ Qn, then we set p ≥n q iff either p ≥∗
n q or p ∈ Qn1, q = ⟨b, B, g⟩ ∈ Qn0 and

for some ν ∈ B, p ≥n1 q
⌢ν.

Definition 2.4.12 The set P consists of all sequences p = ⟨pn | n < ω⟩ so that

(1) for every n < ω, pn ∈ Qn,

(2) there is ℓ(p) < ω such that

(i) for every n < ℓ(p), pn ∈ Qn1,

(ii) for every n ≥ ℓ(p), we have pn = ⟨an, An, fn⟩ ∈ Qn0,

(iii) there is ⟨⟨A0τ , A1τ , Cτ ⟩ | τ ∈ s⟩ ∈ G(P ′) which witnesses that dom(an(p)) is a

suitable generic structure (i.e. dom(an(p)) and ⟨⟨A0τ , A1τ , Cτ ⟩ | τ ∈ s⟩ satisfy
2.4.7), simultaneously for every n, l(p) ≤ n < ω.

(3) For every n ≥ m ≥ ℓ(p), dom(am) ⊆ dom(an),

(4) for every n, ℓ(p) ≤ n < ω, and X ∈ dom(an) we have that for each k < ω the set

{m < ω | ¬(am(X) ∩ H(χ+k) ≺ H(χ+k))} is finite. (Alternatively require only that

am(X) ⊆ λm but there is X̃ ≺ H(χ+k)) such that am(X) = X̃ ∩ λm. It is possible to

define being k-good this way as well).

(5) For every n ≥ ℓ(p) and α ∈ dom(fn) there is m,n ≤ m < ω such that α ∈ dom(am) \
dom(fm).

Next lemma which allows to extend elements of P is crucial.

Lemma 2.4.13 Let p ∈ P and ⟨⟨B0τ , B1τ , Dτ ⟩ | τ ∈ r⟩ ∈ G(P ′). Then

1. for every t ∈
∪
{B1τ | τ ∈ r} there is q ≥∗ p such that t ∈ dom(an(q)) for all but

finitely many n’s;
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2. for every A ∈ B1κ+
there is q ≥∗ p such that A ∈ dom(an(q)) for all but finitely many

n’s. Moreover, if ⟨⟨A0τ , A1τ , Cτ ⟩ | τ ∈ s⟩ ≥ ⟨⟨B0τ , B1τ , Dτ ⟩ | τ ∈ r⟩ witnesses a

generic suitability of p and A ∈ Cκ+
(A0κ+

), then the addition of A does not require

adding of ordinals and the only models that probably will be added together with A are

its images under ∆-system type isomorphisms for triples in p.

Proof. The proof follows the proof of this lemma in a gap 3 case. Let us concentrate on the

new possibility of splitting. Namely given triples A′
0, A0, A1 ∈ A and F0, F1, F as in the last

case of Definition 2.2.4 (Second, Third continuations) with A′
0, A and F1, F on the central

lines (other possibilities are as in a gap 3 case), we would like to add A0, A1, F0. Denote

by Â the largest model of C |A|(A′
0) \ {A′

0} which is in p, if such a model exists. Suppose

that it exists. If it does not exist then the argument is similar and simpler. Consider

X ∈ F1 ∩ A1|F1|∗ such that F0 ∩ F1 = F1 ∩ X and Y0, Y1, Y ∈ A1|F1|∗ as in Definition 2.4.1.

Then X,Y0, Y1, Y ∈ A′
0. Using the induction we can assume that X already appears in p.

Now apply Lemma 2.4.3 to X∗ = an(X) and appropriate C (C will depend on an(Â) and

its place relatively to Y0, Y1, Y ) and find models Y ∗
0 , Y

∗
1 , Y

∗ satisfying the conclusion of this

lemma and which can be added to rng(an) as images of Y0, Y1, Y . Assume that already

an(Y0) = Y ∗
0 , an(Y1) = Y ∗

1 and an(Y ) = Y ∗. Pick now inside A∗ = an(A) splitting triples

F ∗
0 , F

∗
1 , F

∗ and A′∗
0 , A

∗
0, A

∗
1 over an(A

′
0), X

∗, Y ∗
0 , Y

∗
1 , Y

∗. By Lemma 2.4.4, we can assume

that A′∗ = an(A
′
0). Add these models to rng(an) as images of the corresponding models over

κ. Finally extend an further by adding the images under isomorphisms corresponding to

∆-system types.

We need the following property:

if A ∈ A0κ+ ∩dom(an), for some n ≥ ℓ(p) big enough, and B ∈ max(dom(an)) is a model

which is reachable by a piste from A, then

(1) it is possible to extend an to bn by adding B, probably in addition also models which

belong to A and then taking isomorphic images.

(2) Let A ∈ dom(an), B a model added to dom(an) and B̃ is an isomorphic image of B

which belongs to A, then bn(B̃) ∈ an(A) as well as all the models of the piste from A to

B̃, where bn denotes the extension of an obtained by adding B and taking isomorphic

images.

This means basically that for adding such B we should take care only of models which

are in A. The images of the rest of models with B inside will have the image of B inside
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automatically.

The proof is similar to the gap 3 case in Chapter 1 and uses weak intersection property

of Chapter 2.3.

�
As in the Gap 3, we have the following:

Lemma 2.4.14 P ′ ∗Qn0 is < κn-strategically closed.

Lemma 2.4.15 ⟨P ,≤∗ ⟩ does not add new sequences of ordinals of the length < κ0.

Lemma 2.4.16 ⟨P ,≤∗ ⟩ satisfies the Prikry condition.

Define → on P similar to those of [1] or [3].

Lemma 2.4.17 ⟨P ,→ ⟩ satisfies κ++-c.c.

Combining the previous lemmas together, we obtain the following:

Theorem 2.4.18 V P ′∗⟨P,→⟩ is a cardinal preserving extension of V which satisfies 2κ = θ+.
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Chapter 3

Preserving Strong Cardinals

We will need to make some minor changes in the previous settings made in Chapter 2. Thus,

first it will be convenient to increase a bit a set of conditions by allowing to remove some

maximal models (i.e. A0α) from elements of P ′. This way the original P ′ will be dense in

the new one, so from the forcing point of view nothing changes. Second, we like to deal

with elementarity. In Chapter 2, we had H(θ+) and considered its elementary submodels.

We would like to deal instead with H(θ) and its elementary submodels, for regular (or even

inaccessible) θ’s. Note that once embeddings j : V →M are around, j(H(θ)) = (H(j(θ)))M

may differ from H(θ) even if θ is not moved. So being elementary in sense of M will differ

from being elementary in sense of V . We suggest below two ways to overcome this difficulty.

The first one will be to assume that θ is a 2θ-supercompact cardinal. Consider the following

set

S = {α < θ|α is a superstrong cardinal with target θ

(i.e. there is i : V →M , crit(i) = α, i(α) = θ and M ⊇ Vθ)}.
It is stationary (actually of measure one for a normal measure over θ), see for example

Kanamori [11], 26.11.

Now, Vα ≺ Vθ for every α ∈ S. Hence, Vα ≺ Vβ for every α < β, α, β ∈ S. Also the

following holds:

Lemma 3.0.19 Let α ∈ S and i : V → N is an ultrapower by an (α, ν)-extender for some

ν ≤ θ. which is a part of superstrong (α, θ)-extender with target θ. Then Vβ ≺ (Vi(α))
N for

every β ∈ S, α ≤ β < ν.

Proof. Let j : V → M be the ultrapower by a superstrong (α, θ)-extender with target θ
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extending the used (α, ν)-extender. Then the following diagram is commutative

M
j

↗

V

xk
i

↘
N

where k is defined in the obvious fashion.

Now, k((Vi(α))
N) = Vj(α) = Vθ. Also k(β) = β and Vβ ≺ Vθ. Hence, Vβ ≺ (Vi(α))

N .

�
Note also that by elementarity (Vi(α))

N ≺ (Vi(θ))
N = (Vθ)

N .

The second way will be to deal with just subsets (closed enough) and Σ1 elementarity.

Using this approach there will be no need in supercompacts cardinals- thus strongs alone

suffice.

Lemma 3.0.20 Suppose that Vδ ≺Σ1 Vθ, α is δ-strong and j : V → M be an elementary

embedding such that

• M ⊇ Vδ

• j(θ) = θ.

Then Vδ ≺Σ1 (Vθ)
M .

Proof. Just note that

Vδ ⊂ (Vθ)
M ⊂ Vθ.

Models Vθ, (Vθ)
M agree about Σ0 formulas. So each Σ1 formula with parameters from (Vθ)

M

true in (Vθ)
M is also true in Vθ. But Vδ ≺Σ1 Vθ, hence Vδ ≺Σ1 (Vθ)

M .

�
Let us make some changes in the definition of the preparation forcing P ′ = P ′(θ).

Definition 3.0.21 (Changes in the definition of P ′).

1. Vτ is allowed to be an element of A1τ , for τ ∈ s which is an inaccessible and Vτ ≺Σ1 Vθ.

Note that Vτ will be the least (under ∈, ⊆) member of A1τ , since τ is an element and

contained in any other member of A1τ .
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2. If τ ∈ s is a critical point of an elementary embedding j : V → M, τM ⊆ M which is

strong enough and the previous condition is satisfied,

then it is allowed to have j′′A ∈ A1τ , for A ∈ A1τ , provided the intersection properties

are respected, i.e.:

• B ∈
∪

ρ∈s\τ A
1ρ ⇒ ip(j′′A,B),

• B ∈ A1τ ⇒ ipb(j′′A,B),

• B ∈
∪

ρ∈s∩τ A
1ρ ⇒ ip(B, j′′A).

Note that allowing sets of the form j′′A in A1τ , we allow also as well a new Continuation

in the definition of the set of models piste connected to a given model (see Chapter 2).

3. Let τ be as in 1 above.

It is convenient to allow in the present context conditions having two top models for

each α ∈ s ∩ τ . However conditions with a single top model in every cardinality will

remain dense.

Thus

⟨⟨A00ξ, A01ξ⟩, A1ξ, Cξ⟩ | ξ ∈ s ∩ τ⟩a⟨⟨A0ν , A1ν , Cν⟩ | ν ∈ s\τ⟩ ∈ P ′

provided both

⟨⟨A00ξ, A1ξ, Cξ⟩ | ξ ∈ s ∩ τ⟩a⟨⟨A0ν , A1ν , Cν⟩ | ν ∈ s\τ⟩,

⟨⟨A01ξ, A1ξ, Cξ⟩ | ξ ∈ s ∩ τ⟩a⟨⟨A0ν , A1ν , Cν⟩ | ν ∈ s\τ⟩

are in P ′ and

• A00ξ ∈ Vτ , for each ξ ∈ s ∩ τ ,

• the structures

⟨A00max(s∩τ), <,∈,⊆, κ, ⟨A00ξ, A1ξ∩(A00ξ∪{A00ξ}), Cξ � (A00ξ∪{A00ξ}) | ξ ∈ s∩τ⟩⟩

and

⟨A01max(s∩τ), <,∈,⊆, κ, ⟨A01ξ, A1ξ∩(A01ξ∪{A01ξ}), Cξ � (A01ξ∪{A01ξ}) | ξ ∈ s∩τ⟩⟩

are isomorphic over Vτ ∩ A01max(s∩τ).
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Let p0 = ⟨⟨A00ξ, A1ξ, Cξ⟩ | ξ ∈ s∩τ⟩a⟨⟨A0ν , A1ν , Cν⟩ | ν ∈ s\τ⟩ and p1 = ⟨⟨A01ξ, A1ξ, Cξ⟩ |
ξ ∈ s ∩ τ⟩a⟨⟨A0ν , A1ν , Cν⟩ | ν ∈ s\τ⟩ be as in the previous item and q ∈ P ′(τ) be an

extension of p0.

The next condition allows to combine p1 and q into a condition in P ′ which is stronger

than both q, p1.

4. Let ⟨Bξ | ξ ∈ s⟩ be an increasing continuous sequence such that for every ξ ∈ s the

following holds:

(a) Bξ ≺ Vθ,

(b) |Bξ| = ξ,

(c) q, p1 ∈ Bκ+ .

Then

r = ⟨⟨A0ξ(r), A1ξ(r), Cξ(r)⟩ | ξ ∈ s⟩ ∈ P ′

and it is stronger than both q, p1, where

• A0ξ(r) = Bξ,

• A1ξ(r) = A1ξ ∪ {Bξ}, if ξ ∈ s\τ and A1ξ(r) = A1ξ ∪ {Bξ} ∪ A1ξ(q), if ξ ∈ s ∩ τ

• Cξ(r) = Cξ ∪ ⟨Bξ, C
ξaBξ⟩, if ξ ∈ s\τ and Cξ(r) = Cξ ∪ Cξ(q) ∪ ⟨Bξ, C

ξ(q)aBξ⟩,
if ξ ∈ s ∩ τ .

� of the changes.

The crucial observation will be that P ′ breaks at each α ∈ S (or just for each α < θ which

is Mahlo and has δ’s as in 3.0.20) into forcing P ′(α) which deals with elementary submodels

(or just closed enough subsets) of Vα and P ′
≥α which breaks in turn into P ′

>α ∗ P ′
{α} ∗Qα.

Define P ′(α) the same way as P ′ but only with Vα replacing Vθ. Thus in this notation

P ′ is actually P ′(θ).

Lemma 3.0.22 Suppose that α is a Mahlo cardinal. Then P ′(α) satisfies α -c.c.

Proof. Let ⟨pβ|β < α⟩ be a sequence of conditions in P ′(α), pβ = ⟨⟨A0τ (pβ), A
1τ (pβ), C

τ (pβ)⟩|τ ∈
s(pβ)⟩, β < α.

Consider their supports sequence ⟨s(pβ)|β < α⟩. Recall that supports are of the Easton form.

Hence we can find a stationary X ⊆ α and s such that ⟨s(pβ)|β ∈ X⟩ forms a ∆-system with

kernel s. Moreover,

84



• each β ∈ X is inaccessible

• s(pβ) ∩ β = s

• if γ < β is also in X then for each τ ∈ s(pγ), then A0τ (pγ) ⊂ Vβ.

This implies that

A ⊂ Vβ ⊆ B,

whenever γ < β in X, A ∈ A1τ , τ ∈ s(pγ) and B ∈ A1ρ, ρ ∈ s(pβ)\s.
Shrinking X more, if necessary we can insure that for each γ, β ∈ X the following two

structures

⟨A0max(s)(pβ), <,∈,⊆, κ, A0max(s)(pβ) ∩ pβ⟩

and

⟨A0max(s)(pγ), <,∈,⊆ κ,A0max(s)(pγ) ∩ pγ⟩

are isomorphic over A0max(s)(pβ)∩A0max(s)(pγ).

Note that A0τ (pβ)’s may have elements above β.

Now we claim that such pβ and pγ are compatible, say γ < β. The proof repeats the

corresponding argument in Chapter 2. Note that models of cardinalities in sγ\s should be

added between models of pβ of cardinalities in s and those including them of cardinalities in

s(pβ)\s. In order to this, we work over the center line of pβ to add models which include pγ

as a member and then such setting via isomorphisms.

�

Lemma 3.0.23 Suppose that α is a Mahlo cardinal and Vα ≺ Vθ. Then P ′ m P ′(α).

Proof. Consider P ′ ∩ Vα. By the definition of the preparation forcing Chapter 2 we have

P ′(α) = P ′ ∩ Vα. The cardinal α is an inaccessible. Hence α>Vα ⊆ Vα. In particular, each

antichain of P ′(α) is in Vα, by the previous lemma. Hence , if H ⊆ P ′(α) is P ′(α)-generic

over Vα, then H will be full P ′(α)-generic.

Note that P ′(α) is definable in Vα and using the same formula that defines P ′ in Vθ.

Let A ⊆ P ′(α) be a maximal antichain. Then |A| < α and, so A ∈ Vα. In addition,

Vα � A is a maximal antichain in P ′.
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Then, by elementarity,

Vθ � A is a maximal antichain in P ′.

So, G ∩ A ̸= ∅, for any generic G ⊆ P ′. Also, Vα[G ∩ Vα] ≺ Vθ[G].

�
By the lemma above P ′ projects to P ′(α). We prefer to deal with an explicit projection

rather then with the projection defined via the corresponding Boolean algebras. In order to

define an explicit projection we consider the following dense subset of P ′:

D = {⟨⟨A00τ , A01τ ⟩, A1τ , Cτ ⟩ | τ ∈ s ∩ α⟩a⟨⟨A0ν , A1ν , Cν⟩ | ν ∈ s\α⟩ ∈ P ′ |

α ∈ s&∀τ ∈ s ∩ α A00τ ∈ Vα and the structure

⟨A00max(s∩α), <,∈,⊆, κ, ⟨A00τ , A1τ ∩ (A00τ ∪ {A00τ}), Cτ � (A00τ ∪ {A00τ})⟩|τ ∈ s ∩ α⟩⟩

is isomorphic to

⟨A01max(s∩α), <,∈,⊆, κ, ⟨A01τ , A1τ ∩ (A01τ ∪ {A01τ}), Cτ � (A01τ ∪ {A01τ})⟩|τ ∈ s ∩ α⟩⟩

over Vα ∩ A01max(s∩α)}.
Here is the point where we prefer to allow two top models (A00τ , A01τ , τ ∈ s∩α) instead

of a single one. Using Vα ≺Σ1 Vθ it is easy to extend any standard (i.e. with single top model

in each cardinality) condition in P ′ to one in D. We need just to intersect its part consisting

of models of cardinality below α with Vα and then using elementarity of Vα to find inside Vα

something isomorphic over this intersection.

Now, once we have p = ⟨⟨A00τ , A01τ ⟩, A1τ , Cτ ⟩|τ ∈ s ∩ α⟩a⟨⟨A0ν , A1ν , Cν⟩|ν ∈ s\α⟩ ∈ D,

then define σ(p) to P ′(α) to be

⟨A00τ , A1τ ∩ P(A00τ ), Cτ � P(A00τ )⟩|τ ∈ s ∩ α⟩a⟨⟨A0ν , A1ν , Cν⟩|ν ∈ s\α⟩.

Let us check that such defined σ is indeed a projection map.

Lemma 3.0.24 The map σ is a projection map from D to P ′(α).

Proof. Let p ∈ D be as above and q ∈ P ′(α) be an extension of σ(p). Pick increasing

continuous sequence ⟨Bτ |τ ∈ s⟩ such that for each τ ∈ s the following holds:

1. Bτ ≺ Vθ

2. |Bτ | = τ
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3. p, q ∈ Bκ+ .

Now let r = ⟨⟨A0τ (r), A1τ (r), Cτ (r)⟩|τ ∈ s⟩ be defined as follows:

• A0τ (r) = Bτ

• A1τ (r) = A1τ ∪ {Bτ}, if τ ∈ s\α and A1τ (r) = A1τ ∪ {Bτ} ∪ A1τ (q), if τ ∈ s ∩ α

• Cτ (r) = Cτ ∪ ⟨Bτ , C
τaBτ ⟩, if τ ∈ s\α and Cτ (r) = Cτ ∪ Cτ (q) ∪ ⟨Bτ , C

τ (q)aBτ ⟩, if
τ ∈ s ∩ α.

Then r is an element of P ′ stronger than both p and q. Note that the situation as here

was specially allowed in 3.0.21(4) in contrast with the parallel definition of Chapter 2. It

remains to extend r to some r′ ∈ D and then to take σ(r′) which will be above q.

�

Lemma 3.0.25 Suppose that α is a Mahlo cardinal and Vα ≺ Vθ. Let γ < α be a regular

cardinal. Then P ′
≥γ m P ′(α)≥γ.

The proof repeats those of Lemma 3.0.23.

Note that P ′
≥α does not add new sets of cardinalities ≤ α and P ′ = P ′

≥α ∗ P ′
<α.

Lemma 3.0.26 Let Vα ≺ Vθ, α be a Mahlo and δ < α be a regular. Then P ′ = P ′
≥δ ∗

(P ′(α))<δ.

Proof. Pick M ≺ Vα, δ
+ ⊆ M and |M | = δ+. By 3.0.23, we have P ′

≥δ m (P ′(α))≥δ. Note

that M ∩ P ′ = M ∩ P ′(α), since M ≺ Vα. Pick p ∈ Vα ∩ P ′
≥δ+ to be (P ′

≥δ+ ,M)-generic.

Then p ∈ (P ′(α))≥δ+ and it is ((P ′(α))≥δ+ ,M)-generic. Pick now G≥δ+ ⊆ P ′
≥δ+ generic with

p ∈ G≥δ+ and G=δ ⊆ P ′
=δ generic over V [G≥δ+ ]. Recall that P ′

=δ satisfies δ
++-c.c. Hence each

antichain of P ′
=δ which belongs to M [p] will be contained in M [p]. But (G≥δ+ ∗G=δ)∩ Vα is

P ′
≥δ -generic over Vα, by 3.0.23. So G=δ∩M [p] will be (P ′

=δ,M [p])-generic. Denote G=δ∩M [p]

by GM . Then M [p,GM ] ≺ Vα[G≥δ+ ∗G=δ ∩ Vα] ≺ Vθ[G≥δ+ , G=δ].

Let us turn now to P ′
<δ. By 2.2.12,2.2.13, P ′

<δ in Vθ[G≥δ, G=δ] is equivalent to P ′
<δ ∩

M [p,GM ]. But M [p,GM ] ≺ Vα[G≥δ+ ∗ G=δ ∩ Vα]. Hence, P ′
<δ ∩M [p,GM ] is just the same

as (P ′(α))<δ ∩M [p,GM ]. But this last forcing is equivalent to (P ′(α))<δ. So we are done.

�

Lemma 3.0.27 Let Vα ≺ Vθ, α be a Mahlo and δ < α be a regular. Then P ′ = P ′(α)≥δ ∗
(Q× (P ′(α))<δ).
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Proof. By Lemma 3.0.25, P ′
≥δ m P ′(α)≥δ. So let P ′

≥δ = P ′(α)≥δ ∗ Q, for some Q. Now,

P ′(α) = P ′(α)≥δ ∗ P ′(α)<δ. By Lemma 3.0.26 we have P ′ = P ′
≥δ ∗ (P ′(α))<δ. Hence

P ′ = P ′(α)≥δ ∗Q ∗ (P ′(α))<δ.

But Q does not add new bounded subsets to α. So this can be written as follows:

P ′ = P ′(α)≥δ ∗ (Q× (P ′(α))<δ).

�
Recall that P ′

≥α ∗ (P ′
<α)≥β is β-strategically closed, P ′(α)<β satisfies β+-c.c. and is

actually isomorphic to a forcing of cardinality β+, by 2.2.12.

Lemma 3.0.28 Let α ∈ S, δ < θ, (S ∩ δ)\α + 1 ̸= ∅ and

M ⊇ Vj(α) = Vθ
j

↗

V

xk
i

↘
N

be a commutative diagram with N being the ultrapower by an (α, δ)-extender. Then i extends

to

î : V P ′ −→ N i(P ′)

Alternatively, using only strongs we can show that the following analog of this lemma

holds:

Lemma 3.0.29 Suppose that

1. ρ < θ is a Mahlo cardinal

2. Vρ ≺Σ1 Vθ

3. α is ρ-strong, as witnessed by j : V →M ⊃ Vρ

4. δ, α < δ < ρ is a regular cardinal

5. there is µ, α < µ < δ such that Vµ ≺ Vρ.
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Let
M ⊇ Vρ

j

↗

V

xk
i

↘
N

be a commutative diagram with N being the ultrapower by an (α, δ)-extender derived from j,

such that ρ = k(ξ), for some ξ. Then i extends to

î : V P ′ → N i(P ′).

The proofs of both lemmas are very similar. We concentrate on the proof of 3.0.28 and

state the minor changes needed for those of 3.0.29.

Proof. Note that by the definition of forcings P ′(ξ) we have P ′ = P ′(θ). Also, i(θ) = θ, since

θ is an inaccessible. In N , hence i(P ′) = (P ′(i(θ)))N = (P ′(θ))N . We split first (P ′(θ))N

into (P ′(i(α))× ((P ′(θ)≥i(α)) ∗ (P ′(θ)<i(α))≥α))
N .

Let us deal first with (P ′(i(α)))N . Note that Vδ ⊆ N . We split in N the forcing P ′(i(α))

into P ′(i(α))≥δ ∗ P ′(i(α))<δ. The part P ′(i(α))≥δ is δ+-strategically closed. The extender

used to form N has no generators above δ, so standard methods apply. Thus, we can find an

N∗-generic set for (P ′(iN∗(α))≥δ)
N∗

move it then toN and in this way obtain anN -generic set

for (P ′(i(α))≥δ)
N , where N∗ is the ultrapower by the measure U = {X ⊆ α2 | (α, δ) ∈ i(X)}.

For 3.0.29, we include also ξ, i.e. U = {X ⊆ α3 | (α, δ, ξ) ∈ i(X)}.
Denote the corresponding embedding by i∗ and those of N∗ into N by k∗. Then we obtain

the following commutative diagram:

M ⊇ Vj(α) = Vθ (or just M ⊇ Vρ in 3.0.29 )
j

↗

xk
V

i−→ N
i∗

↘

xk∗

N∗ ≃ V α/U

Let δ∗ be the preimage of δ under k∗ (and ξ∗ the preimage of ξ). Use α+-strategic closure

of P ′(i∗(α))≥(δ∗) to build an N∗-generic subset of (P ′(i∗(α))≥δ∗)
N∗

. Then move it by k∗ to

obtain an N -generic subset of (P ′(i(α))≥δ)
N .
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We deal now with (P ′(i(α))<δ)
N . Let A∗ ∈ N∗ be an elementary submodel of (Vi∗(α))

N∗

(or of (Vξ∗)
N∗

in 3.0.29) of cardinality ((δ∗)+)N
∗
closed under δ∗-sequences. Let A ∈ N be

k∗(A∗). Then it is an elementary submodel of (Vi(α))
N of cardinality (δ+)N closed under

δ-sequences. Let k(A) = B. Then, B will be an elementary submodel of (Vj(α))
M = Vj(α)

(or of (Vρ)
M = Vρ correspondingly) of cardinality δ+. Recall that k � (δ+)N = id, |(δ+)N | =

δ, cf((δ+)N) = α+ and k((δ+)N) = δ+.

Pick in N∗ a condition r1 ∈ P ′(i∗(α))≥(δ∗)+ which is A∗-generic. Let G∗ be an N∗-generic

subset of (P ′(i∗(α))≥δ∗)
N∗

with r1 ∈ G∗, built using the α+ strategic closure of the forcing.

Moving to N we set q1 = k∗(r1). Then q1 ∈ P ′(i(α))≥δ+ will be A-generic. Set p1 = k(q1).

Then, by elementarity, p1 will be B-generic for the real P ′(j(α))≥δ+ .

Let r2 be G
∗∩A∗[r1] and q2 be generated by k∗′′r2. Then q2 will be (A,P ′(i(α)){δ})-generic

set (remember that P ′(i(α)){δ} is δ+-strategically closed).

Consider k′′q2. It contains an increasing cofinal subset of size α+ - the image of r2 under

k ◦ k∗. Now, k′′A ∈ B, since δB ⊆ B, by elementarity. Let p2 ∈ P ′(j(α)){δ} be the union of

conditions in k′′q2. It exists, due to this cofinal subset of size α+.

Chose a generic overM (or,the same V ) with (p1, p2) inside. Let p̃2 be a (B[p1],P ′(j(α)){δ})-

generic over M with p2 ∈ p̃2. Then k � A extends to an elementary embedding

k̃ : A[q1, q2]→ B[p1, p̃2] .

By 2.2.12,2.2.13, P ′(j(α))<δ is equivalent to P ′(j(α))<δ ∩B[p1, p̃2] and the same is true in N

replacing B[p1, p̃2] by A[q1, q2]. Also, by 2.2.11, P ′(j(α))<δ satisfies δ
+-c.c. Hence k̃ will move

maximal antichains to maximal antichains. This allows us to obtain (P ′(i(α)))N<δ -generic

set from P ′(j(α))<δ -generic one, just intersect the last one with k̃′′A[q1, q̃2] and pull back

the result to N using k̃−1.

Putting together now the parts above and below δ we will obtain an N generic subset

Gi(α) of (P ′(i(α)))N .

Let us turn now to the forcing (P ′(θ))N and also deal with the master condition part.

Let µ ∈ (S ∩ δ)\(α + 1) (or in 3.0.29, let µ we as in (5), i.e. Vµ ≺ Vρ). We pick in V an

elementary submodel A ≺ Vµ ≺ Vθ (or Vρ) of cardinality α+ and closed under α-sequences of

its elements. Let p be P ′
≥α+-generic over A. It exists since P ′

≥α+ is α++-strategically closed.

Fix an increasing continuous sequence ⟨Aν | ν < α+⟩ of elementary submodels of A each of

cardinality α, ⟨Aξ | ξ ≤ ν⟩ ∈ Aν+1 and Vα ∈ A0. Without loss of generality for each ν < α+

we may assume that Aν [p∩Aν ] ≺ A[p]. Consider now the forcing P ′
=α. It satisfies α

++ -c.c.

Hence each antichain in P ′
=α that belongs to A[p] is contained in A[p]. Now working inside
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A it is easy to see for each ξ < α+ the set of conditions q in P ′
=α having Aν for some ν,

ξ < ν < α+, as the maximal model, i.e. A0α(q) = Aν is dense. Let us use Gi(α) ∩P ′
=α(δ

∗) to

produce P ′
=α -generic over A. Note that the set

T = {ν < α+ | Aν is the maximal model of a condition in this generic set}

is unbounded. Actually, using α+ -strategic closure of P ′
=α it is not hard to see that T is

stationry and fat.

Consider in N models

B = i(A), Bi(ν) = i(Aν), B[i(p)], Bi(ν)[i(p) ∩Bi(ν)] .

We have ∪(i′′α+) = i(α+), hence

B =
∪

ν<α+

Bi(ν) and B[i(p)] =
∪

ν<α+

Bi(ν)[i(p) ∩Bi(ν)] .

Now we fix a list ⟨Eν | ν < α+⟩ of dense open subsets of ((P ′(θ)<i(α))≥δ)
N in B[i(p)]

which are the images of all dense open subsets coming from the ultrapower by the normal

measure of the extender i. Note that the forcing under the consideration is δ+-strategically

closed (in N) and the generators of i are below δ, so this can be done.

For each ν < α+ let E ′
ν be the dense open subset of ((P ′(θ)<i(α))≥α)

N obtained from

Eν by adding to each q ∈ Eν models of cardinalities in the interval [α, δ], i.e. qar ∈ E ′
ν

iff q ∈ Eν , q
ar ∈ ((P ′(θ)<i(α))≥α)

N and r consists of models of cardinalities in the interval

[α, δ]. We may assume that Eν (and hence also E ′
ν) is in Bi(ν)[i(p) ∩ Bi(ν)], just removing

some of Bν ’s if necessary.

Recall that Gi(α) is an N -generic subset of (P ′(i(α)))N constructed above. Our next task

will be to consider the projection of (P ′(θ))N≥α over Gi(α) and to claim that certain elements

are in (P ′(θ))N≥α/Gi(α).

Claim 3.0.28.1 For each ν ∈ T of cofinality α we have i′′Aν ∈ (P ′(θ))N≥α/Gi(α).

Remark Note that (Gi(α))≥α ∩ Aν is a condition in P ′ (or just in (P ′(i(α)))N), due to

3.0.21. Our interest is in ((Gi(α))≥α ∩ Aν)
⌢Aν . By putting in i′′Aν we actually add all of

i′′(((Gi(α))≥α ∩ Aν)
⌢Aν). The claim basically deals with it rather then only with i′′Aν .

Proof. Consider Cα(Aν) � Aν . It is a closed unbounded sequence in Aν and since cof(ν) = α,

it has a cofinal subsequence ⟨Aν,β|β < α⟩. Apply i. Then i(⟨Aν,β|β < α⟩) will be a cofinal

subsequence of Ci(α)(Bν) = i(Cα(Aν)). Denote i(⟨Aν,β|β < α⟩) by ⟨Bν,β|β < i(α)⟩. Clearly,
i′′Aν ⊂ Bν,α.
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It is enough to show that i′′Aν is compatible with every element of Gi(α). Note that

models of cardinalities ≥ α are mapped to generic set over N for (P ′(θ))≥i(α), just this set is

generated by such images. Hence there is no problems with the images (i.e. i(X)) of elements

of Aν ∩ (Gi(α))≥α. We need only to take care of i′′X for X ∈ (Aν ∩ (Gi(α))=α) ∪ {Aν}.
Pick any element q of (P ′(i(α))N with Aν inside. Assume also that Aν is on the central

line of q. Consider i(q). It will consists of models of cardinalities below α and those of

cardinalities at least i(α) (remember that each condition has Easton support). Also Bν

appears in i(q) on the central line. We would like to find a common extension of q and i(q)

which includes i′′Aν . Proceed as follows. Pick first some β∗, α < β∗ < i(α), such that Bβ∗ is

a unique immediate predecessor of Bβ∗+1 and there is no models of cardinalities above i(α)

(and so, no models at all) in between. Using elementarity and density argument it is possible

to find such β∗. Now inside Bν,β∗ we pick an increasing continuous sequence ⟨Xτ |τ ∈ s(q)⟩ of
models (elementary or Σ1-elementary in Bν,β∗) such that q, i′′Aν , i(q)∩Bν,β∗+1 ∈ Xκ+ . Then

qai′′Aν
a⟨Xτ |τ ∈ s(q)⟩ai(q) will be as desired.

� of the claim.

Let ν0 be the first element of T of cofinality α. Consider Aν0
⌢i′′Aν0 . By Claim 3.0.28.1,

Aν0
⌢i′′Aν0 ∈ (P ′(θ))N/Gi(α). Now inside Bν0 we extend Aν0

⌢i′′Aν0 to a condition q0 in E ′
0

with the projection to (P ′(i(α)))N≥α inside Gi(α).

Claim 3.0.28.2 q0
⌢Bν0 ∈ (P ′(θ))N/Gi(α).

Proof. Again we need to show that q0
⌢Bν0 is compatible with every element of Gi(α).

Let t ∈ Gi(α) There is a common extension q of q0 and t with projection in Gi(α), since

q0 ∈ (P ′(θ))N/Gi(α). By elementarity, we can find such q inside Bν0 . Thus

(P ′(i(α)))N ⊆ (Vi(α))
N ⊆ Bν0

and, hence

Bν0 [Gi(α)] ≺ B[Gi(α)] ≺ (Vθ[Gi(α)])
N .

Also, Bν0 [Gi(α)] ∩ (P ′(θ))N = Bν0 ∩ (P ′(θ))N .

Consider q⌢Bν0 . It is almost a condition in (P ′(θ))N only with maximal models missing

for lot of cardinalities. Extend it to some r ∈ (P ′(θ))N for which the projection to (P ′(θ))N

is defined. Then r ≥ q implies that the projection r′ of r is above the one of q. But then

r′ ≥ t in (P ′(i(α)))N . This means in particular that q0
⌢Bν0 is compatible with t.

� of the claim.
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We proceed similar at each successor stage. Thus, if for ξ < α+, qξ, Bνξ are defined

qξ ⊆ Bνξ and qξ
aBνξ ∈ (P ′(θ))N/Gi(α), then we pick νξ+1 to be the least element of T

above νξ such that cof(νξ+1) = α and Aνξ ∈ Cα(Aνξ+1
). As in Claim 3.0.28.1, we will have

q = Aνξ+1

aqξ
aBνξ ∈ (P ′(θ))N/Gi(α).

Now inside Bνξ+1
we extend q to a condition qξ+1 in E ′

ξ+1 with the projection to (P ′(i(α)))N≥α

inside Gi(α). Then, as in Claim 3.0.28.2, we will have qξ+1
aBνξ+1

∈ (P ′(θ))N/Gi(α).

Let us turn to limit stages of the construction. Assume that ξ is a limit ordinal. Let

νξ = ∪τ<ξντ , νξ+1 be the first element of T\νξ +1 of cofinality α and q′ξ = ∪{qτ |τ < ξ}. This
q′ξ is just the formal union of all qτ ’s constructed at the previous stages. We do not take

unions of the maximal models of qτ ’s etc. Let q
′′
ξ be obtained from q′ξ by adding i′′Aνξ+1

and,

if Aνξ is in a condition in Gi(α), then also i′′Aνξ .

Claim 3.0.28 q′′ξ projects to an element of Gi(α).

Proof. Let us show that for each t1 ∈ Gi(α) above the projection of q′ξ the following holds:

if t ∈ (P ′(i(α))N≥α and t ≥ t1, then there is q ≥ q′′ξ with the projection to (P ′(i(α))N≥α

stronger than t.

Let t1 ≤ t be as above. Then initial segments of q′′ξ project below t. Just q′ξ projects

to a condition in Gi(α) below t1 ≤ t. Also, the addition of i′′Aνξ+1
, i′′Aνξ is above i(α). So

we can find a common extension r ∈ Bi(νξ+1) of t and q′′ξ . Using the elementarity of V N
i(α),

find r′ ∈ (Vi(α) ∩ (P ′(i(α))≥α)
N realizing the same type as r over r ∩ V N

i(α). Finally, let q be

obtained from r ∪ r′ by adding the maximal models including those of both r, r′ and this

models via Cρ(q)’s to those of r′. Then the projection of q to (P ′(i(α))N≥α is r′ ≥ t and we

are done.

� of the claim.

Now we extend q′′ξ to qξ ∈ Eξ in Bi(νξ+1) with the projection to (P ′(i(α))N≥α inside Gi(α).

This completes the construction.

Consider finally the resulting sequence ⟨qν | ν < α+⟩. Let ⟨q∗ν | ν < α+⟩ be the sequence

obtained from it by removing from each qν models of cardinalities below δ+. Then, q∗ν ∈ Eν for

every ν < α+. Hence ⟨q∗ν | ν < α+⟩ generates a B[i(p)]-generic subset of ((P ′(θ)<i(α))≥δ+)
N .

By the construction, the projections of q∗ν ’s to ((P ′(i(α)))≥δ+)
N are in Gi(α)∩ (P ′(i(α)≥δ+)

N .

The same is true (again by the construction) for qν ’s, i.e. projections to ((P ′(i(α)))≥α)
N are

in Gi(α) ∩ (P ′(i(α)))≥α)
N . Then qν ’s will be in B[i(p)]-generic subset of ((P ′(θ)<i(α))≥α)

N

generated by Gi(α) ∩ (P ′(i(α))≥α)
N and ⟨q∗ν | ν < α+⟩. Moreover, models i′′(Aν) appear in

qν ’s. Each r ∈ P ′
<α which is inside some Aν will be moved by i to i(r) ∈ (P ′(θ)<α)

N inside

i′′Aν . But i′′Aν is a model inside a condition in generic set, so i(r) is such as well. Hence
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images of elements from Gi(α) ∩ P ′
<α are in the constructed this way N -generic subset of

(P ′(θ)<α)
N . So we are done.

� of the lemma.
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Chapter 4

Dropping cofinalities-gap 3-single
drop

Our aim is to present constructions in which 2κ = κ+3 and the cofinality κ++ drops down,

i.e. the generator bκ++ for the cofinality κ++ is far apart from bκ+3 . Note that in the

usual constructions of models with a singular strong limit cardinal κ with 2κ = κ+3, like

Silver-Prikry, Extender Based Prikry etc. (see [2]), we have

bκ++ ⊇ {η− | η ∈ bκ+3},

where η− denotes the immediate predecessor of η.

4.1 Preliminary Settings

Let λ0 < κ0 < λ1 < κ1 < ... < λn < κn < ...., n < ω be a sequence of cardinals such that

for each n < ω

• λn is λ+n+2
n - strong as witnessed by an extender Eλn

• κn is κ+n+2
n - strong as witnessed by an extender Eκn

Set κ =
∪

n<ω κn.

Let us denote by πλn,α,β the projection map of the extender Eλn and by πκn,α,β those of

Eκn , see [2] for the definitions.

Force with the forcing P ′ of Chapter 1. Let G(P ′) be a generic subset.
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4.2 Models and types

The main difference in present setting from those of [1], Chapter 1 will be due to the fact

that the cardinalities of models in the range of a condition (i.e. in suitable structures over

κn’s) may be smaller than the number of existing types. So any such model may contain

only a limited number of types. We would like to insure that it will be still sufficiently large.

Fix n < ω. Set δn = κ+n+2
n . Fix using GCH an enumeration ⟨aα | α < κn⟩ of [κn]

<κn

so that for every successor cardinal δ < κn the initial segment ⟨aα | α < δ⟩ enumerates

[δ]<δ and every element of [δ]<δ appears stationary many times in each cofinality < δ in the

enumeration. Let jn(⟨aα | α < κn⟩) = ⟨aα | α < jn(κn)⟩ where jn is the canonical embedding

of the (κn, δn)-extender Eκn . Then ⟨aα | α < δn⟩ will enumerate [δn]
≤δn and we fix this

enumeration. For each k ≤ ω consider a structure

An,k = ⟨H(χ+k),∈,⊆,≤, Eκn , Eλn , λn, κn, δn,

χ, ⟨aα | α < δn⟩, 0, 1, . . . , α, . . . | α < κ+k
n ⟩

in the appropriate language Ln,k with a large enough regular cardinal χ.

Remark 4.2.1 It is possible to use κ++
n here (as well as in [1]) instead of κ+k

n . The point is

that there are only κ++
n many ultrafilters over κn and we would like that equivalent conditions

use the same ultrafilter. The only parameter that need to vary is k in H(χ+k).

Let L′
n,k be the expansion of Ln,k by adding a new constant c′. For a ∈ H(χ+k) of

cardinality less or equal than δn let An,k,a be the expansion of An,k obtained by interpreting

c′ as a.

Let a, b ∈ H(χ+k) be two sets of cardinality less or equal than δn. Denote by tpn,k(b) the

Ln,k-type realized by b in An,k. Further we identify it with the ordinal coding it and refer

to it as the k-type of b. Let tpn,k(a, b) be a the L′
n,k-type realized by b in An,k,a. Note that

coding a, b by ordinals we can transform this to the ordinal types of [1].
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4.3 The main forcing

We will use λn’s (n < ω) to generate ω-sequences corresponding to ordinals below κ++ in

the same way as it was done in [1].

The treatment of κ+3 will be parallel to those of Chapter 1, but with major changes due

to the lack of cardinals between κn and κ+n+2
n that correspond to κ++. Here κ+n+2

n will

correspond to κ+3 and λ+n+2
n to κ++. Recall that in Chapter 1, κ+n+3

n corresponds to κ+3

and κ+n+2
n to κ++.

We will use suitable and suitable generic structures over κ as defined in Chapter 1.

The corresponding structures over κn’s will be rather names related to choices made over

λn’s.

Fix n < ω.

Let give first the following preliminary definition:

Definition 4.3.1 Let η be a cardinal less than λn. A suitable structure ⟨⟨X,Y ⟩, C,∈,⊆ ⟩
at the level κn (see Chapter 1)is called an η-suitable iff each element of X (i.e. each model)

has cardinality η.

Note that in Chapter 1 models at the level κn have cardinality κ+n+2
n . Here it drops

below λn < κn.

Definition 4.3.2 Let Qn0 be the set consisting of pairs of triples

q = ⟨⟨a,A, f⟩, ⟨ b∼, B∼, g⟩⟩

so that:

1. f is partial function from κ+2 to λn of cardinality at most κ

2. There is a suitable generic structure ⟨⟨X, Y ⟩, C,∈,⊆ ⟩ of cardinality less than λn (not

κn, as in Chapter 1), such that

a is an order preserving function from the set {Z ∩ κ++ | Z ∈ X} to λ+n+2
n .

Note that by Chapter 1, the set {Z ∩ κ++ | Z ∈ X} is a closed subset of κ++.

3. a(max(X)∩κ++) = max(rng(a)) is above all the elements of rng(a) in the order of the

extender Eλn .

4. dom(a) ∩ dom(f) = ∅.
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5. A ∈ Eλn,max(rng(a)).

6. min(A) > |X|.

7. For every ordinals α, β, γ ∈ rng(a) and ρ ∈ π′′
λn,max rng(a),α(A)

α ≥Eλn
β ≥Eλn

γ implies

πλn,α,γ(ρ) = πλn,β,γ(πλn,α,β(ρ)).

8. For every α > β in rng(a) and ρ ∈ A

πλn,max rng(a),α(ρ) > πλn,max rng(a),β(ρ).

Let us turn now to the second component of a condition, i. e. to ⟨ b∼, B∼, g⟩.

9. g is a function from κ+3 to κn of cardinality at most κ

10. b∼ is a name, depending on ⟨a,A⟩. For each η ∈ A the interpretation b∼[η] of b∼
according to η satisfies the following conditions.

(a) There is an ((η)0)+n+1-suitable structure 1 ⟨⟨Xη, Yη⟩, Cη,∈,⊆ ⟩ at the level κn

such that

i. b∼[η] is the isomorphism between ⟨⟨X,Y ⟩, C,∈,⊆ ⟩ and ⟨⟨Xη, Yη⟩, Cη,∈,⊆ ⟩,

ii. for every Z ∈ X we have

πλn,max(rng(a)),a(Z∩κ++)(η) = b∼[η](Z) ∩ ((η)0)+n+2.

In particular,

η = b∼[η](max(X)) ∩ ((η)0)+n+2.

Further let us identify between b∼[η](Z) and b∼(Z)[η].
Note that the domain of b∼ is X and this does not depend on η.

(b) (Dependence) Let Z ∈ X. Then b∼[η](Z) depends on the value of the one element

Prikry forcing with the measure a(Z ∩ κ++) over λn. More precisely: let

A(Z) = πλn,max rng(a),a(Z∩κ++)
′′A,

1η0, as usual, denotes the projection of η to the normal measure of the extender, i.e. η0 =
πλn,max(rng(a)),λn

(η).
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then each choice of an element from A(Z) already decides b∼(Z), i.e. whenever

η1, η2 ∈ A and

πλn,max rng(a),a(Z∩κ++)(η1) = πλn,max rng(a),a(Z∩κ++)(η2)

we have

b∼(Z)[η1] = b∼(Z)[η2].

Further let us denote by η(Z) the projection of η to a(Z ∩ κ++),

i.e. πλn,max rng(a),a(Z∩κ++)(η), for each η ∈ A,.

So b∼(Z) depends only on members of A(Z) rather than those of A.

The next condition is crucial for the κ++-c.c. of the forcing.

(c) (Inclusion condition)

Let η, η′ ∈ A, η < η′. Then

• b∼(max(X))[η] ∈ b∼(max(X))[η′],

• if Z ∈ X ∩ C(max(X)) and

πλn,max rng(a),a(Z∩κ++)(η
′) > η,

then either

b∼(max(X))[η] ∈ b∼(Z)[η
′]

or

the k-type realized by b∼(max(X))[η]∩H(χ+k) is in b∼(Z)[η
′], where k < ω is

the least such that b∼(Z)[η
′] ⊆ H(χ+k+1).

The same holds over any element of b∼(Z)[η
′], i.e. tpk(z, b∼(max(X))[η] ∩

H(χ+k)) ∈ b∼(Z)[η
′], for any z ∈ b∼(Z)[η

′].

We require in addition that this k > 2.

Let us allow the above also if b∼(Z)[η
′] ⊆ H(χ+ω). In this case we take k to

be any natural number above 2 and require that once we go up to the higher

levels then corresponding k’s increase (with n).

We cannot in general require only that

b∼(max(X))[η] ∈ b∼(Z)[η
′]

since the sequence C of a new generic suitable structure may go not through the

old maximal model. But still having the type inside Z will suffice.

Note that given η′ ∈ A the number of possibilities for η ∈ η′ ∩A is bounded by

(η′0)+n+1, as η′ < (η′0)+n+2.
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(d) Y ∩ dom(g) = ∅.

(e) For every α ∈ Y and η ∈ A

i. b∼[η](α) is a model of cardinality κ+n+1
n ,

ii. κ+n+1
n ⊆ b∼[η](α),

iii. cof(sup( b∼[η](α) ∩ κ+n+2
n )) = (η0)+n+2.

Note that all the cardinals κn, ..., κ
+n+1
n will correspond here to κ+. So, we need

to drop down to to the indiscernible (η0)+n+2 for λ+n+2
n in order to get to κ++.

(f) For every η ∈ A

B∼[η] ∈ Eκn,max(Xη).

(g) For every η ∈ A and ordinals α, β, γ which are elements of rng( b∼)[η] (i.e. actually
the ordinals coding models in rng( b∼)[η]) we have

α ≥Eκn
β ≥Eκn

γ implies

πκn,α,γ(ρ) = πκn,β,γ(πκn,α,β(ρ))

for every ρ ∈ π′′
κn,max rng( b∼[η]),α(B∼[η]),

(h) for every Z ∈ dom( b∼n) there is k(Z) ≤ ω such that for every η ∈ A we have

b∼n(Z)[η] ≺ H(χ+k(Z)).

Note that it is easy to arrange this condition just by shrinking A. Thus for each

η ∈ A there is kη ≤ ω such that b∼n(Z)[η] ≺ H(χ+kη). Now pick AZ ⊆ A in

Eλn,max(rng(a)) and k(Z) ≤ ω such that for every η ∈ AZ , kη = k(Z). Finally re-

place A by
∩
{AZ | Z ∈ dom( b∼n)}. Note this intersection is still in Eλn,max(rng(a)),

since | dom( b∼n)| < λn.

Definition 4.3.3 Suppose that ⟨⟨a,A, f⟩, ⟨b
∼
, B
∼
, g⟩⟩ and ⟨⟨a′, A′, f ′⟩, ⟨b

∼
′, B′

∼
, g′⟩⟩ are two el-

ements of Qn0. Define

⟨⟨a,A, f⟩, ⟨b
∼
, B
∼
, g⟩⟩ ≥Qn0 ⟨⟨a′, A′, f ′⟩, ⟨b

∼
′, B′

∼
, g′⟩⟩

iff

1. f ⊇ f ′

2. g ⊇ g′
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3. a ⊇ a′

4. π′′
λn,max(a),max(a′)A ⊆ A′

5. for every ν ∈ A we have

b
∼
[ν] ⊇ b′

∼
[πλn,max(a),max(a′)(ν)].

This means just that the empty condition of one element Prikry forcing forces the

inclusion.

6. for every ν ∈ A we have

π′′
κn,max(b

∼
[ν]),max(b′

∼
[πλn,max(a),max(a′)(ν)])

B
∼
[ν] ⊆ B′

∼
[πλn,max(a),max(a′)(ν)]

We define now Qn1 and ⟨Qn,≤n,≤∗
n ⟩ similar to those of Chapter 1.

Definition 4.3.4 Qn1 consists of pairs ⟨f, g⟩ such that

1. f is a partial function from κ++ to λn of cardinality at most κ

2. g is a partial function from κ+3 to κn of cardinality at most κ

Qn1 is ordered by extension. Denote this order by ≤1.

So, it is basically the Cohen forcing for adding κ+3 Cohen subsets to κ+.

Definition 4.3.5 Set Qn = Qn0 ∪Qn1. Define ≤∗
n=≤Qn0 ∪ ≤Qn1 .

Define now a natural projection to the first coordinate:

Definition 4.3.6 Let p ∈ Qn. Set (p)0 = p, if p ∈ Qn1 and let (p)0 = ⟨a,A, f⟩, if p ∈ Qn0 is

of the form ⟨⟨a,A, f⟩, ⟨b
∼
, B
∼
, g⟩⟩.

Let (Qn)0 = {(p)0 | p ∈ Qn}.

Definition 4.3.7 Let p, q ∈ Qn. Then p ≤n q iff either

1. p ≤∗
n q

or

2. p = ⟨⟨a,A, f⟩, ⟨b
∼
, B
∼
, g⟩⟩ ∈ Qn0, q = ⟨e, h⟩ ∈ Qn1 and the following hold:

(a) e ⊇ f
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(b) h ⊇ g

(c) dom(e) ⊇ dom(a)

(d) e(max(dom(a))) ∈ A

(e) for every β ∈ dom(a), e(β) = πλn,a(max(dom(a)),a(β)(e(max(dom(a)))

(f) dom(h) ⊇ dom(b
∼
)

(g) h(max(dom(b
∼
)) ∈ B

∼
[e(max(dom(a))].

I.e., we use e(max(dom(a)) in order to interpret B
∼
. Note that by 2d above, it is

inside A and so the interpretation makes sense.

(h) for every β ∈ dom(b
∼
)

h(β) = πκn,max(rng(b
∼
[ν])), b

∼
(β)[ν](h(max(dom(b

∼
)),

where ν = e(max(dom(a))). Recall that we code models by ordinals.

Definition 4.3.8 The set P consists of all sequences p = ⟨pn | n < ω⟩ so that

1. for every n < ω, pn ∈ Qn

2. there is ℓ(p) < ω such that

(a) for every n < ℓ(p), pn ∈ Qn1

(b) for every n ≥ ℓ(p), pn = ⟨⟨an, An, fn⟩, ⟨bn
∼
, Bn

∼
, gn⟩⟩ ∈ Qn0

(c) for every n,m ≥ ℓ(p), max(dom(an)) = max(dom(am)) and max(dom(bn
∼
)) =

max(dom(bm
∼
))

(d) for every n ≥ m ≥ ℓ(p), dom(am) ⊆ dom(an) and dom(bm
∼
)) ⊆ dom(bn

∼
)

(e) for every n, ℓ(p) ≤ n < ω, and X ∈ dom(an) the following holds:

for each k < ω the set

{m < ω | ¬(am(X) ∩H(χ+k) ≺ H(χ+k))}

is finite.

(f) for every n, ℓ(p) ≤ n < ω, and X ∈ dom(bn
∼
) the following holds:

for each k < ω the set

{m < ω | ∃ν ∈ Am(¬(bm
∼
(X)[ν] ∩H(χ+k) ≺ H(χ+k)))}

is finite.
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We define the orders ≤,≤∗ as in [3].

Definition 4.3.9 Let p = ⟨pn|n < ω⟩, q = ⟨qn|n < ω⟩ be in P. Define

1. p ≥ q iff for each n < ω, pn ≥n qn

2. p ≥∗ q iff for each n < ω, pn ≥∗
n qn

Definition 4.3.10 Let p = ⟨pn | n < ω⟩ ∈ P . Set (p)0 = ⟨(pn)0 | n < ω⟩.
Define (P)0 = {(p)0 | p ∈ P}.

Finally, the equivalence relation ←→ and the order → are defined on (P)0 exactly as it

was done in [1], or in Chapter 1. We extend → to P as follows:

Definition 4.3.11 Let p = ⟨pn | n < ω⟩, q = ⟨qn | n < ω⟩ ∈ P . Set q → p iff

1. (q)0 → (p)0

2. ℓ(p) ≥ ℓ(q)

3. for every n < ℓ(p), pn extends qn

4. for every n ≥ ℓ(p), let pn = ⟨⟨an, An, fn⟩, ⟨ b∼n, B∼n, gn⟩⟩ and qn = ⟨⟨a′n, A′
n, f

′
n⟩, ⟨ b∼

′
n, B∼

′
n, g

′
n⟩⟩.

Require the following:

(a) gn ⊇ g′n

(b) there is b∼
′′
n such that for every ν ∈ An the following holds:

i. b∼n[ν] extends b∼
′′
n[ν

′]

ii. dom( b∼
′
n) = dom( b∼

′′
n)

iii. π′′
κn,max( b∼n[ν]),max( b∼′

n[ν
′])B∼n[ν] ⊆ B∼

′
n[ν

′],

where ν ′ = πλn,max(rng(an)),ξ(ν) and ξ = an(max(dom(a′n))

iv. rng(b′∼n)[ν
′]←→kn rng( b∼

′′
n)[ν

′], where ν ′ is as above and kn is the kn’s member

of a nondecreasing sequence converging to the infinity.

v. rng( b∼
′
n)[ν

′] � κ+n+1
n = rng( b∼

′′
n)[ν

′] � κ+n+1
n

Here is the main difference between → in the present context and those of [1]

etc. In the present context we deal with assignment functions bn’s which act

over κn’s but are of cardinalities below κn’s (as well as the models in rng(bn)

which are images of those of cardinality κ+). Thus, assume that n is fixed and
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Z = bn(max(dom(bn)), where bn = b∼n[η] is the interpretation according to some

η < λn < κn. Then |Z| = (η0)+n+1. Now if we like to realize types inside Z, as it

was done usually in [1] etc., it may be just impossible since Z is too small and so

does not contain all the types.

The way suggested here in order to overcome this difficulty, will be to use 4.3.2(10c)

together with the above definition. It turns out that once working with names it

is still possible to prove κ++-c.c. of the final forcing ⟨P ,→ ⟩. It will be done in

4.4.5.

4.4 Basic Lemmas

In this section we state basic lemmas for the forcing ⟨P ,≤,≤∗ ⟩. Most of the proofs just

repeat those of Chapter 1 with minor adjustments.

Lemma 4.4.1 Let p ∈ P and ⟨⟨B0κ+
, B1κ+

, Dκ+⟩, B1κ++⟩ ∈ G(P ′). Then

1. for every α ∈ B1κ++
there is q ≥∗ p such that α ∈ dom( b∼n(q)) for all but finitely many

n’s;

2. for every A ∈ B1κ+
there is q ≥∗ p such that A ∩ κ++ ∈ dom(an)(q) and A ∈

dom( b∼n(q)) for all but finitely many n’s. Moreover, if ⟨⟨A0κ+
, A1κ+

, Cκ+⟩, A1κ++⟩ ≥
⟨⟨B0κ+

, B1κ+
, Dκ+⟩, B1κ++⟩ witnesses a generic suitability of p and A ∈ Cκ+

(A0κ+
),

then the addition of A does not require adding of ordinals and the only models that

probably will be added together with A are its images under ∆-system type isomor-

phisms for triples in p.

Lemma 4.4.2 Let n < ω. Then ⟨Qn0,≤0 ⟩ does not add new sequences of ordinals of the

length < λn, i.e. it is (λn,∞) – distributive.

Lemma 4.4.3 ⟨P ,≤∗ ⟩ does not add new sequences of ordinals of the length < λ0.

Lemma 4.4.4 ⟨P ,≤∗ ⟩ satisfies the Prikry condition.

Let us turn now to the main lemma in the present context:

Lemma 4.4.5 ⟨P ,→ ⟩ satisfies κ++-c.c.
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Proof.

Suppose otherwise. Work in V . Let ⟨p
∼α | α < κ++⟩ be a name of an antichain of the

length κ++. Using the strategic closure of P ′, we find an increasing sequence

⟨⟨⟨A0κ+

α , A1κ+

α , Cκ+

α ⟩, A1κ++

α ⟩ | α < κ++⟩

of elements of P ′ and a sequence ⟨pα | α < κ++⟩ so that for every α < κ++ the following

hold:

(a) ⟨⟨A0κ+

α+1, A
1κ+

α+1, C
κ+

α+1⟩, A1κ++

α+1 ⟩ 
 p
∼α ≤ p̌α,

(b)
∪

β<αA
0κ+

β = A0κ+

α , if α is a limit ordinal,

(c) κA0κ+

α+1 ⊆ A0κ+

α+1,

(d) A0κ+

α+1 is a successor model,

(e) ⟨A1κ+

β | β < α⟩ ∈ A0κ+

α+1,

(f) for every α ≤ β < κ++ we have

Cκ+

α (A0κ+

α ) is an initial segment of Cκ+

β (A0κ+

β ),

(g) pα = ⟨pαn | n < ω⟩,

(h) for every n ≥ l(pα)

– A0κ+

α+1 ∩ κ++ is the maximal ordinal of dom(aαn) and A0κ+

α ∩ κ++ ∈ dom(aαn),

– A0κ+

α+1 is the maximal model of dom( b∼αn) and A0κ+

α ∈ dom( b∼αn),

where pαn = ⟨⟨aαn, Aαn, fαn⟩, ⟨ b∼αn, B∼αn, gαn⟩⟩.
Actually this condition is the reason for not requiring the equality in (a) above.

Let pαn = ⟨⟨aαn, Aαn, fαn⟩, ⟨ b∼αn, B∼αn, gαn⟩⟩ for every α < κ++ and n ≥ l(pα).

Let α < κ++. Fix some

⟨⟨B0κ+

α+1, B
1κ+

α+1, D
κ+

α+1⟩, B1κ++

α+1 ⟩ ≤P ′ ⟨⟨A0κ+

α+1, A
1κ+

α+1, C
κ+

α+1⟩, A1κ++

α+1 ⟩

which witnesses a generic suitability of structure dom( b∼αn) for each n, l(pα) ≤ n < ω, as

in Definition 4.3.2. Note that B0κ+

α+1 need not be in Cκ+

α+1(A
0κ+

α+1) and even if it does, then
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Dκ+

α+1(B
0κ+

α+1) need not be an initial segment of Cκ+

α+1(A
0κ+

α+1). By the definition of the order

≤P ′ there are m < ω and E1, ..., Em ∈ A1κ+

α+1 such that

swt(⟨⟨A0κ+

α+1, A
1κ+

α+1, C
κ+

α+1⟩, A1κ++

α+1 ⟩, E1, ..., Em) and ⟨⟨B0κ+

α+1, B
1κ+

α+1, D
κ+

α+1⟩, B1κ++

α+1 ⟩

are as in the definition of the order of P ′ (Chapter 1, 1.15).

By Lemma 4.4.1 it is possible to add all Ei(i = 1, ...,m) to dom(aαn), for a final segment

of n’s. By adding and taking non-direct extension if necessary, we can assume that Ei’s are

already in dom(aαn), for every n ≥ l(pα).

Now we can apply the opposite switch (i.e. the one starting with Em, then Em−1, ...,and

finally E1 ) to dom(aαn) (and the corresponding to it under aαn to rng(aαn)). Denote the

result still by aαn.

Finally, ⟨⟨A0κ+

α+1, A
1κ+

α+1, C
κ+

α+1⟩, A1κ++

α+1 ⟩ will witness a generic suitability of structure dom(aαn)

for each n, l(pα) ≤ n < ω.

In particular, we have now that the central line of dom(aαn) is a part of Cκ+

α+1(A
0κ+

α+1) and

A0κ+

α is on it, for every n, l(pα) ≤ n < ω.

Shrinking if necessary, we assume that for all α, β < κ++ the following holds:

(1) ℓ = ℓ(pα) = ℓ(pβ),

(2) for every n < ℓ, pαn and pβn are compatible in Qn1 i.e. pαn ∪ pβn is a function,

(3) for every n, ℓ ≤ n < ω, ⟨dom(fαn) | α < κ++⟩ and ⟨dom(gαn) | α < κ++⟩ form a

∆-system with the kernel contained in A0κ+

0 ,

(4) for every n, ω > n ≥ ℓ, rng(aαn) = rng(aβn),

(5) for every n, ω > n ≥ ℓ, Aαn = Aβn,

(6) for every n, ω > n ≥ ℓ, η ∈ Aαn, rng b∼αn[η] = rng b∼βn[η],

(7) for every n, ω > n ≥ ℓ, η ∈ Aαn, B∼αn[η] = B∼βn[η],

Shrink now to the set S consisting of all the ordinals below κ++ of cofinality κ+. Let α

be in S. For each n, ℓ ≤ n < ω, there will be β(α, n) < α such that

dom( b∼αn) ∩ A0κ+

α ⊆ A0κ+

β(α,n).
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Just recall that dom( b∼αn) is not actually a name and | dom( b∼αn)| < λn. Shrink S to a

stationary subset S∗ so that for some α∗ < minS∗ of cofinality κ+ we will have β(α, n) < α∗,

whenever α ∈ S∗, ℓ ≤ n < ω. Now, the cardinality of A0κ+

α∗ is κ+. Hence, shrinking S∗ if

necessary, we can assume that for each α, β ∈ S∗, ℓ ≤ n < ω

dom( b∼αn) ∩ A0κ+

α = dom( b∼βn) ∩ A0κ+

β .

Let us add A0κ+

α∗ to each pα with α ∈ S∗.

By 4.4.1(2), we can add it without adding ordinals and the only other models that

probably were added are the images of A0κ+

α∗ under ∆-system type isomorphisms. Denote

the result for simplicity by pα as well.

Let now β < α be ordinals in S∗. We claim that pβ and pα are compatible in ⟨P ,→⟩.
First extend pα by adding A0κ+

β+2. This will not add other additional models or ordinals except

the images of A0κ+

β+2 under isomorphisms to pα, as was remarked above.

Let p be the resulting extension. Denote pβ by q. Assume that ℓ(q) = ℓ(p). Oth-

erwise just extend q in an appropriate manner to achieve this. Let n ≥ ℓ(p) and pn =

⟨⟨an, An, fn⟩, ⟨ b∼n, B∼n, gn⟩⟩. Let qn = ⟨⟨a′n, A′
n, f

′
n⟩, ⟨b′∼n, B

′
∼n, g

′
n⟩⟩. Without loss of generality

we may assume that the ordinal an(A
0κ+

β+2 ∩ κ++) is kn-good with kn ≥ 5. Just increase n if

necessary.

Realize the kn − 1-type of rng(a′n) below an(A
0κ+

β+2 ∩ κ++) over an((A
0κ+

β+2 ∩ κ++) ∩ dom(an)),

i.e. above the common part on κ++. Denote the ordinal corresponding to max(rng(a′n)) in

this realization by δ′. Note that an(A
0κ+

α+1 ∩ κ++) and δ′ have the same projection to the

common part an((A
0κ+

β+2 ∩ κ++) ∩ dom(an)).

Fix now η ∈ An. Set η
′ = πλn,max(rng(an)),δ′(η).

Consider b∼n(A
0κ+

β+2)[η]. Again we can assume that it is an elementary submodel of An,kn with

kn ≥ 5 (and kn does not depend on η). Now we have

η′ = πλn,max(rng(an)),δ′(η) < η and A0κ+

β+2 ∈ Cκ+

(A0κ+

α+1).

Hence, by Definition 4.3.2(10c), the kn−1-type realized by b∼n(A
0κ+

α+1)[η
′] is in b∼n(A

0κ+

β+2)[η], as

well as the kn−1-type realized by b∼n(A
0κ+

α+1)[η
′] over b∼

′′
n(A

0κ+

β+2∩dom( b∼n))[η], i.e. the common

part of of the conditions. Realize the kn−1-type of b∼n(A
0κ+

α+1)[η
′] over b∼

′′
n(A

0κ+

β+2∩dom( b∼n))[η]

in b∼n(A
0κ+

β+2)[η].

Doing the above for each η ∈ An will produce a condition p∗n ≥ pn with qn → p∗n as in

Chapter 1.

�
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4.5 The resulting PCF structure

Force with ⟨P ,→ ⟩. Let G(P) be a generic set. By the lemmas above no cardinals are

collapsed. Let ⟨νn | n < ω⟩ denotes the diagonal Prikry sequence added for the normal

measures of the extenders ⟨Eλn | n < ω⟩ and ⟨ρn | n < ω⟩ those for ⟨Eκn | n < ω⟩.2 We can

deduce now the following conclusion:

Theorem 4.5.1 The following hold in V [G(P ′(θ)) ∗G(P)]:

(1) cof(
∏

n<ω ν
+n+2
n / finite ) = κ++.

(2) cof(
∏

n<ω ρ
+n+2
n / finite ) = κ+3. Moreover, there is a scale ⟨Hτ | τ < κ+3⟩

in
∏

n<ω ρ
+n+2
n / finite with the following special property:

(∗) for every τ < κ+3,

(a) if cof(τ) = κ++, then Hτ is an exact upper bound of ⟨Hµ | µ < τ⟩ and for all but

finitely many n < ω, cof(Hτ (n)) = ν+n+2
n ;

(b) if cof(τ) < κ++, then for all but finitely many n < ω, cof(Hτ (n)) < ν+n+2
n .

(3) For every unbounded subset a of κ consisting of regular cardinals and disjoint to both

{ν+n+2
n | n < ω} and {ρ+n+2

n | n < ω}, for every ultrafilter D over a which includes all

co-bounded subsets of κ we have

cof(
∏

a/D) = κ+

Proof. Items (1) and (2) follow easily from the construction. Thus, for (1), take the increasing

(under the inclusion) enumeration ⟨Xτ |τ < κ++⟩ of the chain of models given by G(P ′(κ++)).

Define a scale of functions ⟨Fτ | τ < κ++⟩ in the product
∏

n<ω ν
+n+2
n as follows: let for each

τ < κ++

F ′
τ (n) = fn(Xτ ), if fn(Xτ ) < ν+n+2

n

and

F ′
τ (n) = 0, otherwise,

where for some p = ⟨pk|k < ω⟩ ∈ G(P) with ℓ(p) > n we have fn as the first coordinate of

pn. Now let ⟨Fτ |τ < κ++⟩ be the subsequence of ⟨F ′
τ |τ < κ++⟩ consisting of all F ′

τ which are

not in V . 3

2See [2] or [1] for more information on such sequences.
3By arguments of [2] or [1] this is a scale.
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Similarly, for (2), take the increasing (under the inclusion) enumeration ⟨Yτ |τ < κ+3⟩ of
the chain of models of cardinality κ++ given by G(P ′). Define a scale of functions ⟨Hτ | τ <

κ+3⟩ in the product
∏

n<ω ρ
+n+2
n as follows:

H ′
τ (n) = gn(Yτ ), if gn(Yτ ) < ρ+n+2

n

and

H ′
τ (n) = 0, otherwise,

where for some p = ⟨pk|k < ω⟩ ∈ G(P) with ℓ(p) > n we have gn as the second coordinate

of pn. Let ⟨Hτ | τ < κ+3⟩ be the subsequence of ⟨H ′
τ | τ < κ+3⟩ consisting of all H ′

τ ’s which

are not in V . 4 The scale ⟨Hτ | τ < κ+3⟩ in
∏

n<ω ρ
+n+2
n / finite satisfies the property (∗) by

the construction.

Let us turn to (3) which requires a more delicate analyses of the forcing ⟨P ,→ ⟩. We

deal with

cof(
∏
n<ω

ρ+n+1
n / finite ).

The rest of cases are similar or just standard. The crucial observation here is that given

⟨⟨an, An, fn⟩, ⟨ b∼n, B∼n, gn⟩⟩ ∈ Qn0, for some n < ω, it is impossible to change rng(bn)[ν] �
κ+n+1
n by passing to an equivalent condition, for any ν ∈ An. Just the definition 4.3.11(4(b)v)

explicitly requires this.

This means, in particular that

cof(
∏
n<ω

ρ+n+1
n / finite ) = cof(

∏
n<ω

κ+n+1
n / finite ),

where the connection is provided by b∼n’s. But note that the cofinality of the last product is

κ+, since every function there can be bounded by an old function. So we are done.

�

4.6 Dropping cofinalities-gap 3 with infinite repetitions

We continue here to study dropping cofinalities.

Let as before,

λ0 < κ0 < λ1 < κ1 < ... < λn < κn < ...(n < ω) be an increasing sequence of cardinals

with a limit κ.

Assume the following:

4Again, by arguments of [2] or [1] this is a scale.
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• κn is κ+n+2
n - strong as witnessed by an extender Eκn , for every n < ω

• λn is λ+n+2
n - strong as witnessed by an extender Eλn , for every n < ω

Our aim will be to make 2κ = κ+3, but so that for each n < ω the cofinality over κn that

corresponds to κ++ may drop down to each of λm’s with m ≤ n. In particular we will allow

a drop to λ0 at each level n < ω.

Recall that in the previous section, the drop down from κn was only to λn. By Theorem

4.5.1, there was a scale ⟨Hτ | τ < κ+3⟩
in

∏
n<ω ρ

+n+2
n / finite with the following special property:

(∗) for every τ < κ+3,

1. if cof(τ) = κ++, then Hτ is an exact upper bound of ⟨Hµ | µ < τ⟩ and for all but

finitely many n < ω, cof(Hτ (n)) = ν+n+2
n ;

2. if cof(τ) < κ++, then for all but finitely many n < ω, cof(Hτ (n)) < ν+n+2
n .

Where νn’s and ρn’s are indiscernibles which correspond to the normal measures of extenders

Eλn ’s and Eκn ’s respectively.

Here we would like to allow more freedom and to produce a scale ⟨H∗
τ | τ < κ+3⟩

in
∏

n<ω ρ
+n+2
n / finite such that

(∗∗) for every τ < κ+3,

1. if cof(τ) = κ++, then H∗
τ is an exact upper bound of ⟨H∗

µ | µ < τ⟩ and for all but

finitely many n < ω, cof(H∗
τ (n)) = ν+m+2

m , for some m ≤ n;

2. if cof(τ) < κ++, then for all but finitely many n < ω, cof(H∗
τ (n)) < ν+n+2

n ;

3. for every converging to infinity sequence ⟨mk | k < ω⟩ (not necessary increasing), there

are unboundedly many τ < κ+3 of cofinality κ++ such that for all but finitely many

n < ω, cof(H∗
τ (n)) = ν+mn+2

mn
.

It is a bit simpler probably to consider the setting with only a drop to λ0 occurs infinitely

many times, i.e. for every m > 0 a drop to λm occurs only at κm. Then λ0 will be used

infinitely many times and all the rest only once. It will be possible then to make a non-direct

extension at λ0 and this will bring the situation basically to the usual dropping cofinality

forcing.

If each of λn’s appears infinitely many times, then the previous trick of taking non-direct

extension over λ0 will not work. Just we cannot take non-direct extensions at infinitely many

places.
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All λn’s will correspond to κ++ and κn’s to κ+3. More precisely indiscernibles for λ+n+2
n ’s

and for κ+n+2
n ’s will correspond to κ++ and to κ+3 respectively.

It is possible, using the same method, to replace n dropping points ⟨λm | m ≤ n⟩ for
κn with any finite number. If one likes to replace it with infinitely many, i.e. some strong

enough cardinals ⟨λnm | m < ω⟩ additional assumption are needed on Λn :=
∪

m<ω λnm even

if κn < λn+1,0. Just otherwise the indiscernibles for λ+n+2
nm ’s (m < ω) will correspond to Λ+

n

and Λ+
n ’s correspond to κ+ and everything breaks down. The problem here is that once a

non-direct extension is taken over κn, then ⟨λnm | m < ω⟩ starts to be isolated from the part

above κn. Some connection of this sort is needed for example in order to show the Prikry

condition. Existence of strong enough cardinals between Λn and κn+1 allows to generalize

the present arguments to such situation. This will not be elaborated here.
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Let us turn now to the forcing notions.

Force first with the preparation forcing P ′(κ+3) followed by P ′(κ++) of Chapter 1.

It is possible instead of forcing with P ′(κ++) just to take the projection of a generic for

P ′(κ+3) to κ++, i.e. intersect each model there with κ++.

Let G(κ+3) and G(κ++) be the corresponding generic subsets. Work in V [G(κ+3), G(κ++)].

We shall redefine the forcing of Section 4.3.

The first small change (actually relevant to all short extenders forcings) will be as follows.

Given a condition p = ⟨pn|n < ω⟩, pn = ⟨an, An, fn⟩, for each n ≥ ℓ(p). We require that

1. for each n < ℓ(p), if X ∈ dom(pn), then starting with some m > n we have X ∈
dom(am).

2. for each n ≥ ℓ(p), if X ∈ dom(fn), then starting with some m > n we have X ∈
dom(am).

This change prevents appearance of old ω sequences among those produced by a generic

object.

Recall that the cardinalities of dom(pn) and dom(fn) are at most κ, as well as the cardinality

of
∪

ℓ(p)≤k<ω dom(ak). So it is always possible to spread κ-many things among dom(ak)’s.

Fix some n < ω.

Definition 4.6.1 Let Qn0 be the set consisting of pairs

⟨⟨⟨am, Am, fm⟩ | m ≤ n⟩, ⟨ b∼, b
′
∼,¬b

′
∼, B∼, g⟩⟩

so that:

for each m ≤ n

1. fm is partial function from κ+2 to λm of cardinality at most κ.

2. There is a suitable generic structure ⟨⟨X, Y ⟩, C,∈,⊆ ⟩ for G(κ++) of cardinality less

than λm such that am is an order preserving from X ∪Y (actually here for κ+ we have

that X itself consists of ordinals and Y is unneeded) into λ+m+2
m .

3. am(max(X)) = max(rng(am)) is above all the elements of rng(am) in the order of the

extender Eλm .

4. dom(am) ∩ dom(fm) = ∅.

5. Am ∈ Eλm,am(max(X))
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6. min(Am) > | dom(am)|

7. for every α, β, γ ∈ rng(am) we have

α ≥Eλm
β ≥Eλm

γ implies

πλm,α,γ(ρ) = πλm,β,γ(πλm,α,β(ρ))

for every ρ ∈ π“λm,max rng(am),α(Am).

8. For every α > β in rng(am) and ρ ∈ Am

πλm,max(rng(am)),α(ρ) > πλm,max(rng(am)),β(ρ).

Let us turn now to the second component of a condition, i.e. to ⟨ b∼, B∼, g⟩. Main

differences (and complications) appear in this part-namely in the assignment function

b∼.

9. b∼ is a name, depending on ⟨⟨am, Am⟩ | m ≤ n⟩, of a partial function of cardinality less

or equal than
∪

m≤n λm.

The following conditions are satisfied:

(a) (Domain) There is a generic suitable structure ⟨⟨X, Y ⟩, C,∈,⊆ ⟩ for G(κ+3) of

cardinality less than or equal than
∪

m≤n λm such that

i. dom( b∼) = X ∪ Y ;

ii. for every Z ∈ X there is m ≤ n such that Z ∩ κ++ is in dom(am).

(b) ( Maximal model ) max(X) is a maximal (under ∈) model in dom( b∼)
Here its image will not necessary be the maximal model of the range. The com-

plication is due to the fact that now we will have models of different sizes in the

range of b and max(X) may correspond to a model of a size λm for some m < n.

In this case the following situation will be allowed:

Z1 ∈ Z2 ∈ Z and Z1 ̸∈ Z.

The choice of a size of b∼(A), for A ∈ dom( b∼)∩X, will be determined by A∩κ++.

Thus we require that there is a splitting of κ++ into intervals (determined by the

condition) which rule the correspondence of sizes.
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(c) ( Splitting into intervals ) There is a disjoint partition of κ++ into intervals ⟨si |
i < δ⟩, for some δ < λn, such that

• for each i < δ there is a unique m(i) ≤ n which is the index of λm(i) corre-

sponding to size of models in the sense of the next condition;

• let A ∈ dom( b∼) be a model of cardinality κ+ on the central line. Denote by

i(A) the unique i < δ such that A∩ κ++ belongs to si. b∼(A) will be a model

of size less than λm(i(A)).

(d) ( More on the maximal model ) The name b∼(A) can depend on all ⟨λk | k ≤ n⟩.
But we require that the image of the maximal model max(X) depends only on

λm(i(A0κ+ )). This is needed for the chain condition argument.

Note that b∼(max(X)) need not even contain every model of rng( b∼) even of car-

dinality λm(i(max(X))).

On the other hand models in the range ( of a bigger size ) can refer to ones of a

smaller sizes and then the last stop to be names for λi’s corresponding to their

size.

Suppose for simplicity that n = 1. Then we have only λ0 and λ1. So models over

κ1 can have sizes < λ0 and < λ1.

A non-pure extension over λ0 results in a condition over κ1 in which b acts in

order preserving (i.e. ∈ preserving) fashion only over the intervals corresponding

to λ1. The behavior on the intervals which correspond to λ0 is like the function

g of the condition, i.e. no order preservation is required. The number of models

then is not κ like in g, but rather < λ1.

If a non-pure extension is made over λ1, then we make such extension also over

λ0, κ0 and κ1.

(e) ( Weak order preserving condition ) Let A,B be in dom( b∼). If A ∈ B, then

b∼(A) ∈ b∼(B) (forced by the empty condition) or there is C ∈ B,C ∈ dom( b∼),
C ∩ κ++ in an interval corresponding to λ1 and b∼(A) ∈ b∼(C) ∈ b∼(B) (forced by

the empty condition).

(f) Suppose that Z ∈ dom( b∼) and Z ∩κ++ in the interval corresponding to λ1. Then

b∼(Z) depends only on λ1, i.e. it is a name in the forcing over λ1 without the

forcing over λ0.

(g) (Inclusion condition 1)
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Suppose that max(X) ∩ κ++ is in the interval corresponding to λ1.

Let η, η′ ∈ A1, η < η′. Then

• b∼(max(X))[η] ∈ b∼(max(X))[η′],

• if Z ∈ X ∩ C(max(X)), Z ∩ κ++ in the interval corresponding to λ1 and

πλn,max rng(a),a(Z∩κ++)(η
′) > η,

then either

b∼(max(X))[η] ∈ b∼(Z)[η
′]

or

the k-type realized by b∼(max(X))[η]∩H(χ+k) is in b∼(Z)[η
′], where k < ω is

the least such that b∼(Z)[η
′] ⊆ H(χ+k+1).

The same holds over any element of b∼(Z)[η
′], i.e. tpk(z, b∼(max(X))[η] ∩

H(χ+k)) ∈ b∼(Z)[η
′], for any z ∈ b∼(Z)[η

′].

We require in addition that this k > 2.

Let us allow the above also if b∼(Z)[η
′] ⊆ H(χ+ω). In this case we take k to

be any natural number above 2 and require that once we go up to the higher

levels then corresponding k’s increase (with n).

We cannot in general require only that

b∼(max(X))[η] ∈ b∼(Z)[η
′]

since the sequence C of a new generic suitable structure may go not through the

old maximal model. But still having the type inside Z will suffice.

Note that given η′ ∈ A1 the number of possibilities for η ∈ η′ ∩ A1 is bounded

by (η′0)+n+1, as η′ < (η′0)+n+2.

(h) If Z ∈ X and Z ∩ κ++ is in the interval corresponding to λ0, then either

i. b∼(Z) does not depend on λ1.

In this case we require that there is no models corresponding to λ1 below Z.

Or

ii. there is Z ′ ∈ X∩C(Z) with Z ′∩κ++ in the interval corresponding to λ1 such

that the empty condition forces “ b∼(Z
′) ∈ b∼(Z)”. Moreover, if ρ1, ρ2 ∈ A1

and πλ1,max(rng(a1)),a(Z′∩κ++)(ρ1) = πλ1,max(rng(a1)),a(Z′∩κ++)(ρ2), then for every

ν ∈ A0 we have b∼(Z)[ν, ρ1] = b∼(Z)[ν, ρ2].
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The intuition behind this condition is that the number of types inside a model of

cardinality below λ0 is too small to include all the types that may be generated by

picking different indiscernibles for λ1. In order to insure the chain condition will

put together two conditions say by realizing the type of one with smaller index

(in the increasing chain of κ++-many) inside an other with a bigger index. This

done as follows: first a model from the central line above the common part which

includes the low condition and below the upper one (except the kernel)should be

added. If Z is inside it, then it is in the common part and the condition below

takes care of such situation. If Z is not inside, then such model is in Z (since they

are on the central line). In this situation, it is enough to preserve on the side of

the images the order (∈) only in a weak sense (see the corresponding condition

above). This is easy since the cardinality of the image of Z is above λ0.

If there were not only λ0 and λ1, rather an infinite sequence, then still it possible

to play with this weak order preservation. Thus once we deal with a model of

certain cardinality (i.e. all its interpretations in given cardinality) take a model

of a bigger cardinality which includes all such interpretations, and as a name

depends only on indiscernibles corresponding to its cardinality. Now we are able

to add a model of smaller cardinality as a name which depends only on the last

model of this bigger cardinality.

(i) (Inclusion condition 0)

Suppose that max(X) ∩ κ++ in the interval corresponding to λ0.

Let η, η′ ∈ A0, η < η′, ξ ∈ A1. Then

• b∼(max(X))[η, ξ] ∈ b∼(max(X))[η′, ξ],

• if Z ∈ X ∩ C(max(X)), Z ∩ κ++ in the interval corresponding to λ0, the

maximal model in C(max(X)) which corresponds to λ1 belongs to Z and

πλn,max rng(a0),a(Z∩κ++)(η
′) > η,

then either

b∼(max(X))[η, ξ] ∈ b∼(Z)[η
′, ξ]

or

the k-type realized by b∼(max(X))[η, ξ]∩H(χ+k) is in b∼(Z)[η
′, ξ], where k < ω

is the least such that b∼(Z)[η
′, ξ] ⊆ H(χ+k+1).

The same holds over any element of b∼(Z)[η
′, ξ], i.e. tpk(z, b∼(max(X))[η, ξ]∩
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H(χ+k)) ∈ b∼(Z)[η
′, ξ], for any z ∈ b∼(Z)[η

′, ξ].

We require in addition that this k > 2.

Let us allow the above also if b∼(Z)[η
′, ξ] ⊆ H(χ+ω). In this case we take k to

be any natural number above 2 and require that once we go up to the higher

levels then corresponding k’s increase (with n).

(j) Y ∩ dom(g) = ∅.

(k) For every α ∈ Y and η ∈ A1, ξ ∈ A0

i. b∼[ξ, η](α) is a model of cardinality κ+n+1
n ,

ii. κ+n+1
n ⊆ b∼[ξ, η](α),

iii. cof(sup( b∼[ξ, η](α) ∩ κ+n+2
n )) = (η0)+n+2 or it is (ξ0)+n+2.

Note that all the cardinals κn, ..., κ
+n+1
n will correspond here to κ+. So, we need

to drop down to the indiscernibles (ξ0)+n+2 or (η0)+n+2 in order to get to κ++.

Next, let us address b′∼. First we explain the purpose of introducing it.

Thus let α ∈ Y ∩ dom( b∼), cof(α) = κ++ and b∼(α) is forced to have a cofinality

which corresponds to the indiscernible for λ+n+2
0 ( similarly, it may be a model

from a part of the partition corresponding to λ0). In such a case dom( b∼) may

contain increasing sequences of models of each size κ+ with unions bounded in

α. On the other hand the images are unbounded in b∼(α). Note that the order

preserving implies that dom( b∼) may contain at most one of such sequences. Now,

it is necessary for the chain condition of the forcing to be able to put together

two conditions both with such α inside but having in their b’s different sequences

of the type above.

Also suppose that a non-pure extension was made at λ0 and the central piste

reflects into α. We need to allow a possibility of being unbounded in α, in order

to keep λ1 closure of the forcing. Assume that we have a condition of this type

(i.e. models corresponding to λ1 are unbounded in α) and we like to extend the

central piste. How to reflect an extension to α? In this case we just move the

previous cofinal in α sequence (or its part that interferes with the new one) to b′

and replace it by a new one.

So the role of b′ is to allow to keep such different sequences inside a single condition.

Further in the definition of extensions we will allow to change b by replacing the

sequence to α which is inside b by one from b′.

At the next level n + 1 all models which appear in b′ will be required to appear
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in dom(b) of n+ 1-th level, and so will have different images.

(l) dom(b′∼) ⊆ X ∪ Y .

i. If α ∈ dom(b′∼), then for each ξ ∈ A0, η ∈ A1 we have cof(sup( b∼[ξ, η](α) ∩
κ+n+2
n )) = (ξ0)+n+2.

ii. If Z ∈ dom(b′∼), then for each ξ ∈ A0, η ∈ A1 we have cof(sup( b∼[ξ, η](Z) ∩
κ+n+2
n )) < (ξ0)+n+2.

iii. For every w ∈ dom(b′∼) (an ordinal or a model),

A. b′∼(w) is a function with domain a tree of sequences of models each of

them belongs to (X ∪ Y ) ∩ w.

B. rng(b′∼(w)) is a tree of models over κn with the set of their sup’s unbounded

in b∼(w).

C. dom( b∼) ∩
∪

w∈dom( b∼′) dom( b∼
′(w)) = ∅.

This condition insures that a same model does not correspond to different

ones via b together with b′.

D. If b∼ � w is replaced by one of branches of b′∼(w) (i.e. if t is such a branch,

then we take the last model Z of the central line of dom( b∼ � w) which

is below the first model of the central line of t and replace b∼ � w by

( b∼ � Z)⌢t), then the changed b will share the requirements on b stated

above.

E. Suppose that w is not limit of elements of dom(b). Let w∗ be its immediate

predecessor. Then for every ξ, ξ′ ∈ A0, η, η
′ ∈ A1 with ξ < ξ′ and η ≤ η′

we require the following:

if b∼(w
∗)[ξ, η] = b∼(w

∗)[ξ′, η′], then every t ∈ dom( b∼
′(w)[ξ, η]) we have

t ∈ b∼
′(w)[ξ′, η′] and ( b∼

′(w)[ξ, η])(t) = ( b∼
′(w)[ξ′, η′])(t).

If w is the least element of dom(b), then every t ∈ dom( b∼
′(w)[ξ, η]) we

have t ∈ b∼
′(w)[ξ′, η′] and ( b∼

′(w)[ξ, η])(t) = ( b∼
′(w)[ξ′, η′])(t).

Similar if w′ is any element dom(b), t ∈ dom( b∼
′(w′)[ξ, η]) and w ∈

w′∩dom(b) has an immediate predecessor w∗ (or just the least element in

which case w∗ is unneeded) such that b∼(w
∗)[ξ, η] = b∼(w

∗)[ξ′, η′], then t ∈
b∼
′(w′)[ξ′, η′] and ( b∼

′(w′)[ξ, η])(t � sup(w)) = ( b∼
′(w′)[ξ′, η′])(t � sup(w)).

This property allows us to prove κ++-c.c. of the final forcing. Thus

we arrange first the situation where ξ < ξ′ and η ≤ η′ just as in the ordi-

118



nary gap-2 forcing. Now over κn’s run the argument of 4.4. The crucial

point in it is to replace the value which the condition with a bigger index

obtain with ξ, and in the present situation with ξ, η, by the condition with

a smaller index. This should be done carefully over a common part of this

conditions. The item above insures that the relevant common part does

not change once the condition with a bigger index is evaluated according

to ξ′, η′.

Let us describe an additional relevant situation. It may occur as well

proving the chain condition once at one of the components say in λ0 a

non-direct extension was made.

Thus over κn we may have the following two condition:

both consist of an initial segment corresponding (via the splitting) to

λ0 having last models Z and Z ′ correspondingly and models M and M ′

above for λ1. Z and Z ′ are different and say Z ∈ Z ′, the same with M

and M ′ (i.e. M ∈ M ′). Assume that they have a common part which is

over κn is unbounded in both Z and Z ′. Now a non-direct extension was

made over λ0, so we no way to put Z and Z ′ together. Still there is a

need to combine two such conditions together without taking a non-direct

extension over λ1 or κn. The way of doing this will be as follows. We

either move Z ′ to b′ (of the extension of the second (’)-condition) and

replace it in b by Z together with M , where M is added as already was

described in the case of only direct extensions. Or, alternatively, we keep

Z ′ and add Z with M to b′.

(m) ¬ b∼
′ is a subset of X ∪ Y such that for each ξ ∈ A0, η ∈ A1 we have

i. dom( b∼
′[ξ, η]) ∩ ¬ b∼

′[ξ, η] = ∅,
ii. for any ξ′ ∈ A0, η

′ ∈ A1, ξ
′ > ξ, η′ ≥ η and t ∈ dom( b∼

′[ξ′, η′]) \ dom( b∼
′[ξ, η])

we require t ∈ ¬ b∼
′[ξ, η].

The reason for introducing ¬ b∼
′ is to insure the Prikry condition of the forcing.

Thus once running the standard argument for showing the Prikry condition we

take (at each level) non direct extensions and then combine them together into

a direct one. Without the above requirement it is possible to extend a given

forcing condition non directly by picking some ξ ∈ A0, η ∈ A1 and then to extend

further by adding to dom( b∼
′[ξ, η]) some t which belongs to dom( b∼

′[ξ′, η′]) for

some ξ′ ∈ A0, η
′ ∈ A1, ξ

′ > ξ, η′ ≥ η. Such addition may now contradict 9(l)iiiE.
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(n) g is the usual one (i.e. as in all short extenders forcings), it is a function from κ+3

to κn of cardinality at most κ.

Qn1 is defined in the usual fashion, only we have here more functions.

Definition 4.6.2 Qn1 consists of sequences ⟨⟨fm | m ≤ n⟩, g⟩ such that

1. for every m ≤ n, fm is a partial function from κ++ to λm of cardinality at most κ,

2. g is a partial function from κ+3 to κn of cardinality at most κ.

We have here intermediate non direct extensions between Qn0 and Qn1. Just it is possible

to take a non direct extension at each of λm’s (m ≤ n).

Turn now to the definition of the main forcing.

Definition 4.6.3 The set P consists of all sequences p = ⟨pn | n < ω⟩ so that

1. for every n < ω, pn ∈ Qn

2. there is ℓ(p) < ω such that

(a) for every n < ℓ(p), pn ∈ Qn1

(b) for every n ≥ ℓ(p), pn = ⟨⟨⟨anm, Anm, fnm⟩ | m ≤ n⟩, ⟨bn∼
, b′n∼

,¬b′n∼
, Bn∼

, gn⟩⟩ ∈ Qn0

(c) for every n, n′ ≥ ℓ(p),m ≤ min(n, n′) max(dom(anm)) = max(dom(an′m)) and

max(dom(bn∼
)) = max(dom(bn′

∼
))

(d) for every n ≥ n′ ≥ ℓ(p), for every m ≤ n,m′ ≤ n′, if m′ ≤ m, then dom(an′m′) ⊆
dom(anm)

(e) for every n,m, ℓ(p) ≤ n < ω,m ≤ n, and X ∈ dom(anm) the following holds:

for each k < ω the set

{(n′,m′) ∈ ω2 | ¬(an′m′(X) ∩H(χ+k) ≺ H(χ+k))}

is finite.

Turn now to bn∼
’s. Assume that n ≥ ℓ(p).

(f) For every A ∈ dom(bn∼
) ∪ dom(b′n∼

) we require that the cardinality of b∼n+1(A)

(or of b∼
′
n+1(A), if A ∈ dom(b′n∼

)) is above those of b∼n(A) (or those of b′n∼
(A))

respectively).
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(g) If α is as above in (9l) at the level n, then the sequences (i.e. models, ordinals

of their domains) of b′n∼
for α are incorporated together (i.e. in order preserving

fashion) inside b∼n+1 or alternatively inside b∼
′
n+1.

The rest of the requirements are similar to those of 4.4 with obvious adaptations.

Let us define the order ≤∗.

Definition 4.6.4 Let p = ⟨pn | n < ω⟩, q = ⟨qn | n < ω⟩ ∈ P . Set q ≤∗ p iff

1. ℓ(q) = ℓ(p),

2. for every n < ℓ(p), qn ≤Qn1 pn,

3. for every n, ℓ(p) ≤ n < ω, the following holds:

qn = ⟨⟨⟨a(q)nm, A(q)nm, f(q)nm⟩ | m ≤ n⟩, ⟨ b∼(q)n, b∼(q)
′
n,¬ b∼(q)

′
n, B∼(q)n, g(q)n⟩⟩ ≤Qn0

pn = ⟨⟨⟨a(p)nm, A(p)nm, f(p)nm⟩ | m ≤ n⟩, ⟨ b∼(p)n, b∼(p)
′
n,¬ b∼(p)

′
n, B∼(p)n, g(p)n⟩⟩, where

≤Qn0 is defined in the usual fashion with two additions:

• the partition used in qn can be refined (we allow to combine intervals together).

Note that it does not case problems with the chain condition of the forcing since

the number of elements used to define partitions is less than λn and we would like

to have κ++-c.c.

• b∼(p)
′
n extends b∼(q)

′
n,

• ¬ b∼(p)
′
n extends ¬ b∼(q)

′
n

The orders ≤ and → on P are defined now as in 4.4.

Let us turn to the main issue- the chain condition.

Lemma 4.6.5 The forcing ⟨P ,→ ⟩ satisfies κ++-c.c.

Proof. The proof mainly repeats the corresponding proof in 4.4. An additional point used

in order to show the compatibility was explained in 4.6.1(9(l)iiiE).

�
Force with ⟨P ,→ ⟩. Let G(P) be a generic set. By the lemmas above no cardinals are

collapsed. Let ⟨νn | n < ω⟩ denotes the diagonal Prikry sequence added for the normal

measures of the extenders ⟨Eλn | n < ω⟩ and ⟨ρn | n < ω⟩ those for ⟨Eκn | n < ω⟩.
Then the following analog of 4.5.1 holds:
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Theorem 4.6.6 The following hold in V [G(P ′(θ)) ∗G(P)]:

(1) cof(
∏

n<ω ν
+n+2
n / finite ) = κ++.

(2) cof(
∏

n<ω ρ
+n+2
n / finite ) = κ+3.

Moreover, there is a scale ⟨H∗
τ | τ < κ+3⟩

in
∏

n<ω ρ
+n+2
n / finite with the following special property:

(∗∗) for every τ < κ+3,

(a) if cof(τ) = κ++, then H∗
τ is an exact upper bound of ⟨H∗

µ | µ < τ⟩ and for all but

finitely many n < ω, cof(H∗
τ (n)) = ν+m+2

m , for some m ≤ n;

(b) if cof(τ) < κ++, then for all but finitely many n < ω, cof(H∗
τ (n)) < ν+n+2

n ;

(c) for every converging to infinity sequence ⟨mk | k < ω⟩ (not necessary increasing),

there are unboundedly many τ < κ+3 of cofinality κ++ such that for all but finitely

many n < ω, cof(H∗
τ (n)) = ν+mn+2

mn
.

(3) For every unbounded subset a of κ consisting of regular cardinals and disjoint to both

{ν+n+2
n | n < ω} and {ρ+n+2

n | n < ω}, for every ultrafilter D over a which includes all

co-bounded subsets of κ we have

cof(
∏

a/D) = κ+.
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Chapter 5

Gaps from optimal assumptions

Our aim here will be to present constructions in which the power of a singular cardinal may

be arbitrary large starting from the weakest possible assumption:

∃κ∀n < ω∃α < κ(o(α) = α+n).

5.1 ℵ1–gap and infinitely many drops in cofinalities

5.1.1 Preliminary settings

Let κ be a singular cardinal of cofinality ω such that for each γ < κ and n < ω there is

α, γ < α < κ, such that o(α) = α+n. We fix a sequence of cardinals κ0 < κ1 < ... < κn <

..., n < ω so that

•
∪

n<ω κn = κ

• for every n < ω, κn is κ+n+2
n - strong as witnessed by an extender Eκn

• for every n < ω, the normal measure of Eκn concentrates on

τ ’s which are τ+n+2 + ω1 - strong as witnessed by a coherent sequence of extenders

⟨Eτξ|ξ < ω1⟩

Fix also an increasing sequence ⟨λn|n < ω⟩ such that

• λ0 < κ0

• κn−1 < λn < κn, for every n, 0 < n < ω

• for every n < ω, λn is λ+n+2
n - strong as witnessed by an extender Eλn
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Our aim will be to make 2κ = κ+ω1+1. There is nothing special here in choosing ω1. The

same construction will work if we replace everywhere ω1 by an ordinal η, η < λ0. Actually,

replacing the original λ0 by a bigger one, we can deal similar with any η < κ. Note that for

finite η’s our assumption is not anymore optimal and for countable η’s the result was already

known, see the detailed discussion in [5].

Force first with the preparation forcing P ′(κ+ω1+1) of Chapter 2 with θ = κ+ω1+1. Then

the main forcing will produce the following PCF structure. We assign to κ++ at a level n

the indiscernible η+n+2
n , where ηn is the indiscernible for the normal measure of the extender

Eλn . The correspondence between regular cardinals in the interval [κ+3, κ+ω1+1] will be as

follows: we assign to κ+ω1+1 at a level n the indiscernible ρ+n+2
n , where ρn is the indiscernible

for the normal measure of the extender Eκn . Let ⟨ρnα|α < ω1⟩ be the Magidor sequence

corresponding to the normal measures of Eρn the one used in the extender based Magidor

forcing ( see [13]) to change cofinality of ρn to ω1. For every α, 1 < α < ω1, we assign ρ+n+2
nα

to κ+α+1.

The role of λn’s is to produce the first drop. It is possible to incorporate them into Magidor

sequences as their first elements. It seems a bit more convenient to separate the first drop.

5.1.2 Projections

Let p = ⟨⟨A0τ , A1τ , Cτ ⟩ | τ ∈ [κ+, κ+ω1+1] ∩ Cardinals⟩ ∈ P ′(κ+ω1+1). Suppose that η is a

regular cardinal in [κ+, κ+ω1+1]. We would like to define p � η - the restriction of p to η.

Thus if A ∈ A1τ , τ ∈ [κ+, η] ∩ Cardinals, then set A � η = A ∩H(η+). Define

A1τ � η = {A � η | A ∈ A1τ}, Cτ � η = {A � η | A ∈ Cτ},

for every τ ∈ [κ+, η] ∩ Cardinals and

p � η = ⟨⟨A0τ � η, A1τ � η, Cτ � η⟩ | τ ∈ [κ+, η] ∩ Cardinals⟩.

Lemma 5.1.1 Suppose that η is a regular cardinal in [κ+, κ+ω1+1] and p ∈ P ′(κ+ω1+1). Then

p � η ∈ P ′(η).

Proof. Let p = ⟨⟨A0τ , A1τ , Cτ ⟩ | τ ∈ [κ+, κ+ω1+1] ∩ Cardinals⟩. Note that if A,B ≺
H(κ+ω1+2), A,B ⊇ κ+, |A|, |B| ≤ η and A ∈ B, then A � η ∈ B � η. Thus, if η = κ+ω1+1,

then A � η = A,B � η = B. If η < κ+ω1+1, then H(η+) ∈ B, which implies A ∩H(η+) ∈ B,

but |A| ≤ η, hence A ∩H(η+) ∈ H(η+).

This implies that ⟨Cτ � η | τ ∈ [κ+, η] ∩ Cardinals⟩ ∈ P ′′′(η), i.e. the restriction of central
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lines of p satisfies the definition of central lines of P ′(η), see Definition 2.2.1(Chapter 2).

The rest follows now by induction on complexity of pistes.

�
Note that if G is a generic subset of P ′(κ+ω1+1), then G � η := {p � η | p ∈ G} is never

generic for P ′(η), since it is possible to extend an arbitrary condition q ∈ P ′(η) to one with

a maximal model (say those of cardinality κ+) which is not of the form A ∩H(η+) for any

A ≺ H(κ+ω1+2).

It is possible under the same lines to deal with arbitrary regular θ instead of κ+ω1+1. The

following holds:

Lemma 5.1.2 Let p = ⟨⟨A0τ , A1τ , Cτ ⟩ | τ ∈ s⟩ ∈ P ′(θ) and η ∈ s is a regular cardinal.

Then p � η ∈ P ′(η).

Define now restrictions of suitable structures.

Let X = ⟨X,E,C,∈,⊆ ⟩ be a suitable structure, p(X) = ⟨⟨A0τ (X), A1τ (X), Cτ (X) | τ ∈ s(X)⟩
the corresponding condition in P ′(θ)( see Definition 2.4.6)and η a regular cardinal in s(X).

Set X � η to be the suitable structure generated by p(X) � η.

5.2 Level n

Fix G(P ′(κ+ω1+1)) be a generic subset of P ′(κ+ω1+1).

Let n < ω. We describe the forcing used at the level n of the construction.

Definition 5.2.1 Let Qn0 be the set consisting of pairs of triples ⟨⟨a,A, f⟩, ⟨ b∼, B, g⟩⟩ so
that:

1. f is partial function from κ+2 to λn of cardinality at most κ.

2. There is a suitable generic structure X = ⟨X,E,C,∈,⊆ ⟩ with the corresponding

condition p(X) = ⟨⟨A0τ (X), A1τ (X), Cτ (X) | τ ∈ s(X)⟩ and |
∪

τ∈s(X)A
1τ (X)| < λn (this

is basically the total number of structures in X), such that

a is an order preserving function from the set {Z ∩ κ++ | Z ∈ Cκ+
(X)} to λ+n+2

n .

3. a(X ∩ κ++) = max(rng(a)) is above all the elements of rng(a) in the order of the

extender Eλn .

4. dom(a) ∩ dom(f) = ∅
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5. A ∈ Eλn,a(max(a))

6. min(A) > |
∪

τ∈s(X) A
1τ (X)|.

7. for every ordinals α, β, γ in rng(a) we have

α ≥Eλn
β ≥Eλn

γ implies

πλn,α,γ(ρ) = πλn,β,γ(πλn,α,β(ρ))

for every ρ ∈ π′′
λn,max rng(a),α(A).

Let us turn now to the second component of a condition, i.e. to ⟨ b∼, B, g⟩.

8. g is a partial function from κ+ω1+1 to Vκn of cardinality at most κ.

It will be further convenient to view it as a sequence of functions ⟨gα | 1 < α ≤ ω1⟩.
This function as usual is needed to hide the actual correspondence once a non-direct

extension was made. Here, once a non-direct extension was used somewhere over λn or

in the Extender Based Magidor forcing over κn, we will make one which chooses ρnω1

(the ω1-th, the largest element of the Magidor sequence for κn) and from this point g

will be combined with b∼ hiding the information.

9. B = ⟨Bα | 1 < α ≤ ω1⟩ such that for every α, 1 < α ≤ ω1, we have

(a) Bα ∈ Eκn,α,ζα , i.e. it is a set of ζα-th measure one in the extender Eκn,α,
1 where ζα

is large enough (in the order of the extender Eκn,α) to include all the possibilities

for rng( b∼α) which will be defined below.

Note that in Chapter 4 we used names sets of measure one instead. It is possible

to do the same there and to work with actual sets just choosing large enough ζ’s.

10. b∼ = ⟨ b∼α | 1 < α ≤ ω1⟩ is a name, depending on ⟨a,A⟩, of a partial functions bα of

cardinality less than λn.

For each α, 1 < α ≤ ω1, and η ∈ A the interpretation bα∼
[η] of b∼α according to η

satisfies the following conditions.

(a) There is a suitable structure Xαη at the level κn (actually at the α-th member ρnα

of the Magidor sequence at level n), such that

1in the Merimovich paper [13] a single set is used instead of a sequence B here, but since we deal only
with a small relatively to κ number of extenders, the present setting is equivalent to those of [13].
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i. b∼α[η] is an isomorphism between X � κ+α+1 and Xαη,

ii. for every Z ∈ A1κ+
(X � κ+α+1) we have

πλn,max(rng(a)),a(Z∩κ++)(η) = b∼α[η](Z) ∩ ((η)0)+n+2.

In particular,

η = b∼α[η](A
0κ+

(X � κ+α+1)) ∩ ((η)0)+n+2.

iii. for every τ, 1 < τ ≤ α and Z ∈ A1κ+τ+1
(X � κ+α+1) we have b∼α[η](Z) a

name of a structure of cardinality ρ
∼

+n+2
nτ (where ρnτ is the τ -th element of

the Magidor sequence) depending only on the the τ -th member of the Magi-

dor sequence at level n which is not yet determined.

If say we have some β, 1 ≤ β ≤ τ and Y ∈ A1κ+β+1
(X � κ+α+1) and

Z ∈ Y , then the name b∼α[η](Z) should belong to to any interpretation of

b∼α[η](Y ), according to the β-th member of the Magidor sequence, if β > 1

and b∼α[η](Z) ∈ b∼α[η](Y ), if β = 1.

Note that, say with β = 1, the set of possible values of ρ
∼τ has cardinality κn

which is much larger than the size of the model b∼α[η](Y ) (which is below λn).

Only the name of the image of Z is inside b∼α[η](Y ), but by the elementar-

ity also the Extender Based Magidor forcing is inside. So, after preforming

the forcing the model b∼α[η](Y ) expends to one which includes the Magidor

sequence and the interpretation of the image of Z.

This way the following connection will be established:

κ++ to η+n+2
n , where ηn is an indiscernible (one element Prikry) for λn;

κ+τ+1 to ρ+n+2
nτ , for every τ, 1 < τ ≤ α.

(b) (Dependence) Let Z ∈ A1κ+τ+1
for some τ, 1 < τ ≤ α. There are β1 < β2 < ... <

βk < α such that

• τ ∈ {2, β1, ..., βk}.
• b∼α(Z) depends on the values of a(Z ∩ κ++) over λn and b∼βi

(Z � κ+βi+1),

i = 1, ..., k.

• If Z = A0κ+τ+1
(X � κ+α+1), then b∼α(Z) depends only on the values of a(Z ∩

κ++) in case τ = 2 and on a(Z ∩ κ++), b∼τ (Z � κ+τ+1), if τ > 2.

(c) (Inclusion condition for cardinality κ++) Let η, η′ ∈ A, η < η′. Then

• b∼α(A
0κ++

(X � κ+α+1))[η] ∈ b∼α(A
0κ++

(X � κ+α+1))[η′],

127



• if Z ∈ Cκ++
(X � κ+α+1)) and

πλn,max rng(a),a(Z∩κ++)(η
′) > η,

then either

b∼α(A
0κ++

(X � κ+α+1))[η] ∈ b∼α(Z)[η
′, ν1, ..., νm]

or

the k-type realized by b∼α(A
0κ++

(X � κ+α+1))[η]∩H(χ+k) is in b∼α(Z)[η
′, ν1, ..., νm],

where ν1, ..., νm are the elements of the Magidor sequence on which Z depends

and k < ω is the least such that b∼α(Z)[η
′, ν1, ..., νm] ⊆ H(χ+k+1).

The same holds over any element of b∼α(Z)[η
′, ν1, ..., νm], i.e. tpk(z, b∼α(A

0κ++
(X �

κ+α+1))[η] ∩H(χ+k)) ∈ b∼α(Z)[η
′, ν1, ..., νm], for any z ∈ b∼α(Z)[η

′, ν1, ..., νm].

We require in addition that this k > 2.

Let us allow the above also if b∼α(Z)[η
′, ν1, ..., νm] ⊆ H(χ+ω). In this case we

take k to be any natural number above 2 and require that once we go up to

the higher levels then corresponding k’s increase (with n).

We cannot in general require only that

b∼α(A
0κ++

(X � κ+α+1))[η] ∈ b∼α(Z)[η
′, ν1, ..., νm]

since the sequence C of a new generic suitable structure may go not through the

old maximal model. But still having the type inside Z will suffice.

Note that given η′ ∈ A the number of possibilities for η ∈ η′ ∩A is bounded by

(η′0)+n+1, as η′ < (η′0)+n+2.

(d) (Inclusion condition for cardinalities above κ++) Let τ, 1 < τ ≤ α be an ordinal.

We formulate a condition similar to the one above, but for structures of size κ+τ+1.

Let η, η′ ∈ A, η < η′, ρ, ρ′ ∈ Bτ , ρ < ρ′. Then

• b∼α(A
0κ+τ+1

(X � κ+α+1))[η, ρ] ∈ b∼α(A
0κ+τ+1

(X � κ+α+1))[η, ρ′], we mean by

this the interpretations according the values of a τ -th member of the Magidor

sequence (i.e. ρ = ρ
∼nτ or ρ′ = ρ

∼nτ ).

• b∼α(A
0κ+τ+1

(X � κ+α+1))[η, ρ] ∈ b∼α(A
0κ+τ+1

(X � κ+α+1))[η′, ρ′].

• If Z ∈ Cκ+τ+1
(X � κ+α+1)) and

πλn,max rng(bτ ),b(Z�κ+τ+1)(ρ
′) > ρ,
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then either

b∼α(A
0κ+τ+1

(X � κ+α+1))[η, ρ] ∈ b∼α(Z)[η, ρ
′, ν1, ..., νm]

or

the k-type realized by b∼α(A
0κ+τ+1

(X � κ+α+1))[η, ρ] ∩H(χ+k)

is in b∼α(Z)[η, ρ
′, ν1, ..., νm], where ν1, ..., νm are the rest of elements of the

Magidor sequence on which Z depends and k < ω is the least such that

b∼α(Z)[η, ρ
′, ν1, ..., νm] ⊆ H(χ+k+1).

The same holds over any element of b∼α(Z)[η, ρ
′, ν1, ..., νm],

i.e. tpk(z, b∼α(A
0κ+τ+1

(X � κ+α+1))[η, ρ] ∩ H(χ+k)) ∈ b∼α(Z)[η, ρ
′, ν1, ..., νm],

for any z ∈ b∼α(Z)[η, ρ
′, ν1, ..., νm].

We require in addition that this k > 2.

Let us allow the above also if b∼α(Z)[η, ρ
′, ν1, ..., νm] ⊆ H(χ+ω). In this case

we take k to be any natural number above 2 and require that once we go up

to the higher levels then corresponding k’s increase (with n).

• The previous item with η replaced in b∼α(Z) by η′.

11. For each α, 1 < α ≤ ω1, the following holds:

{τ < κ+α+1 | τ ∈ dom( b∼α)} ∩ dom(g) = ∅.

12. For every α, 1 < α ≤ ω1, ν ∈ A, ξ1 ∈ Bβ1 , ξ2 ∈ Bβ2 , ξ3 ∈ Bβ3 , with β1, β2, β3 < α, and

every ordinals µ, ρ, η which are elements of rng( b∼α)[ν, ξ1, ξ2, ξ3] or actually the ordinals

coding models in rng( b∼α)[ν, ξ1, ξ2, ξ3] we have

µ ≥Eκn,α ρ ≥Eκn,α η implies

πκn,µ,η(δ) = πκn,ρ,η(πκn,µ,ρ(δ))

for every δ ∈ π′′
κn,max rng( b∼α[ν,ξ1,ξ2,ξ3]),µ

(Bα) \max(ξ1, ξ2, ξ3).

We define now Qn1 and ⟨Qn,≤n,≤∗
n ⟩ similar to the corresponding notions of Chapter 4.

The only new point here is that the Extender Based Magidor forcing is used here instead of

a trivial one element Prikry forcing in Chapter 4.

Definition 5.2.2 Suppose that ⟨⟨a,A, f⟩, ⟨ b∼, B, g⟩⟩ and ⟨⟨a′, A′, f ′⟩, ⟨ b∼
′, B′, g′⟩⟩ are two el-

ements of Qn0. Define

⟨⟨a,A, f⟩, ⟨ b∼, B, g⟩⟩ ≥Qn0 ⟨⟨a′, A′, f ′⟩, ⟨ b∼
′, B′, g′⟩⟩

iff
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1. f ⊇ f ′.

2. For each α, 1 < α ≤ ω1,

gα ⊇ g′α.

3. a ⊇ a′.

4. π′′
λn,max(a),max(a′)A ⊆ A′.

5. For each α, 1 < α ≤ ω1,

b∼α extends b′∼α,

according to the appropriate projections of measure one sets. This means just that the

empty condition of (one element Prikry forcing followed by Extender Based Magidor)

forces the inclusion.

6. For each α, 1 < α ≤ ω1, we have

π′′
κn,α,ζnα,ζ′nα

[Bα] ⊆ B′
α,

where ζnα, ζ
′
nα denote the measures of the extender Eκn,α to which Bα and B′

α belong.

Definition 5.2.3 Qn1 consists of triples ⟨f, g, t⟩ such that

1. f is a partial function from κ++ to λn of cardinality at most κ,

2. t is a condition in the Extender Based Magidor forcing of the length ω1 over some

ρ(t), λn < ρ(t) < κn.

3. g = ⟨gα | 1 < α ≤ ω1⟩.
For each α, 1 < α ≤ ω1, the following holds: gα is function from κ+α+1 of cardinality

at most κ such that for each ξ ∈ dom(gα) we have gα(ξ) = ⟨ρ, ν∼⟩, for some ρ < κn

and a name in the extender based Magidor forcing over ρ corresponding to the α-th

member of the Magidor sequence.

Again, ν∼ can be viewed as void if this forcing is undefined or does not have µ-th

sequence.

Note that we do not require that necessarily ρ = ρ(t).

Define a partial order ≤1 over Qn1.

Definition 5.2.4 Let ⟨f, g, t⟩, ⟨f ′, g′, t′⟩ ∈ Qn1. Then ⟨f, g, t⟩ ≤1 ⟨f ′, g′, t′⟩ iff
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1. f ′ ⊇ f ,

2. g′α ⊇ gα, for each α, 1 < α ≤ ω1,

3. t′ extends t in the Extender Based Magidor forcing.

Definition 5.2.5 Set Qn = Qn0 ∪Qn1. Define ≤∗
n=≤Qn0 ∪ ≤Qn1 .

Define now a natural projection to the first coordinate:

Definition 5.2.6 Let p ∈ Qn. Set (p)0 = p, if p ∈ Qn1 and let (p)0 = ⟨a,A, f⟩, if p ∈ Qn0 is

of the form ⟨⟨a,A, f⟩, ⟨ b∼, B, g⟩⟩.
Let (Qn)0 = {(p)0 | p ∈ Qn}.

Definition 5.2.7 Let p, q ∈ Qn. Then p ≤n q iff either

1. p ≤∗
n q

or

2. p = ⟨⟨a,A, f⟩, ⟨ b∼, B, g⟩⟩ ∈ Qn0, q = ⟨e, h, t⟩ ∈ Qn1 and the following hold:

(a) e ⊇ f

(b) h = ⟨hα | 1 < α ≤ ω1⟩ and for each α, 1 < α ≤ ω1 we have hα ⊇ gα

(c) t extends the Extender Based Magidor part of p, decides ρnω1 and ρ(t) = ρnω1

(d) dom(e) ⊇ dom(a)

(e) e(max(dom(a))) ∈ A

(f) for every β ∈ dom(a), e(β) = πλn,a(max(dom(a)),a(β)(e(max(dom(a)))

(g) for every α, 1 < α ≤ ω1 we have dom(hα) ⊇ dom( b∼α) ∩ A1κ+α+1
(κ+α+1)

(h) for every α, 1 < α ≤ ω1 we require that

• for every β ∈ dom( b∼α) ∩ A1κ+α+1
(κ+α+1)

hα(β) = ⟨ρ(t), the interpretation of b∼α(β) after ρ(t) = ρnω1

and probably other members of the Magidor sequence are determined in t⟩

Definition 5.2.8 The set P consists of all sequences p = ⟨pn | n < ω⟩ so that

1. for every n < ω, pn ∈ Qn
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2. there is ℓ(p) < ω such that

(a) for every n < ℓ(p), pn ∈ Qn1

(b) for every n ≥ ℓ(p), pn = ⟨⟨an, An, fn⟩, ⟨ b∼n, Bn, gn⟩⟩ ∈ Qn0

(c) for every n,m ≥ ℓ(p), max(dom(an)) = max(dom(am)) and max(dom( b∼n)) =

max(dom( b∼m))

(d) for every n ≥ m ≥ ℓ(p), dom(am) ⊆ dom(an) and dom( b∼m)) ⊆ dom( b∼n)

(e) for every n, ℓ(p) ≤ n < ω, and X ∈ dom(an) the following holds:

for each k < ω the set

{m < ω | ¬(am(X) ∩H(χ+k) ≺ H(χ+k))}

is finite.

(f) for every n, ℓ(p) ≤ n < ω, and X ∈ dom( b∼n) the following holds:

for each k < ω the set

{m < ω | ∃ν⃗∃α, 1 < α ≤ ω1, b∼mα[ν⃗] is defined, and (¬( b∼mα(X)[ν⃗]∩H(χ+k) ≺ H(χ+k)))}

is finite.

We define the orders ≤,≤∗ as in the previous chapters.

Definition 5.2.9 Let p = ⟨pn | n < ω⟩, q = ⟨qn | n < ω⟩ be in P . Define

1. p ≥ q iff for each n < ω, pn ≥n qn

2. p ≥∗ q iff for each n < ω, pn ≥∗
n qn

Definition 5.2.10 Let p = ⟨pn | n < ω⟩ ∈ P . Set (p)0 = ⟨(pn)0 | n < ω⟩.
Define (P)0 = {(p)0 | p ∈ P}.

Finally, the equivalence relation ←→ and the order → are defined on (P)0 exactly as it

was done in Chapter 4. We extend → to P as follows:

Definition 5.2.11 Let p = ⟨pn | n < ω⟩, q = ⟨qn | n < ω⟩ ∈ P . Set q → p iff

1. (q)0 → (p)0

2. ℓ(p) ≥ ℓ(q)
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3. for every n < ℓ(p), pn extends qn

4. for every n ≥ ℓ(p), let pn = ⟨⟨an, An, fn⟩, ⟨ b∼n, Bn, gn⟩⟩ and qn = ⟨⟨a′n, A′
n, f

′
n⟩, ⟨ b∼

′
n, B

′
n, g

′
n⟩⟩.

Require the following:

(a) gn ⊇ g′n

(b) there is b∼
′′
n = ⟨ b∼nα | 1 < α ≤ ω1⟩ such that for every α, 1 < α ≤ ω1,ν, ν

′ ∈ An

the following holds:

i. dom( b∼
′
nα) = dom( b∼

′′
nα)

ii. π′′
κn,α,ζ(Bnα),ζ(B′

nα)
Bnα ⊆ B′

nα,

where ζ(Bnα), ζ(B
′
nα) the indexes of the measures of Enα to which Bnα and

B′
nα belong.

iii. b∼n[ν] extends b∼
′′
n[ν

′] and for each ν⃗ and its projection ν⃗ ′ we have

b∼n[ν
⌢ν⃗] extends b′′∼n[ν

′⌢ν⃗ ′]

iv. rng( b∼
′
n)[ν

′⌢ν⃗ ′]←→kn rng( b∼
′′
n)[ν

′⌢ν⃗ ′], where ν ′, ν⃗ ′ are as above and kn is the

kn’s member of a nondecreasing sequence converging to the infinity.

v. rng( b∼
′
n)[ν

′⌢ν⃗ ′] � κ+n+1 = rng( b∼
′′
n)[ν

′⌢ν⃗ ′] � κ+n+1.

5.3 Basic Lemmas

In this section we study the properties of the forcing ⟨P,≤,≤∗ ⟩ defined in the previous

section.

Lemma 5.3.1 Let p = ⟨pk | k < ω⟩ ∈ P, pk = ⟨⟨ak, Ak, fk⟩, ⟨bk∼
, Bk, gk⟩⟩ for k ≥ ℓ(p) and X

be a model appearing in an element of G(P ′(κ+ω1+1)). Suppose that

(a) X ̸∈
∪

ℓ(p)≤k<ω dom( b∼k) ∪ dom(gk)

(b) X is a successor model or if it is a limit one with cof(otp|X|(X)− 1) > κ

Then there is a direct extension q = ⟨qk | k < ω⟩, qk = ⟨⟨a′k, A′
k, f

′
k⟩, ⟨ b∼

′
k, B

′
k, gk⟩⟩ for

k ≥ ℓ(q), of p so that starting with some n ≥ ℓ(q) we have X � κ++ ∈ dom(a′k) and

X � κ+α+1 ∈ dom(b′∼kα) for each k ≥ n, 1 < α ≤ ω1.

The proof is similar to those of the corresponding lemma in Chapters 1, 2.

Next three lemmas transfer directly from Chapters 1, 2.

133



Lemma 5.3.2 Let n < ω. Then ⟨Qn0,≤0 ⟩ does not add new sequences of ordinals of the

length < λn, i.e. it is (λn,∞) – distributive.

Lemma 5.3.3 ⟨P ,≤∗ ⟩ does not add new sequences of ordinals of the length < λ0.

Lemma 5.3.4 ⟨P ,≤∗ ⟩ satisfies the Prikry condition.

Let us turn now to the chain condition lemma. The proof will be similar to those of 4.4.5.

Lemma 5.3.5 ⟨P ,→ ⟩ satisfies κ++-c.c.

Proof.

Suppose otherwise. Work in V . Let ⟨p
∼ζ | ζ < κ++⟩ be a name of an antichain of the

length κ++. Using the strategic closure of P ′, we find an increasing sequence

⟨⟨⟨A0τ
ζ , A1τ

ζ , Cτ
ζ ⟩ | τ ∈ Reg ∩ [κ+, κ+ω1+1]⟩ | ζ < κ++⟩

of elements of P ′(κ+ω1+1) and a sequence ⟨pζ | ζ < κ++⟩ so that for every ζ < κ++ the

following hold:

(a) ⟨⟨A0τ
ζ+1, A

1τ
ζ+1, C

τ
ζ+1⟩ | τ ∈ Reg ∩ [κ+, κ+ω1+1]⟩ 
 p

∼ζ ≤ p̌ζ ,

(b)
∪

β<ζ A
0τ
β = A0τ

ζ , if ζ is a limit ordinal and τ ∈ Reg ∩ [κ+, κ+ω1+1],

(c) τ>A0τ
ζ+1 ⊆ A0τ

ζ+1,

(d) A0τ
ζ+1 is a successor model,

(e) ⟨⟨⟨A0τ ′
µ , A1τ ′

µ , Cτ ′
µ ⟩ | τ ′ ∈ Reg∩ [κ+, κ+ω1+1]⟩ | µ < ζ⟩ ∈ A0τ

ζ+1, for every τ ∈ [κ+, κ+ω1+1],

(f) for every ζ ≤ β < κ++, τ ∈ [κ+, κ+ω1+1] we have

Cτ
ζ (A

0τ
ζ ) is an initial segment of Cτ

β(A
0τ
β ),

(g) pζ = ⟨pζn | n < ω⟩,

(h) for every n ≥ l(pζ)

– A0κ+

ζ+1 ∩ κ++ is the maximal ordinal of dom(aζn) and A0κ+

ζ ∩ κ++ ∈ dom(aζn),

– A0κ+

ζ+1 is the maximal model of dom( b∼ζn) and A0κ+

ζ ∈ dom( b∼ζn),

134



where pζn = ⟨⟨aζn, Aζn, fζn⟩, ⟨ b∼ζn, Bζn, gζn⟩⟩.
Actually this condition is the reason for not requiring the equality in (a) above.

Let pζn = ⟨⟨aζn, Aζn, fζn⟩, ⟨ b∼αn, Bαn, gαn⟩⟩ for every ζ < κ++ and n ≥ l(pζ).

Let ζ < κ++. Fix some

⟨⟨B0τ
ζ+1, B

1τ
ζ+1, D

τ
ζ+1⟩ | τ ∈ Reg∩[κ+, κ+ω1+1]⟩ ≤P ′ ⟨⟨A0τ

ζ+1, A
1τ
ζ+1, C

τ
ζ+1⟩ | τ ∈ Reg∩[κ+, κ+ω1+1]⟩

which witnesses a generic suitability of structure dom( b∼ζn) for each n, l(pζ) ≤ n < ω, as in

Definition 5.2.1, i.e. ⟨⟨B0τ
ζ+1, B

1τ
ζ+1, D

τ
ζ+1⟩ | τ ∈ Reg ∩ [κ+, κ+ω1+1]⟩ = p(X), for some suitable

generic structure X. Note that B0τ
ζ+1 need not be in Cτ

ζ+1(A
0τ
ζ+1) and even if it does, then

Dτ
ζ+1(B

0τ
ζ+1) need not be an initial segment of Cτ

ζ+1(A
0τ
ζ+1). By the definition of the order ≤P ′

there are m < ω and E1, ..., Em ∈
∪

τ∈Reg∩[κ+,κ+ω1+1]A
1τ
ζ+1 such that

swt(⟨⟨A0τ
ζ+1, A

1τ
ζ+1, C

τ
ζ+1⟩ | τ ∈ Reg ∩ [κ+, κ+ω1+1]⟩, E1, ..., Em) and

⟨⟨B0τ
ζ+1, B

1τ
ζ+1, D

τ
ζ+1⟩ | τ ∈ Reg ∩ [κ+, κ+ω1+1]⟩

are as in the definition of the order of P ′ (Chapter 1,1.1.15, Chapter 2,2.2.6).

By Lemma 5.3.1 it is possible to add all Ei(i = 1, ...,m) to dom( b∼ζn), for a final segment

of n’s. By adding and taking non-direct extension if necessary, we can assume that Ei’s are

already in dom( b∼ζn), for every n ≥ l(pζ).

Now we can apply the opposite switch (i.e. the one starting with Em, then Em−1, ...,and

finally E1 ) to dom( b∼ζn) (and the corresponding to it under bζn to rng( b∼ζn)). Denote the

result still by b∼ζn.

Finally, ⟨⟨A0τ
ζ+1, A

1τ
ζ+1, C

τ
ζ+1⟩ | τ ∈ Reg ∩ [κ+, κ+ω1+1]⟩ will witness a generic suitability of

structure dom( b∼ζn) for each n, l(pζ) ≤ n < ω.

In particular, we have now that the central line of dom( b∼ζn,τ ) is a part of Cτ
ζ+1(A

0τ
ζ+1) and

A0τ
ζ is on it, for every n, l(pζ) ≤ n < ω.

Shrinking if necessary, we assume that for all ζ, ξ < κ++ the following holds:

(1) ℓ = ℓ(pζ) = ℓ(pξ),

(2) for every n < ℓ, pζn and pξn are compatible in Qn1,

(3) for every n, ℓ ≤ n < ω, ⟨dom(fζn) | ζ < κ++⟩ and ⟨dom(gζn) | ζ < κ++⟩ form a

∆-system with the kernel contained in A0κ+

0 ,

(4) for every n, ω > n ≥ ℓ, rng(aζn) = rng(aξn),
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(5) for every n, ω > n ≥ ℓ, Aζn = Aξn,

(6) for every n, ω > n ≥ ℓ, Bζn = Bξn,

(7) for every n, ω > n ≥ ℓ, η ∈ Aζn and ν⃗ from appropriate Bζn’s we have rng b∼ζn[η, ν⃗] =

rng b∼ξn[η, ν⃗].

Shrink now to the set S consisting of all the ordinals below κ++ of cofinality κ+. Let ζ

be in S. For each n, ℓ ≤ n < ω, there will be β(ζ, n) < ζ such that

dom( b∼ζn) ∩ A0κ+

ζ ⊆ A0κ+

β(ζ,n).

Just recall that dom( b∼ζn) is not actually a name and | dom( b∼ζn)| < λn. Shrink S to a

stationary subset S∗ so that for some ζ∗ < minS∗ of cofinality κ+ we will have β(ζ, n) < ζ∗,

whenever ζ ∈ S∗, ℓ ≤ n < ω. Now, the cardinality of A0κ+

ζ∗ is κ+. Hence, shrinking S∗ if

necessary, we can assume that for each ζ, ξ ∈ S∗, ℓ ≤ n < ω

dom( b∼ζn) ∩ A0κ+

ζ = dom( b∼ξn) ∩ A0κ+

ξ .

Let us add A0κ+

ζ∗ to each pζ with ζ ∈ S∗.

By 5.3.1, we can add it without adding ordinals and the only other models that probably

were added are the images of A0κ+

ζ∗ under ∆-system type isomorphisms. Denote the result

for simplicity by pζ as well.

Let now ξ < ζ be ordinals in S∗. We claim that pξ and pζ are compatible in ⟨P ,→⟩.
First extend pζ by adding A0κ+

ξ+2. This will not add other additional models or ordinals except

the images of A0κ+

ξ+2 under isomorphisms to pζ , as was remarked above.

Let p be the resulting extension. Denote pξ by q. Assume that ℓ(q) = ℓ(p). Oth-

erwise just extend q in an appropriate manner to achieve this. Let n ≥ ℓ(p) and pn =

⟨⟨an, An, fn⟩, ⟨ b∼n, Bn, gn⟩⟩. Let qn = ⟨⟨a′n, A′
n, f

′
n⟩, ⟨b′∼n, B

′
n, g

′
n⟩⟩. Without loss of generality

we may assume that the ordinal an(A
0κ+

ξ+2 ∩ κ++) is kn-good with kn ≥ 5. Just increase n if

necessary.

Realize the kn−1-type of rng(a′n) below an(A
0κ+

ξ+2∩κ++) over an((A
0κ+

ξ+2∩κ++)∩dom(an)), i.e.

above the common part on κ++. Denote the ordinal corresponding to max(rng(a′n)) in this

realization by δ′. Note that an(A
0κ+

ζ+1 ∩ κ++) and δ′ have the same projection to the common

part an((A
0κ+

ξ+2 ∩ κ++) ∩ dom(an)).

Fix now η ∈ An. Set η
′ = πλn,max(rng(an)),δ′(η).

Consider first b∼n,2(A
0κ+

ξ+2 � κ+3)[η]. Recall that b∼n,2 depends only on on the one element
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Prikry forcing over λn and here only on a choice of an element from An.

Again we can assume that b∼n,2(A
0κ+

ξ+2 � κ+3)[η] is an elementary submodel of An,kn with

kn ≥ 5 (and kn does not depend on η). Now we have

η′ = πλn,max(rng(an)),δ′(η) < η and A0κ+

ξ+2 ∈ Cκ+

(A0κ+

ζ+1).

Hence, by Definition 5.2.1(10c,10d), the kn−1-type realized by b∼n,2(A
0κ+

ζ+1)[η
′] is in b∼n,2(A

0κ+

ξ+2)[η],

as well as the kn − 1-type realized by b∼n,2(A
0κ+

ζ+1)[η
′] over b∼

′′
n,2(A

0κ+

ξ+2 ∩ dom( b∼n,2))[η], i.e.

the common part of of the conditions. Realize the kn − 1-type of b∼n,2(A
0κ+

ζ+1)[η
′] over

b∼
′′
n,2(A

0κ+

ξ+2 ∩ dom( b∼n,2))[η] in b∼n,2(A
0κ+

ξ+2)[η].

Doing the above for each η ∈ An will result in compatibility of the second components

i.e. b∼n,2’s.

Next we deal with b∼n,3 and use the compatibility of an’s and b∼n,2’s. Continue by induction

all the way to b∼n,ω1 . This eventually will produce a condition p∗n ≥ pn with qn → p∗n as in

Chapter 1.

�
Force with ⟨P,→ ⟩. Let G(P) be a generic set. By the lemmas above no cardinals

are collapsed. Let ⟨ηn | n < ω⟩ denotes the diagonal Prikry sequence added for the normal

measures of the extenders ⟨Eλn | n < ω⟩ and ⟨ρnα | 1 < α ≤ ω1⟩, for each n < ω, the Magidor

sequence for the normal measures of Eκn . We can deduce now the following conclusion:

Theorem 5.3.6 The following hold in V [G(P ′(κ+)∗ ...∗P ′(κ+α+1)∗ ...∗P ′(κ+ω1+1)), G(P)]:

(1) cof(
∏

n<ω η
+n+2
n / finite ) = κ++

(2) for each α, 1 < α ≤ ω1,

cof(
∏
n<ω

ρ+n+2
nα / finite ) = κ+α+1

The proof follows easily from the construction.
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5.4 Arbitrary Gaps with GCH below

In this section we would like using arguments under similar lines to obtain an arbitrary gap

starting with κ such that

for every τ < κ exists α < κ o(α) = α+τ .

Assume that cof(κ) = ω. Obviously, the least κ as above must have the cofinality ω. As

usual we assume GCH in the ground model. Fix a regular cardinal θ > κ. Our purpose will

be to make 2κ = θ+ without adding any new bounded subsets to κ. In particular GCH will

hold below κ in the final model. Note that by [5] our initial assumption is the necessary one.

Force the preparation forcing P ′(θ) of Chapter 2.

Fix an increasing unbounded in κ sequence of cardinals ⟨κn|n < ω⟩ such that

• κ0 is κ+7
0 -strong witnessed by an extender E0

• κn is κ
+κ

+κn−1
n−1

n - strong witnessed by an extender En, for each n, 0 < n < ω.

We use E0 � κ+3
0 at the level 0. θ+ is attached to κ+3

0 . Let µ be a cardinal in the interval

[κ+, θ]. In a typical condition models of size µ will be attached to those of size κ++
0 . In

particular models of different sizes over κ will be connected to models of the same size over

κ0. It would not be problematic, since a non-direct extension will be taken over κ0.

Next we will use indiscernibles created over κ0 to rule the attachment to the level 1. Thus,

given an indiscernible ρ which corresponds to one of models (a model will be picked gener-

ically, leaving a bit of freedom this way) connected to those of cardinality µ over κ, we

consider the cardinal κ+ρ+2
1 and connect it with µ over the level 1.

This way different cardinals, say µ, µ′ < θ, that were connected at level 0 to ordinals of the

same cardinality, will be connected at level 1 to different cardinals κ+ρ+2
1 and κ+ρ′+2

1 , where

ρ′ denotes the indiscernible from level 0 which corresponds to µ′ there.

Let κ+κ0+2
1 correspond to θ+. The conditions of the level 1 are similar to those of Chapter

4 only λ1 is replaced here by κ0. In particular size of domain of b∼1 is less than κ0 and the

cofinalities drop at this level below κ0.

At the next level- level 2 we use the indiscernible ρ1 for κ+ρ+2
1 as the cardinality of models

which correspond to those of cardinality µ at this level. µ as a cardinal will be connected

with κ+ρ1+2
2 . Again let θ+ correspond to κ

+κ
+κ0+2
1 +2

2 . An indiscernible ρ2 for a model of

size ρ1 will be used at the next level (level 3) to determine the cardinal κ+ρ2+2
3 which will

correspond to µ there. The conditions of the level 2 are similar to those of Chapter 4 only λ2
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is replaced here by κ1. In particular size of domain of b∼2 is less than κ1 and the cofinalities

drop at this level below κ1.

Continue to further levels in the same fashion.

At the level 0 we use E0 � κ+3
0 . Set η0 to be κ+3

0 and η1 = κ+κ0+2
1 . We force with E1 � η1

over κ1. The size of condition at this level will be below κ0. Let n > 1. Set ηn = κ+ηn−1+2
n .

We use En � ηn, over κn. The size of condition at this level will be below κn−1.

Let us explain the idea behind the above and the necessity of this kind of approach.

At each level n, starting with level 1, we have two types of objects: cardinal above κn and

models of sizes below κn−1. The indiscernibles for such cardinals will rule sizes of models

to be used at the next level. This is needed in order to guarantee a degree of completeness

of the main forcing. The use of models of small cardinalities (and droppings in cofinalities

that comes with it) is supposed to compensate the number of cardinals at level n that we are

allowed to use (which is smaller than κn). Thus, even if models Z of size κn were allowed,

then all possible cardinals will be inside Z. Assuming that number of cardinals between κ

and θ is κ++ or beyond, it is unclear what to do with models over κ (say of size κ+) which

do not contain all the cardinals of the interval [κ+, θ], since no Z as above can correspond

to such models.

One complication here (relatively to the constructions of Chapter 2 and those of the

previous section with 2κ = κ+θ, for θ < κ) is that we do not have λn’s which separate κn’s

one from an other. Namely, once a non-direct extension was made over some λn, then the

same was done over the corresponding κn, as well. But we cannot do this here, since once

a non-direct extension over κ0 was made -the same must be done over κ1 and then over κ2,

etc.

Here we will allow to make a non-direct extension at κn without making it at κn+1. In this

setting not only rng( b∼n+1) will be a name, but also dom( b∼n+1). This change is required

now in order to show the Prikry condition. Thus, after picking a non-direct extension at

a level κn, we need be able to keep a possible extension at the level κn+1. The number of

models allowed at this level is below κn. So, we need to deal with such names, in order to

accumulate together all the extensions at the level n+1 according to all possible non-direct

extensions at the level n.

Still we keep the maximal model explicit and not in a form of a name.

We need to make one change relatively to previous constructions with dropping cofinalities.

Thus, during the standard argument for showing the Prikry condition, say we go through

all the possibilities (non-directly) over a level n. Now, over the next level n+1, it may be a
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need to add new models (direct extensions here) in order to decide a given statement. But

we do not have a control now over projection of such models to the level n. In previous

setting - once a non-direct extension was made over λn then such an extension was made

over κn as well and there was no further connection to λn+1, κn+1. So here we may get types

of models that do not appear inside other relevant models (remember that sizes of models

used are small, and so not every type is inside). As a consequence of this the chain condition

argument stops to work.

Let us suggest a way that allows to overcome this difficulty. It is possible to use it in the

previous construction with dropping cofinalities as well.

LetM be an elementary submodel of ⟨H(χ+ω, <, ...⟩ (for χ regular large enough which

contains all relevant information) of size κn and which is a union of an elementary chain

⟨Mα | α < κn⟩ such that for every α < κn

1. |Mα| < κn,

2. ⟨Mβ | β ≤ α⟩ ∈ Mα+1.

Now, as images of models of cardinality κ+ let us use only models Mα, α < κn, and

models which realize similar types to the types of models of this sequence. Images of models

of bigger size will be models which are elements of models of the sequence or of models which

realize similar types to the types of models of the sequence. As before a choice of η in a set

of measure one for a maximal coordinate over κn will determine the interpretation of b∼n+1,

i.e. b∼n+1[η] which a real function and not a name. Once η < η′, let us require that also an

index α(η) which corresponds to the maximal model over κn+1 according to η is less than

α(η′).

Note that this restriction to the sequence ⟨Mα | α < κn⟩ and similar types is not actually

very strict. Namely, the following holds:

Lemma 5.4.1 Let α < κn. Then

Mα � ∀k < ω∀x∃y(x ∈ y ∧ (∀δ < χ∃y′(sup(y′ ∩ χ) > δ ∧ tpk(y
′) = tpk(y)))).

Proof. Suppose otherwise. Then

Mα � ∃k < ω∃x∀y(x ∈ y → (∃δ < χ¬∃y′(sup(y′ ∩ χ) > δ ∧ tpk(y
′) = tpk(y)))).

Pick k < ω and x ∈Mα witnessing this. By elementarity then

H(χ+ω) � ∀y(x ∈ y → (∃δ < χ¬∃y′(sup(y′ ∩ χ) > δ ∧ tpk(y
′) = tpk(y)))).
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Consider the set

Z := {tpk(a) | x ∈ a}

of all k-types over x. The size of Z is bounded below χ. This means that the same type

should appear χ-many times. Which is impossible. Contradiction.

�
In particular, the following holds:

Lemma 5.4.2 For each k < ω and x ∈ Mα the k-type of Mα ∩ H(χ+k) over x appears

unboundedly often below χ.

Proof. Let k, 0 < k < ω and x ∈Mα. Pick y ∈Mα as in the previous lemma. Then

H(χ+ω) � ∀δ < χ∃y′(sup(y′ ∩ χ) > δ ∧ tpk(y
′) = tpk(y))).

Fix δ < χ. Find y′ with sup(y′ ∩ χ) > δ which realizes the same k-type as y over x. Let

t be the k − 1-type realized by Mα over y. Then there will be t′ which realizes the same

k − 1-type over y′. Hence t′ will realize the same k − 1-type as those ofMα.

�
Note that on the other hand not every measure of the extender En+1 is inMα, since its

cardinality is just too small.

The next point will be to show κ++-c.c. of the final forcing. The argument mostly

repeats the corresponding one of Chapter 4. The only new element here will be the starting

level for compatibility of two conditions, i.e. the one above which the extension will be a

direct extension.

Thus, suppose we have two conditions p = ⟨pn | n < ω⟩ and q = ⟨qn | n < ω⟩ of the same

length. For simplicity let ℓ(p) = ℓ(q) = 1. Also suppose that the ranges at each n > 0 are

the same and the domains form a ∆-system as in 5.3.5. Let η < ξ and A0κ+

η , A0κ+

ξ etc. be as

in the proof of 5.3.5. We find a model X (not necessary in A0κ+

ξ ) which realizes the same

type (more precisely, by one less) over rng(bη1 � A0κ+

η ) = rng(bξ1 � A0κ+

ξ ) as bξ1(A
0κ+

ξ ) does

but has a smaller supremum. Note that ℓ(p) = 1, so at the level 0 we have a non- direct

extension of say the weakest condition. Hence, at the level 1, the real models and not the

names are used (i.e. the interpretations of the names according the generic object at the

level 0). It is possible to insure the existence of such model X as follows:

we just can assume without loss of generality that sup(bξ1(A
0κ+

ξ )) is an elementary submodel

M(of cardinality κ
+ℵρ0+3+2
1 ) of some H(χ+k+1) with k > 5 or so. Then the k-type of bξ1(A

0κ+

ξ )

over rng(bξ1 � A0κ+

ξ ) is in M . Using elementarity, it is easy to argue that there will be
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unboundedly many in sup(M) models realizing this type over rng(bξ1 � A0κ+

ξ ). Then pick X

to be one of them.

Now the measure of the extender E1 corresponding to X will be the same as those for

bξ1(A
0κ+

ξ ). Let B1 be the set of measure one for this measure in the conditions (note that it

is the same set in both. We increase the maximal coordinate in order to catch X in the new

maximal coordinate. Let C1 be a set of measure one for this coordinate with corresponding

projections to bξ1(A
0κ+

ξ ) and to X inside B1. Pick some ν ∈ C1. Let ν ′ and ν ′′ be its

projections to bξ1(A
0κ+

ξ ) and to X respectively. Then ν ′′ < ν ′, but further projections to the

common part are the same, since it is inside both bξ1(A
0κ+

ξ ) and bη1(A
0κ+

η ).

The model X serves as bη1(A
0κ+

η ) on the ξ’s side. So we replace bη1(A
0κ+

η ) by an equivalent

model. It is likely impossible to put things together at the level 1 in a direct extension

fashion due to a quite arbitrary place of X relatively to bξ1(A
0κ+

ξ ). But there is no need here

to make a direct extension. So we will take a non-direct.

It may be (and typically would be once θ is much larger than κ) that A0κ+

η and A0κ+

ξ have

inside models of different cardinalities which are in domains of bη1, b
ξ
1. The images of such

models should be of different cardinalities as well (at least starting from some level). The

number of available cardinals over κ1 is κ
+ℵ

ρ+3
0

+3

1 . The size of X (as those of bξ1(A
0κ+

ξ )) is

only ρ+0 . Hence most of cardinals are outside.

The choice of X insures that at the next level (level 2) and up cardinalities will be different

from those that appear in bξ1(A
0κ+

ξ ) \X.

There may be a need to apply a similar procedure at level 2, since the cardinals from level 1

corresponding to those over κ are determined at level 0 (remember that we assumed ℓ(p) = 1).

It is possible that same cardinal over level 1 corresponds to different cardinals over κ. So we

need to split between them at level 2, as it was done above.

Finally, given such ν ′ and ν ′′ we go to the next level (level 2) and put together the conditions

at this level in the usual fashion, as it was done in Chapter 4 and in Lemma 5.3.5. No further

non-direct extension (beyond level 2) is needed here anymore.
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5.5 Arbitrary Gaps from weakest assumptions

In the present section we would like to use ideas of Section 5.1 in order to blow up the power

of κ to κ+θ+1 for arbitrary θ. Start with a singular cardinal κ of cofinality ω such that for

each γ < κ and n < ω there is α, γ < α < κ, such that o(α) = α+n. The present assumption

is optimal by [6] and it is clearly weaker than those used in Section 5.4(for each γ < κ and

τ < ω there is α, γ < α < κ , such that o(α) = α+τ ) which is in turn optimal once GCH

holds below κ, by [5].

We fix a sequence of cardinals κ0 < κ1 < ... < κn < ..., n < ω so that

•
∪

n<ω κn = κ

• for every 0 < n < ω, κn is κ+n+2
n - strong, as witnessed by an extender Eκn

• for every n < ω, the normal measure of Eκn concentrates on

τ ’s which are τ+n+2+η(τ, n) - strong as witnessed by a coherent sequence of extenders

⟨Eτξ | ξ < η(τ, n)⟩ of τ+n+2-extenders , where η(τ, n) is an ordinal above τ+n+2 which

is a repeat point (see C. Merimovich [13]).

Such a length insures, by [13], that τ will remain a measurable after the Extender

Based Radin forcing with the sequence ⟨Eτξ | ξ < η(τ, n)⟩.

Fix also an increasing sequence ⟨λn | n < ω⟩ such that

• λ0 < κ0

• κn−1 < λn < κn, for every n, 0 < n < ω

• for every n < ω, λn is λ+n+2
n - strong as witnessed by an extender Eλn

We proceed as in 5.2. Instead of the Extender Based Magidor forcing, the Extender

Based Magidor-Radin forcing of [13] is used. This leaves plenty of Mahlo cardinals of the

form ρnα below ρnθ (the elements of the generic Magidor-Radin sequence at level n). So for

any regular cardinal µ ≤ θ there will be enough possibilities of a form ρ+n+2
nα to connect with

µ in a way similar to those of 5.2.
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5.6 Down to the first fixed point of the ℵ–function

It is possible to incorporate collapse in the construction of Section 5.4 in a fashion of [4] and

to turn κ into the first fixed point of the ℵ–function. Basically what is needed is to collapse

all unused cardinals.

Set η0 to be κ+3
0 and η1 = κ+κ0+2

1 . For n > 1 set ηn = κ+ηn−1+2
n .

Denote by ρn the indiscernible for the normal measure of En. Then the indiscernible which

corresponds to θ+ on level n will be ρ+ηn−1+2
n , if n > 1, ρ+3

0 , if n = 0 and ρ+κ0+2
1 if n = 1.

Now the relevant collapses will turn ρ0 into ℵ1, will preserve ρ+0 , ρ
++
0 , ρ+3

0 , ρ+4
0 . Then κ0 will

be turned into the immediate successor of ρ+4
0 , all the cardinals κ+

0 , κ
++
0 , κ+3

0 , κ+4
0 will be

preserved. Next, ρ1 will be turned into the immediate successor of κ+4
0 , the cardinals in

the interval [ρ1, ρ
+κ0+3
1 ] will be preserved. Then κ1 will become the immediate successor of

ρ+κ0+3
1 and all the cardinals in the interval [κ1, η

+
1 ] will be preserved. ρ2 will be turned into

the immediate successor of η+1 . All the cardinals of the interval [ρ2, ρ
+η1+3
2 ] will be preserved,

κ2 will be turned into the immediate successor of ρ+η1+3
2 , all the cardinals of the interval

[κ2, η
+
2 ] will be preserved, and so on.

Let us turn now to a modification of the construction of Section 5.5 which will allow to

finish with the least fixed point of the ℵ–function. Note that here we will lose GCH below κ

(and even SCH will break down below). We would like to blow up the power of κ to κ+θ+1

for arbitrary θ starting with a singular cardinal κ of cofinality ω such that for each γ < κ

and n < ω there is α, γ < α < κ, such that o(α) = α+n. In contrast to Section 5.5, we do not

intend to create too long Magidor or Radin sequences, since having too many indiscernibles

will prevent collapses needed in order to turn κ into the first fixed point.

The present assumption is optimal by [6] and it is clearly weaker than those used in Section

5.4(for each γ < κ and τ < ω there is α, γ < α < κ , such that o(α) = α+τ ) which is in turn

optimal once GCH holds below κ, by [5].

We fix a sequence of cardinals κ0 < κ1 < ... < κn < ..., n < ω so that

•
∪

n<ω κn = κ

• for every 0 < n < ω, κn is κ+n+2
n - strong, as witnessed by an extender Eκn

• for every n < ω, the normal measure of Eκn concentrates on

τ ’s which are τ+n+2+η(τ, n) - strong as witnessed by a coherent sequence of extenders

⟨Eτξ | ξ < η(τ, n)⟩ of τ+n+2-extenders , where η(τ, n) is κn−1, if n > 0 and η(τ, n) = 1,

if n = 0.
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The idea behind is like this:

once an indiscernible ρn for the normal measure of the extender Eκn was picked, then we use

the coherent sequence ⟨Eρnξ | ξ < η(τ, n)⟩ in order to change its cofinality to η(τ, n) using

the Magidor Extender Based forcing (blowing its power to ρ+n+2
n , as well). We have here

κn−1 (say n > 0) cardinals available along the Magidor sequence.

Now we use the method of Section 5.4. Just instead of κn−1 over the level n placed

“horizontally” there, we have them placed “vertically” here, i.e. instead of ordinals between

κn and κ+κn−1
n , we use members of the Magidor sequence of ρn.

Finally, since a relatively small number of indiscernibles are generated in the process, it

is possible to define collapses as in the beginning of the section and turn κ into the first

repeat point of the ℵ–function. Note that SCH will break at each ρn, 0 < n < ω.

145



146



Chapter 6

Bibliography

147



148



Bibliography

[1] M. Gitik, Blowing up power of a singular cardinal, Annals of Pure and Applied Logic

80 (1996) 349-369

[2] M. Gitik, Prikry-type Forcings, Handbook of Set Theory, Springer 2010.

[3] M. Gitik, Blowing up power of a singular cardinal-wider gaps, Annals of Pure and

Applied Logic 116 (2002) 1-38

[4] M. Gitik, No bound for the power of the first fixed point, J. of Math. Logic 5(2) (2005)

193-246

[5] M. Gitik, On gaps under GCH type assumptions, Annals of Pure and Applied Logic

119 (2003) 1-18.

[6] M. Gitik and W. Mitchell, Indiscernible sequences for extenders, and the singular

cardinal hypothesis, APAL 82(1996) 273-316.

[7] M. Gitik, Gaps 4 and above-more symmetry, preprint.

[8] M. Gitik, Short extenders 2, preprint.

[9] M. Gitik, R. Schindler and S. Shelah, Pcf theory and Woodin cardinals, in Logic

Colloquium’02,Z. Chatzidakis, P. Koepke, W. Pohlers eds., ASL 2006, 172-205.

[10] M. Gitik and S. Unger, Short extender forcing, in Appalachian Set Theory, J. Cum-

mings and E. Schimmerling eds., London Math. Soc. Lecture Note Series 406, 2013,

245-264.

[11] A. Kanamori, The Higher Infinite, Springer 1994.

[12] C. Merimovich, Extender Based Radin forcing, Transactions AMS, 355 (2003),1729-

1772.

149



[13] C. Merimovich, Extender Based Magidor-Radin forcing, Israel Journal of Mathematics,

Volume 182 Number 1, April 2011,439-480.

[14] M. Segal, On powers of singular cardinals with cofinality > ω, M.Sc. thesis, Hebrew

University, 1995.

[15] S. Shelah, Cardinal Arithmetic, Oxford Logic Guides, Vol. 29, Oxford Univ. Press,

Oxford, 1994.

150


