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regression depth of a line is the minimum number ofpoints that must be removed from P to allow the lineto rotate to vertical about a pivot point on the lineto a vertical position without ever containing a pointof P . (This de�nition is given more generally in thenext section.)A line (or hyperplane) of maximum depth has sta-tistical properties that are desirable as a robust regres-sion estimator [28]. The experimental investigation ofthese properties has been hampered by the ine�ciencyof the straightforward algorithms for computing maxi-mum depth. These required �(n3) time in the plane [19]and �(n2d�1 logn) time in dimensions d � 3 [20, 22].In the next section, we de�ne an equivalent dualproblem, computing undirected depth in an arrangementof lines or hyperplanes. The properties of undirecteddepth will lead to an O(nd) algorithm for computing re-gression depth for all dimensions. In Section 3, we focuson arrangements in the plane where additional proper-ties give us our main result: an algorithm to computeone line of maximum regression depth in O(n log2 n)time. In Section 4, we study the combinatorial complex-ity of the set of all lines (or hyperplanes) with maximumregression depth and its relationship to k-sets. In Sec-tion 5, we comment on other algorithms for computingor approximating depth.2 Duality and undirected depth in arrangementsAlthough regression depth is de�ned for a line or hy-perplane among n points, it is easier to work witha duality transformation that maps points to hyper-planes and vice versa. We use the duality fromEdelsbrunner's book [8]: an inversion about the unitparaboloid xd = x21 + x22 + � � � + x2d�1 that maps apoint (p1; p2; : : : ; pd) to the hyperplane xd = 2p1x1 +2p2x2 + � � � + 2pd�1xd�1 � pd and maps a hyper-plane xd = a1x1 + a2x2 + � � � + ad�1xd�1 + b to thepoint (a1=2; a2=2; � � � ; ad�1=2;�b). This duality pre-serves point/line incidence and above/below relation-
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Figure 1: Arrangement with cells of depth 0, 1 (shaded), and 2; maximum depth of 3 occurs at8 vertices and two edges. (Some lines are curved to �t all intersections on the page)ships. Note that the duality mapping will neither acceptnor produce vertical hyperplanes, which have equationsthat do not involve the variable xd.All rotations of a hyperplane h can be generated asfollows. Choose a set of d points Q that de�ne h; thatis, each point in Q satis�es the hyperplane equation ofh and together they determine the coe�cients of thisplane equation. (Equivalently, h is the a�ne hull ofQ.) Move one of the points q0 2 Q by increasing itslast coordinate toward in�nity. If the points Q are stilltaken to de�ne h, then h rotates toward the verticalabout the (d� 1)-
at de�ned by points of Q n fq0g.The dual of a rotation is easy to interpret. Thepoints of Q map to hyperplanes through a commonpoint hD. Hyperplane q0D moves parallel to itself upthe xd axis, so the point common to all hyperplanesmoves from hD toward in�nity along a ray that is con-tained in the duals of the stationary points.Given n primal points P , the number that must beremoved to allow a particular rotation are the numberthat are passed over by the rotation, plus the numberthat are on the �nal vertical plane (which our rotationnever reaches). This number can be counted in thedual as the number of hyperplanes dual to points in Pthat are crossed by the ray corresponding to the rota-tion, plus the number of hyperplanes parallel to the ray.Therefore, for an arrangement of n hyperplanes A, wede�ne the undirected depth, or just depth, of a point pto be the minimum number of hyperplanes intersectedby some ray from p, counting parallel hyperplanes asintersecting at in�nity. Hyperplanes containing p arecounted for all rays. For the rest of this paper we focuson computing depth of a point in an arrangement of nlines or hyperplanes.Since all points in the same cell C of an arrangementhave the same depth, we can use the notation depth(p)or depth(C) for the value of undirected depth. (In thispaper, unless otherwise stated, we use the word cellto refer to a full-dimensional cell in an arrangement.)Figure 1 shows a two dimensional example with labelsfor some cells of depth 0, 1, and 2; the maximum depthof 3 occurs at 8 vertices and two edges.The directions for a cell C are the directions of rays

that intersect depth(C) lines or hyperplanes of the ar-rangement. We can call such rays witnesses that thecell has a certain depth. We next observe three simplelemmas about depth by translating witness rays in thearrangement of hyperplanes in Rd: 1) depth of lowerdimensional features in the arrangement can be deter-mined from depth of d-dimensional cells, 2) directionsare disjoint for adjacent cells of the same depth, and3) directions determining depth are inherited from ad-jacent cells of lower depth.Lemma 1 In an arrangement of hyperplanes, let p bea point on k hyperplanes, and let i be the minimumof the depths of cells whose closure contains p. Thendepth(p) = i+ k.Proof: First we can observe that depth(p) � i+ k:a ray that starts in the cell and crosses i hyperplanescan be translated to start at p at the cost of cross-ing all hyperplanes through p that it did not crossbefore. Second, by taking a ray, not contained ina hyperplane incident on p, that witnesses depth(p)and translating its starting point in�nitesimally intothe �rst cell entered by the ray, we can observe thatthere is an adjacent cell with depth depth(p) � k,which is therefore the minimum cell depth i.Lemma 2 In an arrangement of hyperplanes, let h be ahyperplane that separates a cell B of depth i from a cellA of depth at least i. No witness ray for B crosses h.Proof: Let � be a ray from B that crosses h, andlet �0 be a translation of this ray that begins in A.Translated ray �0 intersects the same hyperplanes as�, except for h. But since �0 intersects at least ihyperplanes, � intersects at least i + 1 hyperplanesand is not a witness ray for B.Lemma 3 (Inheritance lemma) The directions fora cell of depth i are the union of the directions for theadjacent cells of depth i� 1.Proof: We prove that the directions for a cell withdepth(A) = i contain the union. For any adjacent



cell B of depth i�1, let ray � be a witness for B. ByLemma 2, translating � to start in A adds at mostone (and, therefore, exactly one) intersection, andprovides a witness that A inherits the direction of �.To prove the other inclusion, take a witness �0that depth(A) = i. We can choose the start point of�0 so that �0 does not pass through any vertex of thearrangement. By clipping �0 to start in an adjacentcell B, we obtain a witness that depth(B) � i � 1.But the depth of B cannot be less than i� 1, sincedepth(A) = i and we already know that A inher-its all directions for B with only one more intersec-tion. Thus, the directions for A are contained in theunion.As a corollary of Lemma 3, the depth of all pointswith respect to a set of hyperplanes can be computed byconstructing the arrangement of hyperplanes [9, 10] andlabeling cells in a breadth-�rst search. The unboundedcells are labeled with their depth zero. Then, for i = 1,2, . . . , all cells with label i�1 cause their adjacent, un-labeled cells to be labeled i. Finally, lower-dimensionalcells can be labeled according to Lemma 1.Corollary 4 For n hyperplanes in Rd, the depth ofeach cell can be computed in O(nd) time by building thearrangement and traversing the graph of adjacent cells.3 An e�cient algorithm for maximum depth in theplaneUndirected depth in two dimensions satis�es some ad-ditional properties that allow an e�cient algorithm tocompute a 2-dimensional cell of maximum depth.Suppose that we are given a set L of n lines inthe plane, which we may assume are not vertical. Forthe moment, let us also assume that they are in gen-eral position|we will relax this assumption in Subsec-tion 5.2. Our goal is to �nd, among all the points ofthe plane that do not lie on lines of L, a point p whosedepth is maximum. Note that vertices of the arrange-ment A(L) may attain greater depth than p|we returnto these in Subsection 4.1.We will use a binary search on x-coordinates of ver-tices of the arrangement A(L), with a test for whichside of a vertical line contains a maximum depth cell.Subsection 3.1 establishes properties that allow a sided-ness test; Subsection 3.2 describes a tournament datastructure needed to implement the sidedness test.3.1 A sidedness testIn the plane, we use two concepts to determine whichside of a vertical test line can have cells of maximumdepth: a \wedge lemma" and the notion of \top direc-tions."

Lemma 5 (Wedge lemma) Let p be a point, possiblyon one line of L, and let u and v be directions of raysfrom p that each cross at most i other lines. No cellintersecting the convex wedge (cone) de�ned by theserays from p has depth greater than i.Proof: Consider the lines that intersect the union ofrays from p in directions u and v. There are at most2i + 1 intersections, if we count the line containingp only once. If we translate this union within thewedge, although we may lose intersections with linesthat intersect both rays, we will not gain intersec-tions. Thus, if the apex is inside a cell of the linearrangement, one of the translated rays will witnessthat the depth is at most i.The wedge lemma can be helpful for identifying max-imum depth cells, as in the following corollary.Corollary 6 Suppose that a cell C has three directionsu, v, and w that span the plane by positive linear com-binations and witness the value of depth(C). Then C isa deepest cell.Proof: Apply the wedge lemma to the three wedgesde�ned by pairs of directions.
Figure 2: Directions (shaded) and top directionsWe can order the witness rays for a cell C by increas-ing slope to the right of C and decreasing slope to theleft. We call the two extreme directions for witness raysthe top directions for the cell C. There will be a singletop direction when one side of the line has no witnessrays, or when the ray upward is a witness. Figure 2illustrates a cell with two top directions.If we assume that we have the top directions foreach cell that intersects the vertical line `, then we canuse the wedge lemma to determine whether a maximumdepth cell occurs to the left or right of `. We give analgorithmic proof of the following lemma, since it be-comes part of our procedure for computing maximumdepth.Lemma 7 Given a vertical test line ` that does not passthrough any vertex in an arrangement of n lines in theplane, and given a top direction for each cell intersectedby `, one can determine one side of ` that intersects amaximum depth cell.



Proof: Let i be the maximum depth of the cellsintersected by `. We slide a point p up the line `,stopping as soon as we show that one side of the line` cannot contain a cell of depth greater than i. Wemaintain a top direction uwith the invariant that thewedge below the ray from p in direction u intersectsno cells of depth greater than i. See Figure 3. Foran initial point p in the lowest cell, we can chooseone of the top directions for the cell and apply thewedge lemma to establish the invariant.Move the point p up the line `. While p remainsin a single cell the top direction does not change;applying the wedge lemma in that cell establishesthe invariant for the enlarged wedge. When p crossesa line of the arrangement, we may obtain a new topdirection v. Let W denote the wedge with apex pand directions u and v. Applying the wedge lemmato W , we see that no cell of depth greater than i liesin W .
Figure 3: Invariant wedgeNow, how doesW lie with respect to the previousinvariant wedge? If the new top direction is on thesame side of `, then either it is above the old, andW adds to the invariant wedge, or below the old andW removes from the invariant wedge. If the newtop direction is on the opposite side, then either Wcontains the downward direction and is thus the newinvariant wedge, orW contains the vertically upwarddirection and we are done.Since the upward direction is the top direction forthe uppermost cell, the algorithm must terminate.As an aside, one can use a similar argument along acurved path to show that the maximum depth cells areconnected.Corollary 8 In an arrangement of lines in the plane,the closure of the cells of depth at least i is simply con-nected.Proof: Consider a connected component of theunion of the closures of cells of depth � i, and drawa path in the neighboring cells (which have depthsi� 1 and i� 2). Applying the wedge lemma as onetraverses the path will show that no cell of depth � ilies outside the path.

3.2 Computing top directionsIn this section we describe a data structure that candetermine the top directions for a sequence of adjacentcells in an arrangement of n lines using logarithmic timeper cell, after O(n logn) preprocessing. Preprocessingtakes linear time if the lines of the arrangement aresorted by slope.Let us continue to assume that no line is vertical andlet l1; l2; : : : ; ln be the lines ordered by increasing slope.We can identify a cell C in the arrangement with itsbit string b(C) = b1 : : : bn, where bit bi = 1 if line li isabove the cell C, and bi = 0 otherwise.Notice that the number of 1 bits in b(C) is exactlythe number of lines crossed by a ray � from C in thedownward direction. Consider rotating the ray � from Ccounter-clockwise. The set of lines crossed by � does notchange until ray � reaches the direction of the line l1|then bit b1 is complemented, since � will begin to inter-sect or cease to intersect l1.We therefore consider an extended bit string B(C) =b(C)b(C)b(C), which is the bit string for C, followedby its complement, and the bit string again. The ex-tended string B(C) has 2n + 1 subsequences of lengthn; we drop the last, since it equals the �rst. The countsof the number of 1 bits in these 2n subsequences givethe number of lines intersected by a ray from C to theunbounded cells of the arrangement in the correspond-ing 2n directions. The minimum of these counts is thevalue depth(C).With a relatively-simple tournament, we can main-tain the minimum of the counts and information aboutdirections in which the minimum occurs. We use astatic, balanced, binary tree that stores in the leavesthe sequence of 2n counts. The leftmost leaf storesthe count for the upward direction. Each internal nodestores three integers: the size of its subtree, the mini-mum count of the leaves in its subtree, and a correctionvalue.The correction value is a positive or negative inte-ger that should be added to the counts of all leaves inthe subtree. It is processed as follows: before the countof a node is inspected, the correction value is added tothe count and to the correction values of the two chil-dren nodes, then set to zero. Since tree operations willprocess nodes from root to leaf, the value of inspectednodes will always be properly corrected.The tree supports two operations: a query and anupdate. The query asks for the leaf with minimumcount; in case of equal counts we want both the left-most leaf and the rightmost leaf with these counts|these give the top directions for the cell C. Since eachinternal node stores the minimum count in its subtree,such a query is easy to perform in O(log n) time byfollowing two paths in the tree.The update operation corresponds to moving from a



cell C to a cell C 0 by crossing some line li. This meansthat the bit string of b(C 0) di�ers from b(C) in the i-thbit. In the extended string B(C 0), three bits changeto their complements. Since the 2n counts for a cellare obtained by adding n consecutive bits, every countchanges|if bi changes from 0 to 1, then the �rst i countsincrease by one, the next n counts decrease by one, andthe �nal n� i counts increase by one. Thus, we shouldnot update the counts in the leaves explicitly, since thiswould take linear time; instead we update correctionvalues.We follow the two paths in the tree to the i-th leafand the (i+n)-th leaf using the size-of-subtree integersstored at the internal nodes. The paths partition thetree into three parts. For all highest nodes left of thesearch path to the i-th leaf we increment the correctionvalue (or decrement, if bi changes from 1 to 0). This isdone too for the highest nodes right of the search pathto the (i+n)-th leaf. For the highest nodes between thesearch paths we decrement (or increment) the correctionvalue. Since there can be at most O(log n) highest nodesleft (or right) of any path in the tree, only O(log n)correction values are updated.Because the structure of the tree is static, we imple-mented it by indexing into a �xed array, and subtreesizes were calculated rather than stored.Lemma 9 Using the data structure described above,one can determine the top directions for a sequence ofadjacent cells in an arrangement of n lines using loga-rithmic time per cell, after O(n logn) preprocessing.3.3 Binary search for a maximum depth cellIt is probably no surprise that we use the sidednesstest in a binary search on x-coordinates of vertices ofthe arrangement A(L). A Java prototype can be seenat http://www.cs.ubc.ca/spider/snoeyink/demos/maxdepth.Standard results on slope selection [2, 5, 14, 16] al-low us to consider the portion of the arrangment A(L)that lies between two vertical lines, and to generate thevertex of median x coordinate in O(n logn) time. Webased our implementation on a randomized algorithmof Dillencourt, Mount, and Netanyahu [7].At a vertical test line ` through this median vertex,we sort the intersections with the lines of L and usethe tournament described in Subsection 3.2 to computethe depth of each point on the test line ` and the topdirections in O(n logn) time. Lemma 7 then allows usto discard one side of the line `, and to continue thesearch on the other side. The search terminates whenthere are no intersection points remaining, which occursafter at most log(n2) = 2 logn steps. Thus, we claimthe following result.

Theorem 10 A cell of maximum undirected depthin an arrangement of n lines can be computed inO(n log2 n) time and O(n) space.4 The structure of depth in the plane and higherdimensionsAlthough our binary search identi�es a deepest cell, weknow from Lemma 1 that the maximum depth in anarrangement will always occur at a vertex. In statisticalanalysis, we may also wish to know the set of all lineswith maximum regression depth, which corresponds tothe set of all points at maximum depth. In this section,we characterize the set of points at maximum depth inthe plane. We also establish relationships with k-setsin all dimensions. We defer most of the computationalproblems to Section 5.4.1 Finding a deepest vertex in a non-degeneratearrangementFigure 1 showed an example in which edges and iso-lated vertices attain the maximum depth, but no celldoes. Once we have found a point in a cell of maximumdepth, we still must determine whether there is a vertexwith greater depth. For arrangements of lines in generalposition, this is not di�cult to do. When the maximumdepth of a cell is i, then the maximum depth of a vertexis i, i+1, or i+2, as illustrated in Figure 4. These casescan be detected by postprocessing after computing themaximum depth cell.When the maximum depth vertex v has depth i+ 2in a non-degenerate arrangement, then the two linescrossing at v form four quadrants containing incidentcells at depth i. Lemma 2 says that the directions forthese cells are contained in the respective quadrants.During the binary search, test lines to the right of thevertex will eliminate their right side and those to theleft will eliminate their left side. Thus, there is at mostone such vertex and the binary search will �nd it.When the maximum depth vertex has depth i|thesame as the maximum depth cell|then each such vertexis incident on one cell of depth i, two of i � 1, andone of i � 2. Since cells are convex and the maximumdepth is connected, there is only one cell that attainsthe maximum.Once we have computed a maximum depth cell,therefore, we can construct the cell as the intersectionof halfplanes containing the cell that are de�ned by linesof the arrangement. This is equivalent to convex hullcomputation, and takes O(n logn) time. Then we canuse the tournament to check the depth of all vertices,also in O(n logn) time.
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Figure 4: Cases for maximum vertex depth4.2 Deepest points in non-degenerate arrange-mentsIt is natural to ask for all points of maximum undirecteddepth, which correspond to all lines that have maximumregression depth. This appears to be a more di�cultquestion.We can characterize the maximum depth points asfollows:Lemma 11 If the maximum cell depth is i, then themaximum depth points form either1. a single point of depth i+ 2,2. a convex polygon whose vertices, edges, and inte-rior all have depth i, or3. a single chain of size O(n) and some isolatedpoints of depth i+ 1.Proof: The �rst and second cases are discussed inthe previous Subsection; we establish the structureof the third by considering the con�gurations of Fig-ure 4 that give vertices and edges of depth i+ 1. Itis clear that con�gurations 1A and 1X give isolatedvertices of depth i + 1, that 1I gives the end of achain, and that 1V gives the middle of a chain. Weneed to show that there is at most one chain.
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Figure 5: Wedge lemma appliedIf we consider the witness directions for cells ofdepth i � 1 in these cases, and apply the wedgelemma, we can make the following observations:

In 1I there is a wedge de�ned by directions forthe two cells of depth i � 1 that includes a ray onthe line separating these two cells. In 1A, there aretwo such wedges. The wedge lemma implies thatcells in these wedges are of depth at most i�1. Thisimmediately implies that all edges in the wedge havedepth at most i. In fact, vertices in the wedge alsohave depth at most i, since the only way for a vertexto have depth i + 1 would be to have four incidentcells of depth i � 1, but then i � 1 would be themaximum depth cell in the arrangement.In 1X there is a wedge that contains one of thetwo incident cells of depth i. We can extend thewedge lemma to observe that cells and edges in thiswedge have depth at most i. (The argument foredges is that there are at most 2i lines that can beintersected by translates of the two rays of the wedgeand there is a bonus of +1 for starting the rays onthe edge. Therefore, one of the rays intersects atmost i + 1=2 lines, showing that the depth of theedge is at most i.)The full paper uses these observations in an in-duction proof that shows that there is a singlechain.Unfortunately, there are close connections betweenpoints with given undirected depth and k-sets that im-ply superlinear bounds on the number of isolated pointsin the third case.4.3 Connections with k-setsIn this section we observe the connections between thecomplexity of points with given undirected depth andthe concept of k-sets in a con�guration of points. Therehas been considerable attention in computational ge-ometry devoted to k-sets, and the dual concept of k-levels in an arrangement of lines or hyperplanes; see,e.g., [4, 6, 8, 18, 25].The k-level of an arrangement A for a particular di-rection � consists of all points p such that a ray fromp in direction � intersects exactly k hyperplanes. (Usu-ally, hyperplanes containing p are not counted.) In the



dual, the k intersected hyperplanes become a k-set: kpoints that can be separated from the con�guration byan open halfspace bounded by a hyperplane, namelypD. Note that point p has undirected depth at most k(assuming that p does not lie on any hyperplane) andthat the hyperplane pD has regression depth at most kas shown by rotation about any line outside the convexhull of the dual points. The combinatorial complexityof k-levels and algorithms to compute them have beenintensively studied, although many open problems re-main.In a similar manner, we de�ne the k-envelope in anarrangement A to be the union of all points with undi-rected depth k. Examples can be seen back in Fig-ure 1. There have been some results on 1-envelopes oflines [11, 15], but we know of no deeper results.We show that the worst-case combinatorial complex-ity of k-envelopes is asymptotically the same as theworst-case complexity of a k-level in any �xed dimen-sion. The exact asymptotic worst-case complexity of ak-level is still unknown [6, 8]. In the plane, it known tobe between 
(n logn) and O(n4=3).We begin with the lower bounds that show that thecomplexity of a k-envelope is at least as great as thatof a k-level.Lemma 12 The worst-case complexity of the k-envelope of an arrangement of n hyperplanes is at leastas large as the worst-case complexity of a k-level in anarrangement of n� dk hyperplanes, for k < n=d.Proof: Consider the k-level in an arrangement ofn�kd > 0 hyperplanes, none of which are parallel tothe xd axis. There is a unique unbounded cell in thisarrangement that contains the vertically-downwarddirection, �. In this cell we can construct a simplex� with one horizontal face such that all rays throughthe horizontal face from the opposite vertex remaininside the cell. Scale and translate � until � con-tains the full complexity of the k-level. Then addto the arrangement k perturbed copies of the hyper-planes through each of the d non-horizontal faces of�. For points on the k-level, rays in the downwarddirection intersect k old hyperplanes and none of thenew ones. Rays in directions outside the cell of thedownward direction intersect at least k of the newhyperplanes. Thus, the k-level appears on the k-envelope.The construction above says nothing about the com-plexity of the points with maximum depth of k � n=d.With another construction, illustrated in Figure 6, wecan show that the complexity of the points with maxi-mum depth in the plane is lower bounded by the com-plexity of a median level.

Figure 6: Median level to maximum depthLemma 13 The worst-case complexity of the set ofpoints with maximum undirected depth in an arrange-ment of n lines is at least as large as the worst-casecomplexity of the median level in an arrangement ofn=3 lines.Proof: Consider any arrangment with 2m lines,none of which is parallel to the vertical y axis, andenclose it in a triangle with a vertical longest side,and two other nearly-vertical sides. Add 2m linesthrough the longest side and m through each of theothers, then perturb the new lines to be in generalposition.Unbounded cells in the original arrangement nowhave undirected depth at most 2m by crossing onlynew lines. Bounded cells in the original arrangementalso have undirected depth at most 2m by cross-ing m old lines and m new with a near-vertical ray.The former median level has undirected depth of ex-actly 2m, and thus contributes points of maximumdepth.The proofs of complexity for k-levels can be adaptedto prove upper bounds for k-envelopes. For example,we can prove the following in the plane.Lemma 14 In the plane, the worst-case complexity ofthe k-envelope is at most O(n4=3).Proof: We can adapt Dey's proof [6] for the com-plexity of a k-level. Details are given in the full pa-per.4.4 The wedge lemma cannot extend to R3The solution for the planar case was based on the wedgelemma, which allowed us to argue that certain regions ofthe plane could not contain a cell of maximum depth.When thinking about the extension to 3-dimensions,one would �rst try to generalize the wedge lemma: thatfor a point p whose depth i is witnessed by three vectors~u, ~v and ~w, the cone de�ned by ~u, ~v and ~w does not
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tant, and any direction outside the positive octant bya small angle, the depth count in that direction will beat least three.Let us �rst consider the number of planes intersectedby rays from q inside the positive quadrant of the planex = 2 (which itself is not one of the six planes). Byconstructing a �gure of this cross-section, one can easilyverify that all of these directions give rays intersectingthree or four planes, see Figure 7. The perturbationof the planes does not in
uence the depth of the cellcontaining q.Finally, when we consider directions from q wherex; y; z-contributions are all strictly positive, we simplyobserve that any such direction intersects each one ofx = 4, y = 4, and z = 4. Thus, the depth(q) = 3.This example also shows that the closures of cells ofa particular depth need not be connected. The proofof the wedge lemma does imply that the positive quad-rants of the three coordinate planes do not intersectcells of depth greater than two|if we translate a pairof positive coordinate axes within the quadrant thatthey de�ne, we do not gain new intersections. Thus,Corollary 8 cannot be extended beyond the plane.5 Further algorithms for depth in the plane andthree dimensionsIn this section we give some further results on algo-rithms for computing depth in the plane and in higherdimensions. In the plane, we show how to compute



the maximum depth cells based on the characterizationof Subsection 4.2, then brie
y discuss degenerate ar-rangments. In higher dimensions, we use cuttings toderive results on approximating depth and to obtainsome space/time tradeo�s for computing exact depth.5.1 Output-sensitive construction for maximumdepth in non-degenerate planar arrangementsThe Overmars/van Leeuwen [17] algorithm for dynamicconvex hulls, when applied to the duals of the lines,allows us to maintain a description of the current cell aswe walk from cell to cell in the arrangement. With thecharacterization of the points of maximum depth fromSubsection 4.2, this allows us to compute a descriptionof the maximum depth points in an output-sensitivemanner.Theorem 15 The set of all points at maximum depthin an arrangement of lines in general position can becomputed at the cost of O(log2 n) per feature.Proof: Sketch: The key observation is that there isonly one candidate for the next isolated point in thecell contained in the wedge of a 1X con�guration|namely, the point with tangent parallel to the tan-gent of the wedge. Thus, isolated points occur instrings of 1X con�gurations that end with a 1A con-�guration, and we can use a binary search in theOvermars/van Leeuwen data structure [17] to �ndthe next candidate and enter the next cell.5.2 Depth of vertices in degenerate arrangementsFinding a deepest vertex in a degenerate arrangementalready appears to be di�cult in the plane. We can ef-�ciently �nd a vertex whose depth is within an additiveterm of o(n) from the maximum depth vertex.Lemma 16 A point whose depth is at most n= lognless than the maximum can be found in O(n log2 n)time.Proof: First, compute the cell of maximum depthin the arrangement. Then, using an algorithm ofGuibas et al. [12], �nd all vertices V that are con-tained in n= logn lines in O(n log2 n) time. There areat most O(log2 n) of these vertices, and their depthcan be tested in O(n) time each once the lines aresorted by slope.Either a vertex of V has maximum depth, or, byLemma 1, a point in the cell of maximum depth isless than n= logn from the true maximum value.One heuristic that involves less programming is tosymbolically perturb the lines of the arrangement tosimulate general position, and compute the cell of max-imum depth. In the original arrangement this cell may

correspond to a vertex, in which case we evaluate thedepth of this vertex, or to a cell, in which case we con-struct the cell and evaluate the depth of all of its ver-tices. From the wedge lemma it can be seen that theactual maximum depth will be at most double the com-puted depth.5.3 Approximating depthTheorem 17 For any �xed � > 0, one can compute the(1� �)-approximate depth, ~� (with ~� � (1� �)�), of anarrangement of n lines in the plane, in time O( 1�n logn)using O(n) space.Proof: We compute a 1=r-cutting (in time O(nr))of the set of lines, where r = 1=�. (A (1=r)-cuttingof H is a partition of <d into disjoint regions, eachof which intersects at most n=r hyperplanes of H . A(1=r)-cutting of optimal size O(rd) can be found indeterministic time O(nrd�1) [3].) The cutting hasO(r2) edges; we can assume that they are formed byan arrangement of O(r) lines. We then use our \step-ping" algorithm to compute the depth along each ofthese O(r) lines. By the de�nition of cuttings, thetotal (additive) error is at most n=r. This requirestime O(n logn) per line.5.4 Reduced space complexityWe can reduce the space complexity in <3 by computingdepths of cells along each plane of the arrangement.Note that the witness rays are not con�ned to the givenplane during the computation|we show that they canstill be determined in O(n2+�) time. Performing thiscomputation for each of the n planes gives the followingresult.Theorem 18 In time O(n3+�), using O(n2) space, onecan compute the depth of all cells in an arrangement ofn planes in <3.AcknowledgmentsJ. Mitchell and M. Sharir thank E. Arkin and S. Har-Peled for several helpful discussions and suggestions.References[1] N. Amenta, M. Bern, D. Eppstein, and S.-H. Teng.Regression depth and center points. Manuscript,1998.[2] H. Br�onnimann and B. Chazelle. Optimal slope se-lection via cuttings. Comput. Geom. Theory Appl.,10(1):23{29, 1998.
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