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Current computational approach to incremental learning requires a constant stream of labelled data to cope
with gradual environmental changes known as concept drift. This paper examines a case where labelled data
are unavailable. Inspired by the performance of the human visual system, capable of adjusting its concepts
using unlabelled stimuli, we introduce a variant to an unsupervised competitive learning algorithm known
as the Leader Follower (LF). This variant can adjust pre-learned concepts to environmental changes using
unlabelled data samples. We motivate the needed change in the existing LF algorithm and compare between
two variants to enable the accumulation of environmental changes when facing unbalanced sample ratio.

Keywords: unsupervised competitive learning; unsupervised learning; incremental learning; online
learning; leader follower

1. Introduction

Gradual changes in the environment may reduce a machine classification accuracy (Gao, Fan,
and Han 2007). Initially, the machine may learn a set of concepts. Using such learning, when the
machine is given an unlabelled sample from the environment, it may be able to predict whether
the sample belongs to the concepts learned. Following environmental changes, samples once
belonging to one concept may later belong to another concept. The accumulation of such changes
would turn a stationary machine learner useless. This paper discusses the use of unsupervised
learning to maintain the accuracy of a machine learner during gradual environmental changes
and presents a biologically inspired algorithm to adapt the learner to the accumulation of such
changes.

A dynamic learning machine that is able to adapt its pre-learned concepts during the classi-
fication process may be able to sustain environmental changes and remain reasonably accurate
(Helmbold and Long 1994). Under certain problem areas, true labels are either hard to achieve
or not available in a timely manner; see, for example, Kelly, Hand, and Adams (1999) describing
a bank loan application where true labels become available 24 months after a loan was granted.
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66 D. Hadas et al.

Under such circumstances, Kuncheva (2008) suggested to use unlabelled samples to detect concept
drift. Here, we discuss the use of unlabelled samples to adapt the machine pre-learned concepts
and maintain its accuracy.

A distinction can be made between an abrupt environmental change and a gradual one. In the
case of an abrupt change, the environment after the change is not well correlated to the original
environment prior to the change; labelling the new environment and training a new learner is one
approach for coping with an abrupt change of the environment (Kuncheva 2004). Yet, in many
cases, the changes are gradual such that at every juncture, the environment can be well correlated
to a previous juncture. Still, the accumulation of gradual changes may alter the environment
dramatically over time. We study the use of unlabelled samples and the correlation between
junctures to tune pre-learned concepts and follow gradual environmental changes.

1.1. State of the art

In machine learning, learning under a concept drift is usually considered in the context of super-
vised learning; see, for example, performance comparison by Klinkenberg and Renz (1998),
method classification by Maloof and Michalski (2004), and a review by Zliobaite (2009). Unsu-
pervised learning methods are sometimes suggested for detecting concept drift (for example
Kuncheva 2008) and is also mentioned in the context of sensor drift (for example, Natale, Fabrizio,
and D’Amico 1995).

On-line supervised learners may use a stream of new labelled samples to gradually change
with time and adapt to concept drift (Hulten, Spencer, and Domingos 2001; Tsymbal 2004).
Some supervised learners use instance selection methods in which a moving window determines
the instances used by the model; see, for example, FLORA by Widmer and Kubat (1996), Time-
Windowed Forgetting by Salganicoff (1997), OnlineTree2 by Nunez, Fidalgo, and Morales (2007)
and a method based on Support Vector Machines by Klinkenberg and Joachims (2000). Other
supervised learners use instance weighting methods in which instances are weighted according to
their age and competence with regard to the current concept (see, for example, Klinkenberg 2004).
Yet another approach is to use an ensemble of classifiers where new labels are used to either train
new classifiers of the ensemble or to weight existing ones (Kuncheva 2004; Elwell and Polikar
2009). Some supervised learners are suitable for classifying imbalanced class distributions (Chen
and He 2009; Ditzler, Muhlbaier, and Polikar 2010). All such supervised on-line learners depend
on timely availability of labelled samples. Adapting to concept drift without such dependency
would require us to explore unsupervised learning methods.

Reviewing unsupervised learning literature, one may divide the available algorithms by their
concept stability; some unsupervised learning algorithms use a global criteria optimisation and
as a result, a new sample may cause major changes to the pre-learned concepts; in the context
of on-line unsupervised learning, such algorithms are said to be unstable Duda, Hart, and Stork
2000). As an example, adding a single sample to the K-Means algorithm may change all resulting
clusters; a behaviour which may be deemed unacceptable when tuning concepts previously learned
from labelled samples. The requirement for concept structure stability is known as the Stability-
Plasticity Dilemma (Carpenter and Grossberg 1988).

Incremental unsupervised learning algorithms avoid using a global criteria optimisation and
maintain concept structure stability; given a new sample, an incremental unsupervised learner
would adjust only concepts in the proximity of the sample; see Duda et al. (2000) but also
Unsupervised Competitive Learning by Kosko (1991) and Kong and Kosko (1991) and work
by Tsypkin (1973). As new unlabelled samples arrive, unsupervised algorithms such as CLAS-
SIT (Gennari, Langley, and Fisher 1989), ART Carpenter and Grossberg (1988), M-SOM-ART
Zehraoui and Bennani (2004) and the Leader Follower (LF) algorithm (Duda et al. 2000), continue
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to incrementally fine-tune the concepts while maintaining a stable concept structure. A similar
incremental learning approach is also used by Adaptive Vector Quantization techniques. (See, for
example, Gersho and Yano 1985 describing a progressive codevector replacement technique.)

The LF algorithm may be considered one of the simplest unsupervised incremental learning
algorithms in active use. Since its introduction, LF has been used in various applications requiring
incremental learning of clusters from unlabelled data. Some examples include: Offline Speaker
Clustering, where LF has shown promising results compared with existing offline speaker clus-
tering, while running much more efficiently (Liu and Kubala 2004); project ARGUS, where LF
is part of a novelty detection mechanism (Carbonell et al. 2006); a distributed version of LF was
suggested to enable the formation of Mobile Ad Hoc Networks (Garg and Shyamasundar 2004);
in Pei, Xu, Zheng, and Bin (2005), an LF clustering method is used for continuous classification
of hand motor imagery tasks; (Fan et al. 2007) uses LF as part of a Film cast indexing method.

Incremental unsupervised learning algorithms have not been specifically adopted to cope with
concept drift or to tune concepts pre-learned by a supervised learner.

1.2. The biological visual system and concept drift

Adaptation of the biological visual system to concept drift was recently studied during physi-
ological and psychophysical experimentations (Wallis and Bulthoff 2001; Leutgeb et al. 2005;
Preminger, Sagi, and Tsodyks 2007; Hadas, Intrator, and Yovel 2010).

When facing environmental changes, such as familiar objects that change with time, the visual
system was shown to use the following strategy: (1) After an initial phase in which concepts were
learned with labels, the visual system is capable of drifting pre-learned concepts to follow envi-
ronmental changes; (2) Such adaptation is demonstrated with unlabelled samples; (3) Unlabelled
samples affect future classifications of resembling stimuli; (4) While using such unsupervised
incremental learning, the visual system can radically drift pre-learned concepts and accumulate
environmental changes; (5) The visual system is able to handle concept drift even if the drift is
towards a region in the concept space that was previously learned as belonging to a different con-
cept. The concept can be drifted to completely overlap such a region. This was demonstrated with
a balanced sample distribution psychophysical experiment in which both concepts were presented
(Preminger et al. 2007) and more recenly with an unbalanced sample distribution psychophysical
experiment in which only the drifting concept was presented (Hadas et al. 2010).

1.3. The machine learner challenge

The biological reports presented above inspired us to revisit unsupervised learning algorithms, in
search of mechanisms that will maintain the accuracy of machine learners without depending on
timely labelled samples. Motivated by such reports, it would be desirable to further investigate
incremental unsupervised machine learning algorithms and modify them to posses the following
features: (A) Given a machine learner initially trained by a set of labelled samples, use recent
unlabelled samples to adapt the machine to concept drift; (B) Support the accumulation of drift
using unlabelled samples; (C) Support drifting of a concept towards regions that were previously
learned as belonging to different concepts using unlabelled samples.

In this paper, we introduce an unsupervised ‘Concept Follower’ algorithm that is capable of
tuning concepts, which were pre-learned by a supervised learner. We adapted the LF algorithm
(Duda et al. 2000) to cope with problem areas in which true labels are either hard to achieve or
not available in a timely manner, yet concept drift is expected. In such problem areas, the use
of existing supervised methods for coping with concept drift is inadequate (Kuncheva 2004).
The resulting algorithms offer the ability to adjust pre-learned concepts when facing gradually
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68 D. Hadas et al.

accumulating environmental changes. It is shown that by using unlabelled samples, a Concept
Follower based on LF may handle concept drift even when the drifted concept completely overlaps
a region previously learned as the centre of a different concept.

2. Methodology

In this section, unsupervised Concept Followers (CFs) are presented and analyzed. The strategy
used includes an initial supervised stage. During the supervised stage, concept centres are learned
from a multi-dimensional environment using labelled samples. Once concepts were learned, the
presented CFs use unlabelled samples to accommodate the concept centres to environmental
changes. Such bootstrapping is achieved through incremental learning and is targeted for coping
with gradual accumulation of environmental changes. When the changes are not gradual but
abrupt, the CFs detect the abrupt change, to allow repeating the supervised stage.

The traditional LF algorithm (Duda et al. 2000) is presented first. Than, a Concept Follower
algorithm (CF1) is derived by adjusting LF to a new function of drifting pre-learned concepts
and following environmental changes. Last, a novel CF with Unlearning algorithm (CF2) is
presented. CF2 adds an unlearning mechanism side by side to the learning mechanism of CF1.
The suggested unlearning mechanism is designed to increase the information induced by each
unlabelled sample.

2.1. The traditional Leader Follower algorithm

LF is an unsupervised competitive learning algorithm.After each classification, the algorithm uses
the new sample and its assigned label to adjust the concept, which it was classified as belonging
to. If the sample was not classified as belonging to any concept, then the sample is considered as a
concept of its own. Consequently, the LF can be applied when the number of classes is unknown.

In the original (Duda et al. 2000) algorithm, adjusting the concept towards the sample was
achieved by adding the new sample to the concept and normalising the resulting concepts at each
step. A generalisation of the (Duda et al. 2000) algorithm, which allowed any form of concept
update towards the sample was presented by Garg and Shyamasundar (2004). This variant included
learning without concept and sample normalisation.

The (Garg and Shyamasundar 2004) variant of the traditional Leader Follower algorithm is
presented in Algorithm 1. The algorithm initialises the first concept (w1) using the first sample
and collects additional concepts (wi for i > 1) as it proceeds. Samples not in the proximity of
any existing concept are used as the basis for new concepts. Samples at the proximity of a learned
concept are considered as belonging to that concept. The proximity measure is controlled by a
threshold parameter (θ ).

Once a sample is classified as belonging to a concept, learning takes place and the concept is
adjusted towards the new sample. Adjusting the concept towards the sample can be considered as
a method of ensuring that similar samples would be classified the same as the current one.

The LF mechnism can be adapted to serve as the basis of a CF. Several modifications are
required to the LF mechanisms presented above: (1) LF adapts self-learned concepts while the
CF should adapt concepts initially learned by a supervised learner. (2) LF may change the number
of learned concepts during its operation while a CF should not change the number of concepts.
Under the CF strategy suggested here, conceptualisation of the environment is a prerogative of the
supervised learner. (3) LF has no mechanism to monitor its accuracy while a CF should monitor
its accuracy and identify when supervised learning should be reused.

CF1 and CF2, presented next, include such modifications.
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Connection Science 69

Algorithm 1 The traditional Leader Follower algorithm: LF()

• Initialise θ to the distance threshold between a sample and a concept

1: s ← New sample
2: N ← 1
3: wN ← s

4: loop
5: s ← New sample
6: j ← argmin

i

‖s − wi‖ for any i = 1..N

7: if ‖s − wj‖ < θ then
8: Add s to wj and update wj towards s

9: else
10: N ← N + 1
11: wN ← s

12: end if
13: end loop

2.2. The CF1 algorithm

A first adaptation of LF to drift concepts in-line with gradual environmental changes is presented
in Algorithm 2.

The presented solution framework uses a supervisor to initially learn and label a set of concepts
(wi) and to predict the sample error rate (ε0). Then a CF1 algorithm, is used to drift the pre-learned
concepts (wi). The concepts originally learned using older labelled samples are later adjusted
based on newer unlabelled samples. This allows accommodating the concepts to changes in the
environment.

The CF1 algorithm is derived from LF. Unlike LF, new concepts are not learned by CF1.
Instead, samples that are not in the proximity of any concept are ignored. We use the ratio of such
samples in the sample set as an indicator of the algorithm health. Once the error ratio crosses
some boundary (εmax), the algorithm is no longer considered to be tuned to the environment. In
such a case, it may be appropriate to use a supervised learner once again. The error rate boundary
value (εmax) should be set higher than the error rate predicted during the initial supervised learning
phase (i.e., εmax > ε0).

The above CF1 variant selects and adjusts the concept closest to the sample (the one with the
minimal distance to the sample). This is similar to the method presented in the LF algorithm. First,
the distance of all concepts is calculated and the concept with the minimal distance to the sample
is identified. Then the distance of that concept is compared with a predefined threshold parameter
(θ ). If the distance is smaller than the threshold, then the concept is considered a match and the
concept is slightly shifted towards the classified sample to help correct to concept drift. The shift
is controlled by a learning rate parameter (η). Adjusting the concept towards the sample can be
considered as a method of increasing the likelihood that similar samples would be classified the
same as the current one.

The CF1 algorithm may radically drift pre-learned concepts and accumulate environmental
changes. Yet, CF1 relies on the availability of sufficient samples from each pre-learned concept.
Some problem areas may introduce unbalanced sample ratio between concepts. In such problem
areas, CF1 may fail to drift a first concept towards a region previously learned as belonging to
a second concept. This may occur, for example, when the sample ratio of the second concept is
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Algorithm 2 The Concept Follower algorithm: CF1()

• Initialise N ≥ 1 to the number of concepts learned using a supervised learner
• Initialise {wi |i = 1..N} to the concepts learned using a supervised learner
• Initialise θ to the distance threshold between a sample and a concept
• Initialise η to the concept learning rate (e.g. η = 0.1)
• Initialise εmax to the maximal ratio of allowed errors (e.g. εmax = 2 ∗ ε0)
• Initialise Twindow in which to evaluate the error ratio (e.g. Twindow = 30/εmax)

1: T ← 0
2: E ← 0
3: loop
4: T ← T + 1
5: s ← New sample
6: j ← argmin

i

‖s − wi‖ for any i = 1..N

7: if ‖s − wj‖ < θ then
8: wj ← wj + η · (s − wj)

9: else
10: E ← E + 1
11: end if
12: if T > Twindow then
13: if E/T > εmax then
14: Terminate and initiate new supervised learning
15: end if
16: T ← 0
17: E ← 0
18: end if
19: end loop

too low. We suggest here next that problem areas with unbalanced sample ratio between concepts
may consider adjusting all concepts in the proximity of the sample rather than only the concept
closest to the sample. Such a modification, may help adjust concepts with low sample ratio.

2.3. The Concept Follower with unlearning algorithm (CF2)

A second adaptation of LF is presented in Algorithm 3. The CF2 variant increases the infor-
mation learned from each sample as compared to LF and CF1. CF2 adjusts all concepts in the
proximity of the sample while LF and CF1 adjust only the concept closest to the sample. This
allows accommodating concepts to changes in the environment in problem areas with unbalanced
sample ratio between concepts. In such problem areas, CF2 can drift a first concept towards a
region previously learned as belonging to a second concept even when the sample ratio of the
second concept is low.

Adjusting all concepts in the proximity of the sample is done by introducing an unlearning
mechanism to the learning mechanism used by LF and CF1. The suggested unlearning mechanism
is symmetrical to the learning one. Learning and unlearning are used only when concepts are at the
proximity of the sample. Consequently, the algorithm avoids unnecessary adaptation of previously
learned concepts, and maintains the stability of the concept structure.
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Algorithm 3 Concept Follower with Unlearning algorithm: CF2()

• Initialise N ≥ 1 to the number of concepts learned using a supervised learner
• Initialise {wi |i = 1..N} to the concepts learned using a supervised learner
• Initialise θ to the distance threshold between a sample and a concept
• Initialise η to the concept learning rate (e.g. η = 0.1)
• Initialise δ to the concept unlearning rate (e.g. δ = 0.05)
• Initialise εmax to the maximal ratio of allowed errors (e.g. εmax = 2 ∗ ε0)
• Initialise Twindow in which to evaluate the error ratio (e.g. Twindow = 30/εmax)

1: T ← 0
2: E ← 0
3: loop
4: T ← T + 1
5: s ← New sample
6: j ← argmin

i

‖s − wi‖ for any i = 1..N

7: if ‖s − wj‖ < θ then
8: wj ← wj + η · (s − wj)

9: wi ← wi − δ · (s − wi) for all i = 1..N; i �= j ; ‖s − wi‖ < θ

10: else
11: E ← E + 1
12: end if
13: if T > Twindow then
14: if E/T > εmax then
15: Terminate and initiate new supervised learning
16: end if
17: T ← 0
18: E ← 0
19: end if
20: end loop

When a new sample is processed, the distances of all concepts to the sample are calculated and
compared with a predefined threshold parameter (θ). All concepts with below threshold distance
are declared competitors. When there are no competitors the sample is ignored. The ratio of such
samples in the sample set is used as an indicator of the algorithm health. Like in CF1, once the
error ratio crosses some boundary (εmax), the algorithm is no longer considered to be tuned to the
environment. When there is only one concept which is a competitor, the concept would perform
learning as in the CF1 algorithm. When there are multiple concepts which are competitors, CF2
would adapt all competing concepts.

When multiple concepts have below threshold distance, a ‘winner takes all’ procedure is used.
The concept with the smallest distance to the sample would perform learning as in CF1. As a result
of such learning, the concept is shifted towards the sample. The shift is controlled by a learning
rate parameter (η).All other competing concepts with distance below the threshold would perform
unlearning. As a result of unlearning, these concepts are shifted away from the sample. The shift
is controlled by an unlearning rate parameter (δ). Adjusting the winning concept towards the
sample can be considered as a method of increasing the likelihood that similar samples would
be classified the same as the current one. Adjusting the other competing concepts away from the
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sample can be considered as a method of decreasing the likelihood that similar samples would be
classified as one of these competing concepts.

We have introduced two algorithms which are capable of adjusting without labels a set of
concepts to environmental changes. Both algorithms allow initial learning using a supervised
learner and later adaptation to concept drift without labels. In CF1, we suggested to adjust only
the concept closest to the sample. In order to support problems areas with unbalanced sample
ratio between concepts we introduced CF2 and suggested that in some problem areas it may be
beneficial to adjust all concepts in the proximity of the sample.

As a reference, we use a simple supervised incremental learner. Our incremental learner main-
tains a sliding window with the 10 latest labelled samples per each concept. The Concept centre
is calculated using the 10 labels.

3. Experimental setup

In order to evaluate the behaviour of the CF1 and CF2 algorithms, we used samples taken from a
morphing sequence between two face image exemplars. One hundred and one samples were taken
from the morphing sequence representing a gradual change from the first face image to the second.
The morphing sequence used here was derived from the one used in Hadas et al. (2010). Two
front face images were handpicked from a 100-face nottingham_scans image set (downloaded
from http://pics.psych.stir.ac.uk/index.html). Each of the faces was prepared by blacking out
the background, hair and ears. The faces were used for the preparation of a morphing sequence
that included 99 intermediate morphed images. The sequence was prepared using Sqirlz Morph
version 1.2e. As a result of these preparation steps, we had 101 ordered face images representing
a smooth and gradual morphing sequence between the two original face images. The stimuli was
later adapted to suit a machine learner.

As part of the preparations to the computational analysis, the 101 images from the morphing
sequence were centred using the nose and eyes and a low resolution 19 pixel wide and 29 pixel
height image was extracted to include the information of the eyes, eyebrows and mouth (Figure 1).
Each of the 101 low-resolution images was represented using a 551 dimensional vector to depict
the (29 ∗ 19 =)551 pixels of the low-resolution image. Each dimension was in the range of
0 (representing a black pixel) and 255 (representing a white pixel). The experiment uses the
resulting vectors as 101 possible samples from the morphing sequence. The 101 possible samples
were numbered in the range of 100–200 such that the morphing sequence starts with sample 100
representing the first original face and gradually continues towards sample 200 representing the
second original face.

The unsupervised incremental learning algorithms, CF1 and CF2, were examined using differ-
ent learning, unlearning, and threshold parameters. The performance of the unsupervised learner
was evaluated under the assumption that the concepts were pre-learned using a flawless super-
vised learner. In our evaluation, instead of using a supervised learner, the concept centres were
programmatically set to the two face image exemplars. The unsupervised algorithm concepts were

Figure 1. Two face morphing sequence. Two real face images are picked. Ninety nine additional morphed images are
created using a morphing utility. Low-resolution abstracts from the 101 images are then used as possible samples and are
numbered 100–200.
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initialised to include two concepts – Concept ‘A’ which was set to sample 100 and concept ‘B’
which was set to sample 200.

Two presentation protocols were used; a sequential presentation and a random one. In the
sequential presentation protocol, the machine learner processed the 101 possible samples in
sequence starting from sample 100 and ending with sample 200. The sequence was presented
once. In the random presentation protocol, 5000 samples were selected uniformly in random
from the 101 possible samples of the morphing sequence.

In order to evaluate the progress made by the machine learner during the incremental learning
process, we assessed the learner state after each sample (Figure 2). The assessment process after
each sample is shown in Table 1. The assessment included calculating the proximity of Concept
‘A’ and Concept ‘B’ to each of the 101 possible samples. The sample that was closest to Concept
‘A’, following each sample learned was named the concept centre of ‘A’. The sample that was
closest to Concept ‘B’, following each sample learned was named the concept centre of ‘B’.

A second evaluation of CF2 is also presented here. Eight images of shapes were used, each
40 pixel wide and 40 pixel height. The background was set to light gray RGB(180,180,180) and
the shapes were drawn using dark gray RGB(70,70,70). The shapes included isosceles triangle,
a right-angled triangle, a circle, a half-circle, an ellipse, a square, a rectangle, and an X shape.

presentation (101 images)

presentation (5000 images)

R = Random between 100 and 200

Figure 2. The presentation protocols used. The Sequential Presentation Protocol (2A) and the Random Presentation
Protocol (2B) included interlaced assessment periods following each processed sample.

Table 1. The assessment process.

Sample proximity Concept centre

SPi,k ←− 1

1 + ‖si − wk‖ CCk ←− argmin
i

‖si − wk‖

Note: si (for any i = 100..200) are the morphing sequence samples. Wk (for k ∈
{‘A’, ‘B’}) are the learner concepts. SPi,k ∈ (0, 1] – the proximity recorded between
each sample si and concept k. The proximity approaches 1 as the sample approaches
the concept. The proximity approaches 0 as the sample Euclidean distance from the
concept approaches infinity. CCk – the recorded sample index closest to concept k
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At first, CF2 was initialised with the eight shapes. Then an assimilation phase was used in which
the shapes were repeatedly introduced 100 times, allowing learning and unlearning to take place.
This phase was used to allow any similar shapes to effect each other. Last, a morph sequence
between a square and a circle was introduced.

4. Results

The CF1 and CF2 algorithms were repeatedly evaluated while using different parameters. Each
time, the learner was exposed to either a sequential presentation or a random presentation of
samples from the morphing sequence. The evidence collected show that during the sequential
presentation protocol, both CF1 and CF2 followed Concept ‘A’ as it gradually drifted towards
Concept ‘B’. During the random presentation protocol, both algorithms well behaved as con-
cepts remained relatively stable and no concept overtook the complete morphing space. Similar
results were found using different sets of parameters. The difference between CF1 and CF2
was demonstrated. It was shown that using CF1, a concept does not drift to a region previously
learned as belonging to a different concept. It was further shown that CF2 is free from such a
limitation.

4.1. Supervised incremental learning using a sliding window approach

As a reference, we first experimented with an incremental supervised learner that uses a simple
sliding window approach. The 10 latest labels of each concept were equally weighted and used
to determine the concept centre. We tested under the assumption that not all samples are labelled.
Figure 3 shows the results when using 10%, 2.5% and 0% of samples being labelled. Note
that substantial adaptation of the concept was exhibited with 10% of samples being labelled. Yet,
Concept ‘B’was not unlearned and images 179–200 remain closer to Concept ‘B’ than to Concept
‘A’. As shown in the mid and left plots, the percentage of samples being labelled modulates the
adaptation of Concept ‘A’.

Figure 3. Final sample proximity using a supervised sliding window approach. The three plots show the results of a
moving window incremental supervised learner that use an average of the 10 latest labels per concept. The right plot
shows the results when 10% of the samples are labelled. Concept ‘A’ is closer to most samples while Concept ‘B’ is closer
to samples 179–200. Concept ‘A’ shifted towards Concept ‘B’ and is now closest to image 156. The mid plot shows the
results when 2.5% of the samples are labelled. Concept ‘A’ and Concept ‘B’ roughly divide the morphing space. Concept
‘A’ slightly shifted towards Concept ‘B’ and is now closest to image 130. The left plot shows the results where none of
the samples are labelled. Concept ‘A’ and Concept ‘B’ roughly divide the morphing space. Concept ‘A’ had not shifted
towards Concept ‘B’.

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
H
a
d
a
s
,
 
D
a
v
i
d
]
 
A
t
:
 
1
0
:
4
7
 
1
7
 
M
a
y
 
2
0
1
1



Connection Science 75

Figure 4. Final sample proximity using CF1 (η = 0.1, θ = 100). The right subplot shows the proximity of samples
to each concept after CF1 was presented with the complete sequential presentation protocol; Concept ‘A’ is closer to
most samples while Concept ‘B’ is closer to samples 184–200. The left subplot shows the proximity of samples to each
concept after CF1 was presented with the complete random presentation protocol; Concept ‘A’ and Concept ‘B’ divide
the morphing space at approximately midway.

4.2. Concept Follower algorithm (CF1)

The CF1 algorithm was used with a variety of learning rate (η) and threshold (θ ) parameters.
Figure 4 shows one exemplar of the results for a case where the learning rate parameter is η = 0.1.
The threshold (θ ) was set to 100 (under a 551 dimensional space in which the difference between
a white pixel and a black pixel is 255). After completing the presentation of all sequential protocol
samples, the proximity of each morphing sequence sample to each concept was calculated. The
right plot shows the assessment results. Samples at the range 100–183 are closer to Concept ‘A’.
Samples at the range 184–200 are closer to Concept ‘B’. Following the sequential presentation
protocol, Concept ‘B’ is closest to sample 196 not far from the starting point prior to the protocol
(sample 200); Concept ‘A’is closest to sample 176 and drifted significantly from sample 100 where
it was initialised. Similar results were found for a large range of learning rates and thresholds. The
left plot shows the assessment results following the random presentation protocol. Samples at the
range 100–142 are closer to Concept ‘A’. Samples at the range 143–200 are closer to Concept ‘B’.

Figure 5 shows the assessment results following each step of the incremental learning. Following
each assessment, the sample closest to the Concept was defined as the concept centre. The right
plot shows the concept centres during the sequential presentation. It can be seen that Concept ‘A’
drifts towards the region occupied by Concept ‘B’. Yet, as the change approaches the prelearned
Concept ‘B’, once sample 183 is presented, the learner stops drifting Concept ‘A’ towards Concept
‘B’. Instead Concept ‘B’ is drifted towards the centre and later back towards sample 200. Note that
the figure shows only the sample closest to the concept as a measurement of the concept overall
drift. Not all concept changes are shown. As a comparison, the left plot shows the concept centres
during the random presentation. It can be seen that Concepts ‘A’ and ‘B’ quickly drifts towards
the centre and then remain relatively stable during the 5000 sample presentation. Throughout the
random presentation, the two concepts divide the morphing space between sample 100 and 200
to approximately two equal halves.

4.3. Concept Follower with Unlearning algorithm (CF2)

The CF2 with Unlearning algorithm was used with a variety of learning rate (η), unlearning rate
(δ) and threshold (θ ) parameters. Figure 6 shows one exemplar of the results for a case where the
learning rate parameter is η = 0.1 and the unlearning rate parameter is δ = 0.05. The threshold
(θ ) was set to 100 (under a 551 dimensional space in which the difference between a white pixel
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Figure 5. Concept centre drift results using CF1 (η = 0.1, θ = 100). The right subplot shows the drift of Concept
‘A’ centre during the presentation of 101 samples representing a morphing sequence from sample 100 and sample 200;
Concept ‘A’ gradually drifts towards Concept ‘B’. Once the two Concepts overlap, Concept ‘A’ discontinues its drift.
The left subplot shows the drift of concept centres during the presentation of 5000 samples, equally distributed along
the morphing sequence between sample 100 and sample 200; Concept ‘A’ and Concept ‘B’ divide the morphing space at
approximately midway.

Figure 6. Final sample proximity using CF2 (η = 0.1, δ = 0.05, θ = 100). The right subplot shows the proximity of
samples to each concept after CF2 was presented with the complete sequential presentation protocol; Concept ‘A’ is closer
to all possible 101 samples. The left subplot shows the proximity of samples to each concept after CF2 was presented
with the complete random presentation protocol; Concept ‘A’ and Concept ‘B’ equally divide the morphing space.

and a black pixel is 255). After completing the presentation of all sequential protocol samples, the
proximity of each morphing sequence sample to each concept was calculated. The right plot shows
the assessment results. Samples at the range 100–200 were all classified as closer to Concept ‘A’.
Concept ‘B’ was unlearned as the Concept representing sample 200. Following the sequential
presentation protocol, Concept ‘B’ is still closest to sample 200 but not as close as Concept ‘A’;
Concept ‘A’ is closest to sample 191 and drifted significantly from sample 100 where it was
initialised. Similar results were found for a large range of learning rates and thresholds. The left
plot shows the assessment results following the random presentation protocol. Samples at the
range 100–138 are closer to Concept ‘A’. Samples at the range 139–200 are closer to Concept ‘B’.

Figure 7 shows the assessment results following each step of the incremental learning. Following
each assessment, the sample closest to the concept was defined as the concept centre. The right
plot shows the concept centres during the sequential presentation. It can be seen that Concept ‘A’
drifts towards the region occupied by Concept ‘B’. Yet, as the change approaches the prelearned
Concept ‘B’, once sample 174 is presented, the learner drifts Concept ‘B’ away such that sample
200 is no longer closest to Concept ‘B’ but becomes closer to Concept ‘A’. As a comparison, the
left plot shows the concept centres during the random presentation. It can be seen that Concepts
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Figure 7. Concept centre drift results using CF2 (η = 0.1, δ = 0.05, θ = 100). The right subplot shows the drift of
Concept ‘A’centre during the presentation of 101 samples representing a morphing sequence from sample 100 and sample
200; Concept ‘A’ gradually drifts towards Concept ‘B’. Once the two Concepts overlap, Concept ‘A’ continues its drift
towards sample 200 and Concept ‘B’ drifts away from the morphing sequence. The left subplot shows the drift of concept
centres during the presentation of 5000 samples, equally distributed along the morphing sequence between sample 100
and sample 200; Concept ‘A’ and Concept ‘B’ divide the morphing space at approximately midway.

‘A’ and ‘B’ quickly drifts towards the centre and then remain relatively stable during the 5000
sample presentation. Throughout the random presentation, the two concepts divide the morphing
space between sample 100 and 200 to approximately two equal halves.

4.4. Sensitivity of CF1 and CF2 to parameters

The sensitivity of the presented protocols to the learning rate (η), threshold (θ ), and unlearning
rate (δ) parameters were evaluated. We used CF1 with θ = 100 to evaluate learning rates (η)
starting at η = 0.001 and factored by 1.2 per each iteration till we reached η = 0.85. We used
CF1 with η = 0.1 to evaluate thresholds starting at θ = 1 and factored by 1.2 per each iteration
till we reached θ = 1021. We used CF2 with η = 0.1 and θ = 100 to evaluate unlearning rates
starting at η = 0.001 and factored by 1.2 per each iteration till we reached η = 0.7.

Figures 8–10 show the results on a logarithmic scale. The left plot per each figure, shows
the percentage of errors (E divided by the number of samples per presentation protocol) for a
Random Presentation Protocol with 1000 samples and a Sequential Presentation Protocol with
101 samples. The middle plot shows the standard deviation of the concept centres when facing a
Random Presentation Protocol (the measurements are taken along the second 500 random samples
in each iteration). The right plot shows the final location of the concepts following a Sequential
Presentation Protocol.

Figure 8. The effect of the learning rate parameter on CF1 (η = 0.001 . . . 0.85, θ = 100). The left subplot shows the
error rate during a Random and a Sequential Presentation Protocols. The middle subplot shows the stability of the concept
as evident from the standard deviation of the concept centres during a Random Presentation Protocol. The right subplot
shows the final location of the two concepts following a Sequential Presentation Protocol. As shown, setting CF1 with
learning rates in the range of 0.05 < η < 0.5 allows us to avoid errors, offer an approximately constant stability and reach
similar final setup of concept centres.
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78 D. Hadas et al.

Figure 9. The effect of the threshold parameter on CF1 (θ = 1 . . . 1021, η = 0.1). The left subplot shows the error rate
during a Random and a Sequential Presentation Protocols. The middle subplot shows the stability of the concept as evident
from the standard deviation of the concept centres during a Random Presentation Protocol. The right subplot shows the
final location of the two concepts following a Sequential Presentation Protocol. As shown, setting CF1 with thresholds in
the range of 80 < θ < 1000 allows us to avoid errors, offer an approximately constant stability and reach the same final
setup of concept centres.

Figure 10. The effect of the unlearning rate parameter on CF2 (δ = 0.001 . . . 0.7, η = 0.1, θ = 100). The left subplot
shows the error rate during a Random and a Sequential Presentation Protocols. The middle subplot shows the stability
of the concept as evident from the standard deviation of the concept centres during a Random Presentation Protocol.
The right subplot shows the final location of the two concepts following a Sequential Presentation Protocol. As shown,
setting CF2 with unlearning rates in the range of 0.005 < δ < η allows us to avoid errors, offer an approximately constant
stability and reach the same final setup of concept centres.

It is shown that in the range 0.05 < η < 0.5, no errors appear, and Concept ‘A’ drifts more than
halfway towards Concept ‘B’. Note that an increase in the learning rates results in an increase in
the standard deviation, suggesting greater concept instability. It is shown that for θ > 80, no errors
appear, and the concept behaviour is identical. Note that in this range, no specific pattern appears in
the standard deviation, suggesting constant stability. It is shown that in the range 0.005 < δ < η,
no errors appear, and the concept behaviour is identical. Note again the constant stability.

These parametric sensitivity results show that for a large choice of parameters, CF1 and CF2
are stable and the used parameters have little effect on the qualitative results.

4.5. Multi-shape evaluation results

The effect of CF2 on a group of pre-learned shape concepts was evaluated. The learning rate
parameter was set to η = 0.2 while the unlearning parameter was set to δ = 0.1. The threshold
(θ ) was set to 1000 (under a 1600 dimensional space in which the difference between a white
pixel and a black pixel is 255).

Figure 11, top row shows the eight concepts after CF2 was initialised using the eight shapes. The
middle row shows the eight concepts following an assimilation phase in which the shapes were
repeatedly introduced. Note the circle and the half circle concepts were slightly modified such
that following the assimilation phase, the distance between the two concepts increased. Following
a morph phase in which CF2 was exposed to a square shape being morphed into a circle shape,
we note that the square concept now have a circle shape. The circle concept was also changed.
Following these changes, the circle shape is now more similar to the square concept compared to
the circle concept. Indeed, the circle shape is now classified as belonging to the square concept.
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Figure 11. Shape morping (η = 0.2, θ = 1000, δ = 0.01). Eight concepts of CF2 were initialised using eight differ-
ent shapes as shown in the top row. Then, an assimilation phase was used in which the eight shapes were repeatedly
introduced. The results of the assimilation phase are shown in the middle row. Note the effect of unlearning on the two
similar H. circle and circle concepts. Last, a morph between a square and a circle was introduced and the results are
shown in the bottom row. Note that following the learning that occurred during the exposure to the morph sequence, the
square concept is now changed to a circle shape. Note also that following unlearning, the original circle concept was
also changed.

5. Discussion

This paper was motivated by a biologically observed strategy in which unlabelled samples were
successfully used to incrementally adapt pre-learned concepts, while coping with dramatic envi-
ronmental changes. Two unsupervised incremental CF algorithms (CF1 and CF2) were developed
to follow prelearned concepts.

The presented CFs were adapted from the LF algorithm. Using CF1 and CF2, a machine
learner can tune concepts when facing gradual environmental changes. While deriving CF1 and
CF2 from LF, we have intentionally removed the ability of LF to learn new concepts. Under
the strategy devised here, Concept Followers are used only for the purpose of adjusting pre-
learned concepts. This behaviour is in line with the requirement for concept structure stability.
Adhering to such structural stability, the structure learned by the supervised learner should be
preserved by the Concept Follower. Therefore, we do allow the CFs to learn new concepts. Also,
a supervised learner may use sample labels to derive a meaningful label to learned concepts.
Concepts Followers do not use labelled samples and may not derive such meaningful label to
learned concepts. Instead of learning new concepts, we designed CF1 and CF2 to detect a newly
formed concept as an abrupt change of the environment, requiring re-initiation of the supervised
phase.

The experimental layout included a controlled concept drift, an artificially created morphing
sequence between two faces (Wallis and Bulthoff 2001; Preminger et al. 2007; Hadas et al.
2010). The sample presentation was unbalanced; one gradually changing pre-learned concept
was displayed, while a second pre-learned concept was hidden. Experiments showed that CF1
and CF2 can drift the changing concept inline with changes in the stimuli even when the changes
accumulate. During unbalanced presentation, CF1 was unable to drift the changing concept to a
region previously occupied by the hidden concept; CF2 was able to overcome such limitation and
followed a pattern more similar to the one observed in biological systems.
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80 D. Hadas et al.

Since the developed CF1 and CF2 are based on the LF algorithm, they share its limitations. CF1
and CF2 can be used by a learner when assuming the same sample probability density function
(PDF) to all concepts; and when the PDF is assumed to be monotonic and spherical, i.e., the PDF
can be approximated by observing the Euclidean distance between the sample and pre-learned
concept centres. It is further assumed that initial concept centres can be determined by a supervised
learning stage. Such limitations of CF1 and CF2 may be lifted by developing CFs based on other
unsupervised incremental learning algorithms.

Unsupervised CFs are useful in problem areas in which the concept behaviour over time can be
inferred from the sample distribution. The accuracy of many unsupervised algorithms including
LF is increased when: (1) Concepts are fairly sparse in the sample space; (2) Concepts are
characterised by having a sharp PDF boundary area where the probability of samples inside the
area is significantly higher than the sample probability outside the area. Such conditions are more
likely to exist in a high-dimensional sample space.

Physiological and psychophysical studies demonstrated how biological systems may learn
concepts using labelled samples and later adapt such concepts using unlabelled samples (Wallis
and Bulthoff 2001; Leutgeb et al. 2005,Preminger et al. 2007, Hadas et al. 2010). Classify-
ing unlabelled stimulus affects future classifications of resembling stimuli. The system adapts
incrementaly and follow the environmental changes. Using this mechanism, the system can radi-
cally drift pre-learned concepts and accumulate environmental changes. CF1 and CF2 algorithms
exhibit similar performance in machine learners and drift the concepts following environmental
changes. CF1 and CF2 drift concepts using unlabelled samples and affect future classifications
of stimuli resembling the classified stimulus. If the environment change continues, then CF1 and
CF2 can accumulate change and continue to follow the environment.

Biological systems are also able to drift a first concept such that it would completely overlap a
region previously learned as belonging to a second concept. This was demonstrated with unbal-
anced sample distribution between concepts where samples from the second concept were not
presented (Hadas et al. 2010). We tested CF1 and CF2 under similar conditions. Although CF1 is
able to drift the first concept and accumulate change towards the second concept, it was shown that
when the first concept reaches the region in which the second concept resides, additional accu-
mulation of drift is not enabled. Unlike CF1, CF2 continues to accumulate drift when exposed
to the same pattern. Using CF2, a pre-learned concept could accumulate changes such that it can
replace a second pre-learned concept, inline with the results gathered from biological systems.

Note that some problem areas would find unlearning, as used in CF2, undesirable. Under an
unbalanced sample ratio a hidden concept may be unlearned even without concept drift. This may
occur when one concept is very close to a second, hidden concept. In such cases CF1 which does
not use unlearning may be a better candidate than CF2. As shown in the experimental results,
under unbalanced sample ratio very close concepts would not merge or overlap under CF1. Dense
problem areas, in which sample density of boundary areas between overlapping concepts is high,
may find CF2 not useful. CF2 may be more useful where sample ratio between concepts is balanced
and/or in problem areas where concepts are expected to be well distinguished and separated by
low density boundary areas.

Here, we introduced an incremental algorithm to follow changing pre-learned concepts without
labelled samples. The presented unsupervised methods aid a learner cope with gradual concept
drift by modifying the learner concepts. The use of the CF1 and CF2 algorithms is suggested
primarily for problem areas in which labels are not available in a timely manner. Supervised
incremental learning methods rely on a constant stream of labels and are therefore unsuitable to
adjust a learner to concept drift in the said problem areas. This is demonstrated here using the
reference sliding window supervised incremental learner.

We argue that even in problem areas where labels are available but are scarce, unsupervised
methods for concept drift offer advantages over supervised ones. Such advantages include: (1)
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Using supervised methods, significant time may elapse till labelled samples become available
and until tuning the machine learner can take place. During such time the machine classifica-
tion accuracy is reduced. Where changes are frequent, supervised methods leads to a constant
accuracy penalty. Unsupervised CFs help tune a machine learner shortly after a change, lead-
ing to a smaller accuracy penalty after each change. Depending on the availability of labelled
samples, unsupervised CFs may offer more accurate classification over supervised methods. (2)
Certain gradually changing patterns may appear to a supervised learner as an abrupt change. In
some problem areas, labelled samples are only available for some of the samples but not for
all. When changes occur more frequently than the rate in which new labelled samples become
available, accumulated changes may go undetected and when the next labelled sample appears
it may represent an abrupt change. Depending on the supervised method used, abrupt changes
may not allow incremental learning (Kuncheva 2004). The frequency of labelled samples and
of changes may therefore, limit the suitability of certain incremental supervised learning meth-
ods. Unsupervised CFs do not suffer from a similar limitation since all samples are used for
learning. Learning can therefore take place before gradual changes accumulate into an abrupt
change. (3) Where labelled samples are scarce, supervised learners face a greater challenge of
identifying true environmental changes from noise. Unsupervised CFs utilise all samples for
learning and therefore may offer better robustness to noise under certain problem areas. Addi-
tional research is needed to evaluate the trade off between label frequencies and its effect of
the choice between supervised and unsupervised incremental learning methods for coping with
concept drift.

Unsupervised CFs adjust machine learner concepts based on the distribution of the samples.
Under certain problem areas, this may serve as a disadvantage compared to supervised methods.
One may use labelled samples to evaluate the correctness of unsupervised Concept Followers.
Alternatively, labelled samples can be used in combination with unlabelled samples to drift the
learner concepts (See semi-supervised learning, for example, Zhu 2005). Another disadvantage
of the presented unsupervised CFs, compared to supervised incremental learning methods is that
unsupervised methods rely on each juncture to be well correlated to a previous juncture, meaning
that it is suitable for coping with gradual change but not with abrupt change.

Here, we evaluated the ability of the CFs to adjust to gradual change and qualitatively compared
it to the performance exhibited by the human visual system. We therefore used a data set without
abrupt changes and evaluated the ability of a single unsupervised learner to cope with a gradual
change. Future work may explore the use of unsupervised CFs in combination with specific
supervised learners and in the context of abrupt changes.

While CF1 and CF2 are both stable in the sense of Stability-Plasticity Dilemma (Carpenter and
Grossberg 1988), CF2 further adjusts other nearby concepts away from the sample; this decreases
the likelihood that similar samples will be classified as one of these nearby concepts and further
contributes to the stability of the classifier in the region neighboring the sample. Although stable,
CF1 and CF2 exhibit significant elasticity; during the sequential presentation pattern, CF1 and
CF2 have shown significant elasticity as the displayed concept accumulated changes. CF2 have
shown additional elasticity as the hidden concept was changed to allow drifting the displayed
concept.

The stability and elasticity tradeoff of CF1 and CF2 were controlled using the learning rate
parameter (for both CF1 and CF2) and the unlearning rate parameter (for CF2). It is shown that
CF1 and CF2 behave well, and offer qualitatively similar results, for a large range of parameter
choices. The learning and unlearning rate parameters can be used to speed or slow the CFs. CF1
and CF2 use a threshold parameter to determine the proximity of samples affecting the pre-learned
concepts. It is shown that under ideal conditions, in which abrupt change do not occur, increasing
the threshold parameter do not affect the results. However, such an increase reduces the ability
of CF1 and CF2 to detect abrupt changes in the environment and may result in unnecessary
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unlearning in CF2. In some problem areas, the threshold parameter can be determined during the
initial supervised stage, by observing the sample distribution.

The multi-shape evaluation also demonstrates the stability and elasticity characteristics of the
CF algorithms. It is shown that the learning and unlearning have a local effect and can therefore
be used in a multi-concept environment.

In this paper, we present a first introduction into Concept Followers and characterise a novel
computational model based on psychophysical findings. We evaluate the extent in which the
behaviour of the computational model is similar to the one displayed by the biological model.
The data set chosen was derived from the one used by the psychophysical experiments. The
results show that the machine learner behaves qualitatively the same as the biological one. The
use of additional data sets may help clarify the problem areas, where the suggested computational
model is useful.Yet, such insight would require further analysis into the limitations of incremental
supervised learning, and the introduction of performance criteria for comparing the different
options. We leave this to future work.

6. Conclusion

We presented CF1 and CF2, unsupervised incremental learning algorithms based on the LF
algorithm, for adapting concepts in a changing environment. It was argued that depending on
the problem area, the use of unsupervised CFs such as CF1 and/or CF2 may offer significant
advantages compared to alternative incremental supervised learning methods. The experimental
results suggest that CF1 and CF2 are both stable and elastic.Yet such characteristics depend on the
problem area sample distribution. CF2 which adds unlearning to the traditional Leader Follower
mechanism was shown to follow concept drift without limitations even when the sample distri-
bution is unbalanced. The CF2 results are inline with the performance exhibited by biological
systems.
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