
SUBDIVISION SCHEMES IN CAGD

Nira Dyn

School of Mathematical Sciences
Sackler Faculty of Exact Sciences

Tel Aviv University
Tel Aviv� Israel

�� Introduction

Computer Aided Geometric Design �CAGD� is a branch of applied mathematics con�

cerned with algorithms for the design of smooth curves and surfaces and for their e�cient

mathematical representation� The representation is used for the computation of the curves

and surfaces� as well as geometrical quantities of importance such as curvatures� intersec�

tion curves between two surfaces and o�set surfaces�

The general setup is the following� The designer produces a set of points with con�

nectivity relations between them� termed control points� Where the points are arranged

according to a univariate index set p�� p�� � � � � pk � R�� the set of points is termed a control

polygon and is identi�ed with the piecewise linear curve going through the points� It is

then required to represent mathematically a smooth curve in R� which has a similar shape

to the control polygon� This curve can pass through the points or be in some other sense

close to the control polygon�

The control points for the design of a surface can be given in various ways� The

simplest connectivity is that of a regular grid� namely each point has two indices� pij �

i 	 
� � � � �N�� j 	 
� � � � �N�� Thus the four points pij � pi���j � pi�j�� and pi���j�� constitute

a �face�� Another possible topology of the connectivity relations is that of a triangular grid�

where each face is determined by three control points and each pair of control points can

belong to at most two triangles� In this case the control polyhedron consists of the planar

faces determined by the triangulation� The most general type of connectivity relation

is that of a set of �faces� with a variable number of vertices� The set of control points

together with the connectivity relations constitute the control net�






Given the control net it is then required to construct a smooth surface approximating

it� Thus to each �face� there corresponds a patch which is determined by the vertices of

that �face� and perhaps by several of their direct neighbors�

As a general principal the methods of construction are required to be local� so that

changes in a control point a�ect only a limited number of patches� The functions used in

the construction of the curves and surfaces are mainly piecewise polynomials or piecewise

relational functions� Polynomials and rational functions of low degree are easily computed

and their piecewise nature yields the required exibility�

One common approach to the design of curves and surfaces which is of great rele�

vance to subdivision is based on the existence of a family of smooth compactly supported

functions Bm�t� termed B�splines� with the following properties�

�a� Bm�t� � Cm�� is a piecewise polynomial of degree m�

�b� Bm�t� � � inside its support� ���m� 
��

�c�
P

i�ZBm�t� i� 	 
 � t � R �

�d� span
�
Bm�t � i�

�� i � Z� 	Sm 	
�
f j f � Cm�� � f

��
�i�i���

� �m � i � Z� �

Here �m denotes the space of all polynomials over R of degree � m�

The curve

�
�
� C�t� 	
NX
i��

piBm�t � i� �

has the properties

�i� for t � �j� j � 
�� C�t� � hpj�m� � � � � pji�

where hp� � � � pki 	
�
x � R

�
�� x 	

kP
i��

bipi � bi � � �
kP

i��

bi 	 

�

is the convex hull of

p�� � � � � pk and �� denotes the interior of ��

�ii� The curve C�t� has its components in Cm���

If kC ��t�k� �	 �� t � I � R� then C�t�
��
I
� Cm��� The condition

��C ��t����� �	 � guarantees

that C �i�t�� �	 � for i 	 
 or � or �� Hence by the Implicit Functions Theorem t 	 t�Ci� �
Cm�� for some jt� t�j � � and Cj�t� 	 Cj

�
t�Ci�

�
� j �	 i�

For control points with the topology of a regular grid� the de�nition of a B�spline

�



surface is very similar

�
��� S�u� v� 	
N�X
i��

N�X
j��

pijBm�u� i�Bm�v � j� �

This surface has the following properties�

�i� for �u� v� � �k� k � 
� � ��� �� 
��

S�u� v� �
�
pij

����i 	 k �m� � � � � k � j 	 ��m� � � � � �

��

�

�ii� The components of S�u� v� are in Cm���

If the Jacobian matrix
�
�S
�u �

�S
�v

�
is of rank � for �u� v� � � then S�u� v� � Cm������ Again�

using the Implicit Functions Theorem� it is possible to obtain the points of
�
S�u� v� �

ju� v�j� jv � v�j � �
�
as Sj

�
u�Si� S��� v�Si� S��

�
	 F �Si� S��

� � Cm����� where fi� j� �g 	
f
� �� �g� and � is a neighborhood of

�
Si�u�� v��� S��u�� v��

�
�

Su�cient conditions on the control points can be given to guarantee that the B�spline

curve�surface of the form �
�
���
��� is Cm���

The simplest continuous B�spline is

�
��� B��t� 	 
� jt� 
j � t � ��� �� �

B��t� is a positive� continuous� piecewise linear function on its support ��� ��� and has also

properties �c���d� of B�splines�

The curve C�t� 	
PN

i�� piB��t�i� is the control polygon of p�� � � � � pN for t � ���N�
��

it is linear for t � �i� i� 
� and C�i� 
� 	 pi� i 	 
� � � � �N �

The surface S�u� v� 	
NP

i�j��
pijB��u� i�B��v � j� passes through the control points�

S�i� 
� j � 
� 	 pij � i� j 	 
� � � � �N �

Higher order B�splines are obtained from lower order ones by repeated integration

�
��� Bm���t� 	

Z t

t��
Bm�� �d� �

It is easy to verify that if Bm has properties �a���d� of B�splines then Bm�� as given by

�
��� has these properties as well� Since B� given by �
��� is symmetric with respect to

t 	 
� then by �
���� Bm is symmetric relative to t 	 �m� 
����

�



The computation of a given B�spline curve�surface can be done in several ways de�

pending on the representation used�


� Computation based on the polynomial representation of the curve�surface is each

interval�square�

�� Computation based on the B�spline representation using recurrence relations for the

evalutation of B�splines�

�� Computation of the representations of the curve�surface relative to the sequence of

bases

�
���
�
Bm��k � �j� � j � Z� � k 	 
� �� � � � �

The last method termed �Subdivision� is based on the observation that

�
��� Bm � span
�
Bm

�
��� � j�

�
� j � �

�
Z
�
	
�
f � f

� �
�

	
� Sm

�
�

It requires the computation of a sequence of control points� Expressing �
��� explicitly

�
��� Bm�t� 	
X
j�Z

aj�mB��t � j� �

we get a sequence of representations of C�t��

C�t� 	
X
i�Z

p�iBm�t � i� 	
X
i�Z

p�iBm��t� i� 	 � � � 	
X
i�Z

pkiBm��kt� i� �

where the control points at stage k � 
 are obtained from those at stage k by the rule

�
��� pk��i 	
X
j�Z

ai��j�mpkj � i � Z �

The coe�cients in �
��� constitute the mask of the subdivision scheme� In particular the

curve segment corresponding to t � ��k�j� j � 
� in the k�th�stage representation is given

by

�
��� C�t�
��
��k�j�j���

	

jX
i�j�m

pkiBm��kt� i� �

�



and the point pki is related to the parameter value ��ki� For t� � ���j and k � ��

the points fpk
�k��j�m� � � � � p

k
�k��j

g determine the curve segment in �t�� t� � ��k�� and as k

becomes larger these points tend to C�t��� Hence for k large enough the control polygon

approximates closely the curve C�t�� The surface case is similar�

The equality �
��� for m 	 
 is easily derived by choosing faj�� � j � Zg so that both

sides agree on �
�Z� Thus

�
�
�� B��t� 	
�
�B���t� �B���t� 
� � �

�B���t� �� �

and by integrating �
�
�� from t� 
 to t and using �
��� we set

�
�

� B��t� 	
�
�
B���t� �

�
�
B���t� 
� � �

�
B���t� �� � �

�
B���t� �� �

In view of �
�
��� for B��curves the subdivision rule �
��� has the form

�
�
�� pk���i 	 �
�p

k
i�� �

�
�p

k
i � pk�i�� 	 pki �

and the control points at stage k � 
 stay on the control polygon of stage k and hence on

the initial one� namely on the limit curve� This scheme is interpolatory� all the points at

all stages are on the limit curve�

For B��curves� by �
�

� the mask is a��� 	 a��� 	 
��� a��� 	 a��� 	 ���� and the

subdivision scheme �
��� has the form

�
�
�� pk���i 	 �
�p

k
i�� �

�
�p

k
i � pk���i�� 	 �

�p
k
i�� �

�
�p

k
i �

This scheme is known as Chaikin�s algorithm �C�� One step of this shceme is depicted in

Figure 
�

Figure �� Corner cutting with the Chaikin�s algorithm

�



The Chaikin�s algorithm is a geometric process of �corner cutting�� the control points

are cut away at each stage�

Equation �
��� consists of two rules� one for i odd involving the odd coe�cients of the

mask and one for i even involving the even coe�cients of the mask� It is easy to verify

that �
��� together with �
��� yields

�
�
�� aj�m�� 	 �
� �aj���m � aj�m� � j � Z �

and since aj�� �	 � only for j � f�� 
� �g 	 suppB� � Z� we get

�
�
�� aj�m �	 � only for j � f�� 
� � � � �m� 
g 	 suppBm � Z

Also by �
�
�� and the initial values a��� 	 
��� a��� 	 
� a��� 	 
��� we conclude that

�
�
�� aj�m 	 ��m


m� 


j

�
� j 	 �� 
� � � � �m� 
 �

The subdivision shemes �s�s�� for B�spline curves given by �
��� and �
�
�� are prototypes

for general s�s� for curves determined by masks of compact support a 	 faj � j � Zg�
In this paper we analyze s�s� for curves and surfaces given by a rule of the form �
���

with a general mask of compact support a� Our aim is to give conditions on the mask

which guarantee the convergence of the s�s� to a limit curve�surface and to analyze the

smoothness of this limit�

In Section � we discuss the relation between the convergence of a s�s� and the existence

of a related compactly supported function �the analogue of the B�spline�� satisfying a

functional equation of the form �
���� This is done in the multivariate setting which

applies to curves and surfaces�

The analysis of the convergence and smoothness is �rst done for the curve case �uni�

variate case�� since it is simpler conceptually and closer to being complete� In Section �

su�cient conditions for convergence to curves with C� components are given� in terms

of a polynomial formalism� In Section �� a matrix formalism is introduced and necessary

conditions for convergence to curves with C� components are given� together with re�ned

su�cient conditions� Section � deals with interpolatory s�s�� and shows the necessity of the

�



su�cient conditions of Section � for such schemes� Examples of s�s� with their concrete

analysis are given in Sections � and ��

Subdivision schemes for surfaces� determined by control points with the topology of a

regular grid� are discussed in Sections ���� The convergence is analyzed in Section � and

the smoothness of the components of the limit surfaces in Section �� with special results for

interpolatory s�s�� extending those of Section �� The analysis of the general multivariate

case requires the introduction of s�s with matrix masks and the extension of the analysis

to such schemes�

The tools developed for the multivariate setting are much harder to apply to concrete

examples� due to non�unicity in certain reductions as well as the order of magnitude of com�

plicated involved algebraic manipulations required� Yet one example of an interpolatory

s�s� is presented and analysed in Section ��

This paper is mainly a review paper� which tries to present the results taken from

several sources in a uni�ed and easy to follow way� Each section ends with bibliographical

notes� pointing to references for the material in the section and for related material� Some

of the results and proofs in Sections � and � appear here for the �rst time�

Bibliographical notes�

General methods in CAGD are reviewed in �BFK�� Regularity conditions for B�spline

curves�surfaces are derived in �DLY�� Computation methods for B�spline representations

are given in �B�� Subdivision techniques for B�spline curves�surfaces are �rst discussed

in �CLR
� and �LR�� Subdivision schemes with non�standard limit functions were �rst

analyzed in �R� and in recent years in many works� e�g� �CDM�� �DL
�� �D��� �DD�� �DGL
�

��� �DL����� �DLL�� �DLM�� �MP
���� �W�� The main sources for the material in this paper

are �CDM�� �DGL
���� �DHL�� �DL��� �DLM��

�� The Subdivision Mask and the Functional Equation

A subdivision scheme is de�ned in terms of a mask consisting of a �nite set of non�

zero coe�cients a 	 fa� � 	 � Z
sg� where s 	 
 in the curve case� and s 	 � in the case

�



of surfaces de�ned by control nets with the topology of a regular grid� Other topologies

require a di�erent approach�

The scheme is given by

���
� pk��� 	
X
��Zs

a����pk� � 	 � Zs �

Here we use the multi�index notation 	 	 �	�� � � � � 	s� � Zs and x 	 �x�� � � � � xs� � Rs� We

assume for the sake of simplicity that the control points are de�ned for all Zs� In practice

the set of initial control points fp�� � 	 � J�g is �nite� and the set of control points at level

k � 
� denoted by fpk��� � 	 � Jk��g� is the maximal set for which the rule

pk��� 	
X
��Jk

a����pk� �

coincides with ���
�� Thus

Jk�� 	 �Jk � supp�a� 	
�
	 � Zs � 	 	 �
 � � � 
 � Jk � � � supp�a�

�
�

Where s 	 
 there are two rules for de�ning new control points

pk���� 	
X
��Z

a�����pk� 	
X
��Z

a��p
k
��� � 	 � Z ������

and

pk������ 	
X
��Z

a�������pk� 	
X
��Z

a����p
k
��� � 	 � Z ������

In the surface case s 	 �� there are � rules depending on the parity of each component of

the vector 	 � Z�� Thus� de�ning E� 	
�
� � �i � f�� 
g � i 	 
� �

�
� namely E� consists of

the extreme points of ��� 
��� we get for each � � E� a di�erent rule�

����� pk������ 	
X
��Z�

a�������pk� 	
X
��Z�

a����p
k
��� � � � E� � 	 � Zs �

For general s the number of rules is �s� as the cardinality of the set Es of the extreme

points of ��� 
�s� As in the case of the B�spline functions� the control point pk� is related

to the parameter value ��k	� The analysis of the s�s� determines the smoothness of each

component of the generated curve�surface� Since each component is a scalar function

generated by the same s�s�� it is su�cient to analyse control points in R��

�



De�nition� A subdivision scheme S is a convergent subdivision scheme if for every set

of control point f� 	 ff�� � R j 	 � Zsg� there exists a continuous function f � C�Rs� such

that

����� lim
��k��

���Skf���k��� � f����	�
�� 	 � � 	 � Zs � � � Z� �

and such that for some initial data the above function f �	 �� The function f is denoted

by S�f�� S is a uniformly convergent s�s�� if for any bounded domain � � R
s and � � �

there exists K����� such that

�����
���Skf��� � f���k	�

�� � � � � k � K����� � 	 � Zs � �k� �

This is equivalent to the requirement that for all f� � ���Zs��

lim
k��

��Skf� � f
� �
�k
���
� 	 � �

where f
� �
�k

�
denotes the sequence

�
f
�
�
�k

�
� 	 � Z

s
�
�

A simple necessary condition for S to be uniformly convergent is the following�

Proposition ���� Suppose S is a uniformly converent s�s�� then

�����
X
��Zs

a���� 	 
 � � � Es �

Proof� Let f� be such that S�f� �	 �� By the continuity of f there exist � � Z� and

	 � Zs� such that f����	� �	 ��

Now for k � ��

����� fk�k����� 	
X
��Zs

a�k��������f
k��
� 	

X
��Zs

a����f
k��
�k������� �

Let � be a neighborhood of ���	� For k large enough ���	 � ��k� � � for � � Es

and ���	� ��k��
 � � for 
 � � where � 	 f
 � a���� �	 �� � � Esg�
Hence by the uniform convergence of S� given � � � there exists K 	 K������ such

that

�����
fk�k����� 	 f����	� ��k�� � �k � � � Es �

fk��
�k������� 	 f����	� ��k��
� � k�� � 
 � � �

�



with j�kj � �� jk��j � �� k � K������ Substitution of ����� into ����� yields

f����	 � ��k�� � �k 	
X
��Zs

a����f��
��	� ��k��
� �

X
��Zs

a����k�� �

Taking k
� we get

��f����	�� X
��Zs

a����f��
��	�

�� � 

 �
X
��Zs

ja����j
�
� �

Since � can be chosen arbitrarily small� and since f����	� �	 �� we conclude that

X
��Zs

a���� 	 
 � � � Es �

The next lemma gives necessary and su�cient conditions for the uniform convergence

of a s�s�

Lemma ���� Let � � C�Rs� be of compact support and satisfy

���
��
X
��Zs

��x � 	� 	 
 � x � Rs �

and let S be a s�s� with a mask satisfying ������ If S is a uniformly convergent s�s�� then

lim
k��

X
��Zs

�Skf������
k � �	� 	 S�f� �

Moreover� if � satis�es the stability condition

c�kfk� �
���� X
��Zs

f���x � 	�

����
�

� f � ���Zs� �

then uniform convergence of the sequence� X
��Zs

�Skf������
kx� 	� � k � Z�


�

for any initial data f�� implies the uniform convergence of S�


�



Proof� To prove the �rst claim� observe that

ek�x� 	

���� X
��Zs

�Skf������
kx � 	� � S�f��x�

���� 	
	

���� X
��Zs

�
�Skf��� � �S�f���x�

�
���kx � 	�

����
�

X
��	�kx

���Skf��� � �S�f�����k	�
�� �����kx� 	�

��
�

X
��	�kx

��S�f����k	� � S�f��x�
�������kx� 	�

�� �
where ��kx 	

�
	 � �kx � 	 � supp���

� � Zs� The cardinality of ��kx� j��kxj� satis�es
j��kxj � supx�
����s

����x � supp���� � Zs
��� 	 M � and for 	 � ��kx� x � ��k	 	 y �

��k supp����

By the uniform convergence of S in

�x�� 	
�
y � kx� yk� � �

�
�

and by the continuity of S�f�� for any � � � there exists K����x��� such that

ek�x� � ��Mk�k� � k � K����x��� �

To prove the converse direction� denote

f�x� 	 lim
k��

X
��Zs

�Skf������
kx� 	� �

Then for k � K����� and x � �

� �

����f�x� � X
��Zs

�Skf������
kx � 	�

����
�

	

���� X
��	�kx

�
f�x� � �Skf���

�
���kx � 	�

����
�

�
���� X
��	�kx

�
f���k	� � �Skf���

�
���kx � 	�

����
�
�
���� X
��	�kx

�
f�x� � f���k	�

�
���kx � 	�

����
�

�

Since by continuity of f�x��
��f�x� � f���k	�

�� � �
�k�k� for 	 � ��kx� k � eK������ we

obtain ���� X
��	�kx

�
f���k	�� �Skf���

�
���kx � 	�k� � �M � 
�� � x � � �







and from the stability of � we conclude that
��f���k	� � �Skf���

�� � c�� for k �

max
�
K������ eK�����

�
and 	 � S

x��
��kx� proving the uniform convergence of S for any

initial data f�� Condition ����� guarantees that S�f� 	 
 for ff�� 	 
 � 	 � Zsg� Hence

S is a uniformly convergent s�s�

In most applications we use the above su�cient condition with the symmetric hat�

function ��x� 	
Qs

i��B��
 � xi��

Lemma ���� Let S be a s�s with a mask a� and de�ne the linear operator

���

� T� 	
X
��Zs

a���� � �	� �

Then

���
��
X
��Zs

�Skf������
kx� 	� 	

X
��Zs

f���T
k���x � 	� �

Proof� It is su�cient to prove ���
�� for the case k 	 
� and apply it repeatedly�

Writing �Sf��� in terms of the mask a and changing the order of summation in the

lefthand sum we obtain

X
��Zs

�Sf������x � 	� 	
X
��Zs

f��
X
��Zs

a�������x � 	� 	

	
X
��Zs

f��
X
��Zs

a����x � �
 � �� 	
X
��Zs

f���T���x � 
� �

We can now prove a theorem relating the s�s� with a unique function satisfying a

corresponding functional equation�

Theorem ���� Let S be a uniformly convergent s�s� Then its mask a 	 fa� �

	 � Z
sg determines a unique compactly supported continuous function � with the fol�

lowing properties

��x� 	 T��x� 	
X
��Zs

a����x � 	� � x � Rs ����
��

X
��Zs

��x � 	� 	 
 � x � Rs ����
��


�



Moreover� for any f�

���
�� S�f� 	
X
��Zs

f����� � 	� �

Proof� Choose f� 	 �� namely� f�� 	 ����� 	 � Z
s� and denote S�f� 	 �� By assump�

tion on S� � � C�Rs�� By the relation �S��� 	
P
�

a�������� we conclude that �S��� 	 a��

Thus supp�S�� 	 supp�a��

Now

�Sk��� 	
X
�

a�����Sk����� �

hence
supp�Sk�� 	

�
	 � 
 � supp�Sk���� � 	� �
 � supp�a�

�
	
�
	 � 	 � supp�a� � � supp�Sk����

�
�

Since supp�S�� 	 supp�a�� we conclude that if supp�a� is convex then supp�Sk�� 	

��k � 
� supp�a�� Otherwise supp�Sk�� � ��k � 
� hsupp�a�i� The values Sk� are at�

tached to the parameter values ��k supp�Sk�� � �
 � ��k� hsupp�a�i� Hence the limit

function � sati�es supp��� � hsupp�a�i��
Since � is of compact support and S is a linear operator

S�f� 	
X
��Zs

f����� � 	� �

Similarly� we get S�f� 	
P

��Zs f
�
���� � �	� 	

P
��Zs f

k
����

k � �	�� Specializing to

f� 	 � and recalling that �S��� 	 a�� 	 � Zs� we obtain

�S����x� 	 ��x� 	
X
��Zs

a����x � 	� �

Thus � is a solution of the functional equation� Now for f�� 	 
� 	 � Z
s� S�f� 	 
 by

������ and ���
�� follows from ���
���

To conclude the proof it remains to show that � is the unique continuous� compactly

supported solution of ���
�� satisfying ���
��� Suppose � is a continuous compactly sup�

ported function satisfying ���
�� and ���
��� Then by ���
�� and ���
��� for all k � 
�X
��Zs

f����x � 	� 	
X
��Zs

�Skf�����
kx� 	� �


�



This together with the �rst part of Lemma ��� yieldsX
��Zs

f����x � 	� 	 S�f��x� �

In particular for f� 	 � we get

��x� 	 S�� 	 ��x� �

and the unicity of � is established�

Corollary ���� Let �� � C�Rs� be of compact support and satisfy
P

��Zs ���� � 	� 	 
�

and let a be a mask of a converging s�s� Then

lim
m��

Tm�� 	 � �

where � is the unique solution of � 	 T� guaranteed by Theorem ����

Proof� By Lemma ��� applied to f� 	 �� and by Lemma ����

��x� 	 lim
k��

X
��Zs

�Skf�������
kx� 	� 	 lim

k��

X
��Zs

�����T
k����x � 	�

	 lim
k��

T k���x� �

The function � de�ned by S is called the S�re�nable function� It can be computed

from the mask in several ways�

Methods to compute ��

�i� Apply repeatedly S starting with f� 	 ��

�ii� Choose �� a continuous compactly supported function satisfying
P

��Zs �����	� 	 
�

and apply T repeatedly �the cascade algorithm��

This method is equivalent to �i� since by ���
��

T k���x� 	
X
�

�Sk�������
kx � 	� �

�iii� Compute the values of � at the diadic points recursively by the relation � 	 T��

namely�

����m	� 	
X
��Zs

a����
�m��	� 
� �


�



In order to start the process� the values
�
�S����	� � 	 � Z

s
�
are needed� Corollary

��� gives a simple formula for the computation of
�
S�f��	� � 	 � Z

s
�
from the initial

data f��

Note that if ��	� 	 �� 	 � Z
s then ����k	� 	 � for all k � Z� and by continuity � 	 ��

Thus ��	� �	 � for at least one 	 � Zs�
�iv� Starting with arbitrary y��

P
�
y�� 	 
� compute

yk� 	
X
��Zs

a�y
k��
���k��� � 	 � Zs �

and de�ne �k�x� 	
P

��Zs y
k
�����

kx � 	� for any �� satisfying the requirements of

Corollary ���� Then lim
k��

�k�x� 	 ��x��

Method �iv� works since

�k�x� 	 T�k���x� 	 � � � 	 T k���x� �

and hence by Corollary ��� ��x� 	 lim
k��

�k�x��

Next� we relate the existence of � � C�Rs� solving the functional equation with the

convergence of the corresponding s�s�

Theorem ���� Let � � C�Rs� be of compact support and satisfy the functional equation

���	
� corresponding to a mask a of compact support� with property ������ If the integer

translates of � satisfy the stability condition

���
�� c�kfk� � �� X
��Zs

f���� � 	�
��
�� f � ���Zs� �

then the s�s� associated with the above mask is uniformly convergent�

Proof� Consider the one�periodic function

���
�� ��x� 	
X
��Zs

��x� 	� �

We claim that ��x� is constant� Let g�� 	 
� 	 � Z
s� Then by ����� Skg� 	 g�� while by

���
�� and ���
��

���kx� 	
X
��Zs

���kx � 	� 	
X
��Zs

�
Skg�

�
�
���kx� 	� 	

X
��Zs

g���T
k���x � 	� 	 ��x� �


�



Hence ��x� is constant on diadic points� By continuity ��x� is constant� The stability

condition guarantees that ��x� �	 � and hence we get after normalization

���
��
X
��Zs

��x� 	� 	 
 �

Applying Lemma ��� with � 	 �� we conclude that

X
��Zs

�Skf������
kx � 	� 	

X
��Zs

f��T
k��x� 	� 	

X
��Zs

f����x � 	� �

Hence

lim
k��

X
��Zs

�Skf������
kx � 	� 	

X
��Zs

f����x � 	� �

and it follows from the second part of Lemma ��� with � 	 � that S is a uniformly

convergent s�s�

Remark� The stability condition ���
�� for � of compact support implies the ���Zs��

linear independence of
�
��x� 	� � 	 � Zs�� namely

P
��Zs b���� � 	� 	 �� b � ���Zs�

b 	 �� In the reverse direction we have the implication that the stability condition ���
��

follows from the local linear independence of f��� �	� � 	 � Zsg � namely
P

��Zs b���x�
	� 	 � � x � �  b� 	 � � 	 � �� � where � is any bounded open domain in R

s and

�� 	 f	 � Zs � supp���� � 	�� � � �	 �g � To see this � de�ne

c 	 inf
��� X

��Zs
b���x� 	�

��
� � kbk� 	 


�
�

If c �	 � then the stability condition holds� Suppose c 	 �� then there exists a sequence

fbk � k � Z�g � ���Zs�� kbkk� 	 
� such that

lim
k��

�� X
��Zs

bk���x � 	�
��
� 	 � �

For each k there exists 	k such that jbk�k j � �
�
� Consider

�k�x� 	
X
��Zs

bk���k��x� 	� 	
X
��Zs

dk���x� 	� �


�



where dk� 	 bk���k and jdk�j � �
� for all k� Since �k 	

P
��Zs

bk�����	k�	�� lim
k��

k�kk� 	 ��

Now let �� be a bounded open domain in Rs� such that supp��� � ��� Since kdkk� 	 


for all k� there exists a subsequence fdk�g satisfying lim
k���

dk
�

� 	 d�� � 	 � ��� � Thus by the

compact support of �X
��	��

d�� ��x� 	� 	 � � x � �� � jd�� j � �
�
�

in contradiction to the assumption of local linear independence� In fact it is su�cient to

require only �weak�local linear independence�� namely for each 	 � Z
s � there exists an

open bounded domain �� � R
s � such that

P
��Zs b���x � 	� 	 � � x � ��  b� 	 � �

Theorem ��� suggests an indirect way for the analysis of the convergence of a given

s�s�� namely analysis of the functional equation and the nature of its solutions� Here we

present a direct analysis of the s�s�� and of the convergence of the control points generated

by it� We start with the curve case s 	 
� where the analysis of convergence and of the

smoothness of the limit functions generated by s�s� is simpler� Then extensions to the case

s � 
 will be given�

Bibliographical notes�

Most of the results in this section are taken from �CDM�� with considerable changes

in the proofs� Methods �ii� and �iii� for the computation of � are suggested in �DL
��

Analysis of the solutions of the functional equations is done in several papers� see e�g�

�CDM���D����DD���DL
�� It is also done in the contex of orthonormal wavelets �D
��

�� Analysis of Convergence and Smoothness 	 the case s 	 


It has been observed in Proposition ��
� that a necessary condition for the uniform

convergence of a s�s� given by a compactly supported mask a 	 fa� � 	 � Zg is

���
�
X
��Z

a�� 	 
 �
X
��Z

a���� 	 
 �

This condition guarantees the existence of a related s�s� for the divided di�erences of the

original control points�


�



Proposition ���� Let S be a s�s� de�ned by a mask satisfying �
�	�� Then there exists a

s�s� S� with the property

����� dfk 	 S�df
k�� �

where fk 	 Skf�� and �dfk�� 	 �k
�
fk��� � fk�

�
�

Proof� Let L denote the set of all Laurent polynomials and de�ne the characteristic

L�polynomial of S by a�z� 	
P

� a�z
� � L� Then by ���
� a��
� 	 �� and therefore

a����z� 	 �za�z�
z�� � L� We now show that the mask determined by a����z� de�nes a s�s�

S� with the required properties� Let Fk�z� 	
P

��Z f
k
�z

� be a formal generating function

associated with the control points fk� The relation

����� fk��� 	
X
��Zs

a����fk� �

is written formally in terms of the generating functions by

����� Fk���z� 	 a�z�Fk�z
�� �

Indeed comparing the coe�cients of the same power of z on both sides we get

fk���� 	
X
��Zs

a��f
k
��� � fk������ 	

X
��Zs

a����f
k
��� �

which is equivalent to ������ Now observe that

Hk�z� 	
X
��Zs

�dfk��z
� 	 �k

X
��Zs

�
fk��� � fk�

�
z� 	 �k

�
z��Fk�z� � Fk�z�

�
�

Hence

����� Hk�z� 	 �kFk�z�

 � z

z
�

and by application of ����� one gets

Hk���z� 	 �k��Fk���z�

 � z

z
	 �k��a�z�Fk�z

��

� z

z
�


�



Thus� by �����

Hk���z� 	 �a�z�
z


 � z
Hk�z

�� 	 a����z�Hk �z
�� �

a relation similar in form to ������ Recalling the de�nition of Hk�z�� we conclude the

existence of a s�s� S� satisfying ����� with a mask determined by the characteristic L�
polynomial

����� a����z� 	 �z�
 � z���a�z� �

Remark� Property ����� of the s�s� S� corresponding to the characteristic L�polynomial

a����z� 	 �a�z�z�
 � z���� can be written as �S 	 �
�S�� where � is the operator de�ned

by ��f�� 	 f��� � f��

We can now determine the convergence of S by analyzing the s�s� �
�S��

Theorem ���� S is a uniformly convergent s�s�� if and only if �
�
S� converges uniformly to

the zero function for all initial data f��

Proof� Suppose S converges uniformly� and let fk 	 Skf�� Then for 	� � Z�����fk���
�� 	j fk���� � fk��

�� �j fk���� � S�f�


��k	� �




�k

�
j

�
��fk�� � S�f����k	�� j �

��S�f�
��k	� � 


�k

�
� S�f����k	��

�� �
Let I� be an open interval strictly containing the open interval I� For any point ��k	� � I

and k � K�� ��k	�� �
�k
� I�� Hence by the uniform convergence of S and by the continuity

of S�f�� there exists for any � � �� K 	 K��� I� � K�� such that for any ��k	� � I�����fk���
�� � �� � k � K��� I� �

proving the uniform convergence to zero of �
�S��

The proof of the converse direction is more involved� First observe that if �
�
S� con�

verges uniformly to zero then lim
k��

k ���S��k k� 	 �� Indeed� for f� � ���Z�� kf�k� 	 
�

and k � K���

k ��
�
S�
�k
f�k� 	 k

X
��Z

f��

��
�
�
S�
�k
�
	
���k�

k�

� k
X
��Z

��
�
�S�

�k
�
	
���k�

k� �Mk � ��S��k �k� � � �


�



where the last two inequalities follow from

supp
�
�
�S�

�k
� � ��k � 
�

D
supp�a����

E
�

and from the uniform convergence to zero of
�
�
�
S�
�k
�� Thus there exists a positive integer

L� and � � � � 
� such that for all f� � ���Z��

����� k ���S��L f�k� � �kf�k� �

Consider now the sequence of control points fk 	 Skf�� and the piecewise linear functions

interpolating these control points

fk�x� 	
X
��Zs

fk����
kx � 	� � x � R �

where � 	 B��� � 
� with B� as de�ned in the Introduction� We now show that ffk�x� �
k � Z�g is a Cauchy sequence� and hence converges uniformly to a continuous function�

Then� since � � C�R� satis�es ���
�� and the stability condition����X
��Z

f����x � 	�

����
�

	 kf�k� �

the second part of Lemma ��� implies that S is uniformly convergent�

Consider the di�erences fk���x� � fk�x�� and denote by U the s�s� corresponding to

the function �� Then by ���
�� applied to U and � we get

����� fk���x� � fk�x� 	
X
��Z

�Sfk �Ufk�����
k��x � 	� �

Now S � U is a s�s with a characteristic L�polynomial d�x� 	 a�z� � ���z�� � 
 � �
�z
�
�

which by ���
� sati�es d��
� 	 d�
� 	 �� Hence

d�z� 	




� z�

z�

�
e�z� � e�z� 	

X
i�I

eiz
i � jIj �� �

One application of S �U can be described in terms of generating functions as in ������ byX
��Z

�
�S � U�fk

�
�
z� 	 d�z�Fk�z

�� 	 e�z�




� z�

z�

�
Fk�z

��

	 e�z�
X
��Z

�fk��� � fk��z
�� �

��



Comparing equal powers of z we obtain

�����
�
�S � U�fk

�
�
	
X
��Z

e������fk�� �

yielding the bound

���S �U�fk
��
� � Ek�fkk� � E 	 max

� X
���I

je��j �
X

�����I
je����j


�

Combining this with ������ ����� and � � ��x� � 
�
P

��Z ��� � 	� 	 
� we �nally get

��fk���x� � fk�x�
�� � ���S � U�fk

��
� � Ek�fkk����
��

� E max
��j�L

k�f jk� ��
k
L � �

a relation which implies that
�
fk�x� � k � Z�

�
is a Cauchy sequence�

A repeated use of ���
�� yields an estimate for the deviation of fk��� from S�f��

Corollary ���� Let S be a uniformly convergent s�s�� and let � and L be de�ned by �
����

Then ��S�f� � fk������ � C��
k
L � �

with

C 	 EL�
� ����k�f�k� max
��j�L

����
�S�

�j��
� �

Moreover

jS�f�x� � S�f�y�j � eCjx � yj� � x� y � R � jx� yj � 
 �

where � 	 � �
L log�� and eC 	 ��C �max��j�LkSjk�k�f�k�������

�
L
� �

Proof� Using the notations in the proof of Theorem ��� and the estimate ���
��� we get

in view of Lemma ����

��S�f��x� � fk�x�
�� 	 lim

���

��f��x� � fk�x�
�� � �X

j�k

��f j���x� � f j �x�
��

� E max
��j�L

k�f jk� L


� �
��

k
L � � E max

��j�L

����
�S�

�j��
�k�f�k� L


� �
��

k
L � �

�




which proves the �rst claim� and gives an explicit form of the constant C� Using this result

and ������ we get for x� y � R � jx�yj � 
 � with k � Z� � de�ned by ��k�� � jx�yj � ��k �

jf�x� � f�y�j � jf�x� � fk�x�j � jf�y� � fk�y�j� jfk�x� � fk�y�j

� �C�
k	L� � �k�fkk� � ��C �max��j�LkSjk�k�f�k���
k	L�

� eC��k���	L 	 eC���k���� � eCjx � yj� �

Theorem ��� indicates that for any given s�s�� S� with a mask a satisfying ���
�� we can

prove the uniform convergence of S by �rst deriving the mask of �
�S� and then computing����

�S��
k
��
� for k 	 
� �� �� � � � L� where L is the �rst integer for which

����
�S��

L
��
� � 
� If

S converges uniformly� such an L exists�  From the practical point of view� if L � 
� no

convergence occurs in the actual performance of the scheme� since only a small number of

steps �k � 
�� are carried out in practice�

The formalism of the generating functions allows us to compute the masks of the

schemes Sk� k � 
� given the mask of S�  From ����� it follows that

Fk�L�z� 	 a�z�a�z�� � � � a�z�
L��

�Fk�z
�L � 	 a
L��z�Fk�z

�L� �

Comparing coe�cients of equal powers of z on both sides we get �L di�erent rules mapping

fk to fk�L� determined by the coe�cients of

���

� a
L��z� 	
L��Y
j��

a�z�
j

� 	
X
�

a
L�� z� �

These rules have the form

���
�� fk�L
���L�

	
X
��Z

a

L�

���L�
fk��� � � 	 �� 
� � � � � �L � 
 �

and hence the norm of SL is given by

���
�� kSLk� 	 max

�X
��Z

ja
L�
���L�

j � � 	 �� 
� � � � � �L � 



�

��



In particular

���
�� kSk� 	 max

�X
��Z

ja��j �
X
��Z

ja����j

�

Later we discuss several examples and use this approach to establish convergence�

Once the uniform convergence of S is established� we are then interested in determining

the smoothness of the limit function S�f�� which is equivalent by Theorem ��� to the

smoothness of � 	 S���

Here we state su�cient conditions for � � C�� � � 
� These conditions are also

necessary in the case that � satis�es the stability condition ���
���

Theorem ���� Let S be a subdivision scheme with a characteristic L�polynomial

���
�� a�z� 	
�
�
 � z���z

��
q�z� � q � L �

If the s�s S�� corresponding to the L�polynomial q�z� converges uniformly� then S�� 	

� � C� and for any initial control points f�

���
��
d�

dx�
S�f� 	 S�� ��f� �

where ��f� 	
P�

j��

�
�
j

�
��
���jf���j � Moreover� for j 	 
� � � � � �� the s�s Sj with charac�

teristic L�polynomial a�z�
�
�z
�
�z � 
�

�j
� satis�es

���
�� Sjd
j�Skf�� 	 dj�Sk��f�� � S�j djf� 	

dj

dxj
S�f� �

where dj�Skf�� 	 �kj�j�Skf���

Proof� Firstly� we prove the theorem for � 	 
� Let fk 	 Sk�� By ����� dfk�� 	 S�df
k

and since S� is uniformly convergent� then by the �rst part of Lemma ���� the sequence of

functions

gk�x� 	
X
��Z

�dfk�����
kx� 	� � � 	 B���� 
� � k � 
 �

converges uniformly to a limit function g 	 S�� �� � C�R�� Moreover� by the proof of

Theorem ����

���
�� k�dfkk� � eA�
 kL � �
��



where � � ��� 
�� L is a positive integer and !A is a constant independent of k� Also� since

S� converges uniformly� �
�
S� converges uniformly to zero� and by Theorem ���� S converges

uniformly� Hence � 	 S�� � C�R��

Let us denote by hk�x� the piecewise constant function

hk�x� 	 �dfk��� ��k	 � x � ��k	� ��k � 	 � Z �

It is clear that

j gk�x� � hk�x� j� k�dfkk� �

and by ���
��� hk�x� converges uniformly to g� Noting that all functions considered here

are of compact support� and that

j
Z x

��
g�t�dt �

Z x

��
hk�t�dt j�

Z x

��
j g�t�� hk�t� j dt �

we conclude that the sequence fR x� hk�t�dt � k � Z�g converges uniformly to the functionR x
�� g�t�dt� But by de�nition of hk�x��Z x

��
hk�t�dt 	

X
�

�
Sk�

�
�
�
�
�kx � 	

�
�

and since S is uniformly convergent� Lemma ��� implies that
R x
�� hk�t�dt converges uni�

formly to ��x�� and therefore ��x� 	
R x
�� g�t�dt � d

dx� 	 g 	 S�� �� � C�R�� Thus

� � C��R�� and we conclude from ���
�� that for all initial data f�� ���
�� holds with

� 	 
� This concludes the proof of the case � 	 
�

If S� converges uniformly with � � 
� then by the claim of the Theorem for � 	 
�

S��� converges uniformly for all initial data f�� and

d

dx
S����f

� 	 S�� �f� �

Repeating this argument � � 
 times we get

S�� ��f� 	
d

dx
S�����

���f� 	 � � � 	
d�

dx�
S�f� � C�R� �

which yields ���
�� and shows that � � C�� The proof of ���
�� is similar to the proof of

Proposition ��
� observing that d��Skf�� 	 d�d���Skf���

��



Remark� For interpolatory subdivision schemes we show in Section � that if � � C��R�

then S� exists and converges uniformly� We will not show the necessity of the conditions

in Theorem ��� in the more general case of � satisfying the stability condition ���
���

Examples�

�� General uniform 
corner cutting�

fk���� 	 rfk� � �
� r�fk��� �

fk������ 	 sfk� � �
� s�fk��� �
� � s � r � 
 � 	 � Z �

This scheme satis�es ���
� for all r� s�

The characteristic L�polynomial of this scheme is

a�z� 	 �
� r�z�� � �
 � s�z�� � r � sz

	 z�� �r�z � 
��z � 
� � sz�z � 
��z � 
� � �
 � z��

	 z���
 � z�
�
�
� r� � �r � s�z � sz�

�
�

Hence the characteristic L�polynomial of S� is

a����z� 	
�za�z�

z � 

	 ��
� r�z�� � ��r � s� � �sz �

and the scheme �
�S� for �fk is given by

gk���� 	 �r � s�gk� � gk������ 	 sgk� � �
 � r�gk��� � 	 � Z �

By ���
��� k ��S�k� 	 maxfr � s� 
 � �r � s�g � 
� hence the corner cutting algorithm

converges uniformly to a continuous limit function�

To analyse the smoothness of the limit function observe that a����z� 	 ��
� r�z�� �

��r�s���sz� and hence this mask satis�es the necessary condition for uniform convergence

���
� if and only if r � s 	 �
� � In particular s � �

� � Under this additional condition

a����z� 	 �
� �s�z�� �
��sz� and the s�s� �
�S� exists with a characteristic L�polynomial

�
�a

����z� 	
z


 � z
a����z� 	 
� �s � �sz

��



and norm k��S�k� 	 maxf
 � �s� �sg � 
� By Theorem ���� S� converges uniformly� and

by Theorem ��� S�f� � C��R�� for all initial control points f�� The scheme S� satis�es

���
� if and only if s 	 �
� � r 	 �

� � namely the case of the Chaikin�s algorithm� For these

values of s and r� a����z� 	 
� z� �
�a

����z� 	 z and k��S�k� 	 
� In fact k ���S��k k� 	 


for all k � Z�� and S� does not converge uniformly� As is expected� the Chaikin�s algorithm

does not produce C��R� functions�

�� Uniform B�spline subdivision

For B� we saw that
P

� f
k
�B�

�
�kx � 	

�
is the piecewise linear function connecting the

points f�	� f��� � 	 � Zg� and that the control points fk are becoming dense on it as

k 
 �� Here a�z� 	 �
� �
 � z��� �

�a
����z� 	 �

� �
 � z� and k��S�k� 	 �
� � verifying the

convergence of the scheme�

For B��curves the s�s� derived in the Introduction has the form

fk���� 	
�

�
fk��� �




�
fk� � fk������ 	




�
fk��� �

�

�
fk� �

This is a corner cutting scheme with a di�erent enumeration of the points� The

characteristic L�polynomial of this scheme is

a�z� 	



�

�

 � �z � �z� � z�

�
�

which is just the L�polynomial of corner cutting multiplied by z�� Hence the convergence

result holds�

It is shown in the Introduction that the coe�cients of the s�s� for Bm�curves are

given by �
�
��� Thus the characteristic L�polynomial of the s�s for Bm�curves am�z� 	P
� a��mz

� has the form

���
�� am�z� 	 ��m�
 � z�m�� �

and

�
�a

���
m �z� 	

�
�
�

�m
�
 � z�m �

Hence by ���
���

k ��S�k� 	
�
�
�

�m
max

�����
�m� �X
���



m

�	

�
�

�m� ���X
���



m

�	� 


������ 	 �
� �

��



proving the uniform convergence of the s�s� for Bm�curves�

The explicit formula ���
�� for the characteristic L�polynomial of a Bm�curve s�s�� S�

allows us to conclude the existence of the scheme Sm with the characteristic L�polynomial

a�m�
m �z� 	



�z


 � z

�m

am�z� 	 �
 � z� �

Hence k��Smk� 	 �
� and by Theorems ��� and ���� S�f� � Cm���R� as is well known

from the smoothness of the B�spline functions�

�� ��point interpolatory subdivision scheme

Interpolatory subdivision schemes retain the points of stage k as a subset of the points of

stage k � 
� Thus the general form of an interpolatory s�s� is

������

fk�� 	 fk� �

fk���� 	
X
��Z

a����f
k
��� �

The example we consider is a one parameter family of schemes given by the non�zero

odd coe�cients

����
� a�� 	 a� 	 �w� a�� 	 a� 	 �
� � w �

For w 	 � this is the symmetric s�s� for B��curves� Questions of interest on this scheme are�

What is the range of values of the parameter w corresponding to convergent schemes�� Can

such a scheme produce C� functions" Note that for interpolatory schemes� convergence

implies uniform convergence� since the values ffk�g are on the limit function�

The characteristic L�polynomial of ������ with mask coe�cients ����
� is

a�z� 	 �wz�� � ��� � w
�
z�� � 
 �

�
�
� � w

�
z �wz�������

	 z���
 � z��
�
�
�z

� �w�z � 
��
�

 � z�

��
�

and

������ �
�a

����z� 	 �wz�� � wz�� � �
� � �

�z � wz� � wz� �

Hence

k��S�k� 	 �
� � � j w j �

��



and the range of w which guarantees uniform convergence to zero of �
�S� is j w j� �

� � This

range is not the best possible� By considering the scheme
�
�
�
S�
��

with the characteristic

L�polynomial

�
�a

����z�a���
�
z�
�
	��wz�� � wz�� � �

� � �
�z � wz� � wz�

� ��wz�� �wz�� � �
� � �

�z
� � wz� � wz

�
	 w�z� � w�z�� � ��

�
w � w�

�
z�� �

�
w� � �

�
w
�
z�� � w�z�� �

�
w �w�

�
z��

�
�
�
� � w� � �

�w
�
�
�
�
�w � �

� � w�
�
z �

�
�
�w � �

� � w�
�
z� �

�
�
� � w� � �

�w
�
z�

�
�
w � w�

�
z� � w�z� �

�
w� � �

�w
�
z �

�w
�
�w�

	
z� �w�z� �w�z� �

we obtain in view of ���
��

k��
�
S��

�k� 	 max
�j �

�
� w j jwj� j �

�
� w� � �

�
w j �jwj j 
 �w j �w� �

jwj j w � �
� j � j �� � �

�w �w� j ��w�
�

Suppose w � �� then the conditions on w become

������ �
�w � �w�� j �� � �

�w � w� j� 
� wj �� � wj� j �� � �
�w � w� j ��w� � 
 �

Now� �
� � �

�w � w� � � for real w� hence the �rst inequality is �w� � w � �
� � ��

implying � � w � ���
p
��

� � �
� � For w in this range the second inequality is also valid�

Suppose now that w � �� then the condition on w determined by the second inequality in

������ is

�
�
� �

�
w � w� �w

�
�
�
� w

�
� 
 �

p
�

�
� w � � �

 From the �rst inequality in ������� assuming ��
� � w � �� we get

�w ��
�
� w

�
� �

�
�w� � �

�
w �w�
 � w� � w� � 


hence ��
�
� w � �� No valid range exists when w � � �

�
� In fact the range jwj � �

�

is forced by a necessary condition derived in Section �� Thus we conclude that the s�s�

������� ����
� converges for ��
� � w � ���

p
��

� � The range � �
� � w � � can be obtained by

considering results on schemes with non�negative coe�cients in the mask� Computations

of k ���S��L k� show that the range of convergence is indeed jwj � �
� �

��



Using the second line of ������ we conclude that for the scheme ������� ����
�

�
�a

����z� 	
�z�

�
 � z��
a�z� 	 z��

�
z� � �w�z � 
��

�

 � z�

��
	 z��

�
z��
� �w�� �wz� � �wz� � �wz � �w

�
�

Hence k��S�k� 	 
� Calculating k ���S��� k� we obtain that for � � w � ���
p
�

�
�	

��
��� k � ��S��� k� � 
� and the scheme ������� ����
� generates C��R��functions� The

scheme S� satis�es ���
� only for w 	 
�
�� In this case

a����z� 	
�
z����

� ��
 � �z � �z� � �z� � z�
�
	
�
z����

�
�
 � z�

�
z� � �z� � �z � 


�
�

and �
�a

����z� 	 �
�

�
z� � �z� � �z � 


�
� implying that k��S�k� 	 
� Indeed k ���S��k k� 	 


for all k� and S�f� is not in C��R� even for w 	 
�
�� Yet� it is shown in �DL
�� using

the formalism of Section �� that �S�f�����x� exists for x �	 	��k� 	 � Z� k � Z�� and that

�S�f��� is Holder of order 
� � for arbitrary small � � ��

Figure �� Curves generated by the ��point and ��point schemes

�� ��point interolatory subdivision scheme�

In order to achieve C��limit functions we extend the support of the mask of the ��point

scheme� and consider the scheme

fk���� 	 fk�

fk������ 	



�


�
� �

�
�fk� � fk�����







�
� �

�
�fk��� � fk���� � �fk��� � fk���� �

��



For  	 � it is the ��point scheme with w 	 
�
�� Algebraic manipulations show that

����
�S�

����
� � 
 � � �  � ���� �

proving that this scheme generates C��limit functions in the above range of �

The algebraic manipulations are too involved to be performed without the help of a

computer program such as Mathematica�

Figures � and � depict the performance of the ��point and ��point schemes� and exhibit

the exibility of the generated curves due to the range of values of the tension paremeters

� and  respectively�

In Figure � the closer curve to the control polygon is generated by the ��point scheme

with w 	 ����� and the outer curve by the ��point scheme with  	 ���� In Figure � the

curves� from the closer to the control polygon and outward� correspond to the values of

the tension parameters w 	 ����� ���� and  	 ����� ��
�� ����

Figure �� The e�ect of the tension parameters in the ��point and ��point schems
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The results of this section and the examples are taken from �DGL��� The proofs use

the formalism of characteristic L�polynomials introduced in �CDM� and used further in

�DLM�� The generating functions technique� which faciliates the derivation of the various

L�polynomials related to a given scheme� is taken from �L�� The proofs given here of the

��



case � 	 
 in Theorem ��� and of the second claim in Corollary ��� are due to I� Yad�

Shalom� The ��point scheme is introduced in �DGL
� and further analysed in �DGL�� and

�DLM�� The range of convergence ���
p
��

� � w � �
� was computed by M�J�D� Powell� The

range �
� � w � � can be concluded from the analysis in �MP��� of schemes with non�

negative masks� The ��point scheme is analysed in detail in �W�� A simpler analysis based

on perturbation arguments in done in �DLM�� The necessity of the conditions in Theorem

��� for � satisfying ���
�� is proved in �CDM��

�� The Matrix Formalism 	the case s 	 


Necessary and su�cient conditions for the convergence of subdivision schemes can be

formulated in terms of properties of two matrices which are sections of the in�nite matrix

fa����g����Z� where a 	 fa� � 	 � Zg is the mask of the s�s�

Due to the �niteness of supp�a�� there is a unique �nite set of control points at level k�

F k
� � which determines all the control points corresponding to diadic values in the interval�
���k� ��� 
���k

�
at levels above k� By the uniformity of the s�s�� it follows that F k

�

determines the two sets of control points at stage k�
� F k��
�� and F k��

����� corresponding to

the two half intervals
�
���k� ���� 
���k��

�
�
�
���� 
���k��� ��� 
���k

�
� Thus there are

two matrices A�� A� termed re�nement matrices� which transform the set F k
� into the sets

F k��
�� and F k��

���� respectively� The matrices A�� A� are of order N � N where N is the

cardinality of F k
� � The set F k

� depends on supp�a��

Without loss of generality we may assume that supp�a� � f�n��n� 
� � � � � 
g� since
a translation of the support corresponds to an extra monomial factor in the characteristic

L�polynomial of the scheme�

Proposition ��� Let supp�a� � f�n��n� 
� � � � � 
g� a� �	 �� a�n �	 �� Then

���
� F k
� 	

�
fk��� � 	 � In

�
� In 	 f�� 
� � � � � ng � fk 	 Skf� �

The re�nement matrices A�� A� are of the form

�����
�A���� 	 a���� � 	� 
 � In �

�A���� 	 a������ � 	� 
 � In �

�




and satisfy the relations

����� F k��
�� 	 A�F

k
� � F k��

���� 	 A�F
k
� �

where F k
� is regarded as the vector

�
F k
�

�
�
	 fk���� 	 � In�

Proof� Relations ����� in view of ����� become

����� fk������ 	
X
��In

a����fk��� 	
n��X
���

a�������fk� � 	 � In �

����� fk�������� 	
X
��In

a������fk��� 	
n��X
���

a���������fk� � 	 � In �

which is exactly the way points at stage k�
 are generated from points at stage k by the

s�s�� if the summations in ����� and ����� include all the non�zero coe�cients of the mask�

Indeed� in each sum of ����� the indices of the mask coe�cients corresponding to 	 � In

are f	�	� �� � � � � 	 � �ng� while in ����� these indices are f	 � 
� 	� 
� � � � � 	 � 
� �ng�
The assumption on supp�a� guarantees that these sums consist of the full mask of the s�s��

and that there is no smaller set than In for which ����� can hold� Hence F k
� in ���
� is the

set of control points determining all control points Smf��m � k� in
�
���k� ��� 
���k

�
�

Remark � In case S is a uniformly convergent s�s�� the limit function S�f�� is given byP
��Z f

k
��
�
�kx � 	

�
� where � is the S�re�nable function of Section �� Since

supp��� � hsupp�a�i� 	 ��n� 
��

X
��Z

fk��
�
�kx� 	

�
	

��nX
���

fk��
�
�kx � 	

�
� x � ����k� ��� 
���k

�
�

and F k
� is easily seen to be ���
�� Also note that condition ���
� on the mask a translates

easily to

����� Aie 	 e� i 	 �� 
� where e� 	 
� 	 � In �

Theorem ���� Let S be a uniformly convergent s�s� with � its S�re�nable function� Then

all eigenvalues of the re�nement matrices A�� A� except for the eigenvalue �� 	 
 implied

��



by ������ are of modulus less than 	� The left eigenvector of A� corresponding to the

eigenvalue 	� with components summing to 	� is
�
��� � 	� � 	 � Ing� � 	 �� 
�

Proof� By ������ for all k � Z�� F
k
�k� 	 Ak

�F
�
� � Now� since S is uniformly convergent

����� lim
k��

F k
�k� 	 S�f����e 	 lim

k��
Ak
�F

�
� �

and ����� holds for arbitrary vectors F �
� � Thus all eigenvalues of A�� except �� 	 
� have

modulus less than 
� and

����� lim
k��

Ak
� 	 A�� � �A�� ��� 	 ��� 	� 
 � In �

where � is a left eigenvector of A� satisfying �A� 	 �� �e 	 
�

With f� 	 � and � � In� F k
��k� 	 Ak

�F
�
�� is the ��th column of Ak

� � and therefore

by �����

����� lim
k��

F k
��k� 	 ��e �

On the otherhand� since � 	 S��� we conclude from ����� that limk�� F k
��k� 	 �����e�

Hence �� 	 ������ � � In� Note that �n 	 ���n� 	 �� since supp��� 	 ��n� 
��
This observation is consistent with the structure of the last column of A�� given by

��� �� � � � � �� a�n�
T � The proof of the analogous statement for A� is similar�

Theorem ��� allows us to determine the values of
�
S�f����k	� � 	 � Z

�
from the

computed values ffk� � 	 � Zg�

Corollary ���� Let S be a uniformly convergent s�s�� and let � satisfy �A� 	 �� �e 	 
�

Then

���
�� S�f�
�
���k

�
	
X
��In

��f
k
��� � � � Z� k � Z� �

Proof� Let � be the S�re�nable function� Then

S�f� 	
X
��Z

�
Skf�

�
�
�
�
�k� �	� �

��



and in particular S�f�
�
���k

�
	
P

��Z
�
Skf�

�
�
��� � 	�� Since supp��� � ��n� 
� we

conclude ���
�� from Theorem ����

Consider a diadic point ���k 	
kX

m��

�m��m� with �� � Z and �m � f�� 
g for 
 � m � k�

Then by �����

F k
� 	 A�k � � � A��A��F

�
��
�

Hence if S is uniformly convergent

S�f�
�
���k

�
e 	 lim

m��
Am
� A�k � � � A��F

�
��
�

For x 	
�X

m��

�m��m� with �� � Z and �m � f�� 
g� we get a similar relation

���

� S�f��x�e 	 lim
m��

A�mA�m�� � � � A��F
�
��
�

Let S be a uniformly convergent s�s� and let A
���
� � A

���
� be the re�nement matrices of the

scheme S�� It is not di�cult to observe that

���
�� �
�A

���
i 	

n�
EAiE

���
��

� 	� 
 � In��
o

� �EAiE
����n 	 ���n � 	 � In �

where E 	 f������ � ���� � 	� 
 � Ing� Indeed�
�dfk���� � 	 � In��

�
	
�
��EF k

� �� � 	 � In��
�
�

and ���
�� follows directly from ������ after multiplication by E from the left� Also� since

�EAiE
����n 	 ���n� 	 � In� all the eigenvalues of �

�
A
���
i are the eigenvalues of Ai with

modulus less than 
�

The uniform convergence to zero of �
�S�� which is necessary and su�cient for the

uniform convergence of S� can be reformulated in terms of the re�nement matrices of the

scheme S��

Proposition ���� Let S be a s�s� with a mask satisfying �
�	�� and let A
���
� � A

���
� be the

re�nement matrices of S�� A necessary and su�cient condition for the uniform convergence

of S is the existence of a positive integer L� such that

���
��
�
�
�

�LkA���
i�
A
���
i�

� � � A
���
iL
k� � 
 � � �i�� � � � � iL� � f�� 
gL �

��



Proof� It is easy to verify that condition ���
�� in view of ���

�� is equivalent to the

condition
����

�
S�
�L��

� � 
� which is necessary and su�cient for the uniform convergence

of S�

Remark� The norm in ���
�� can be any matrix norm induced by a vector norm� since

by the equivalence of norms on the space of all matrices of a prescribed order�

c�kAi� � � � Aimk� � kAi� � � � Aimk � c�kAi� � � � Aimk� �

and by choosing m large enough we can guarantee kAi� � � � Aimk � 
 whenever

kAi� � � � AiLk� � 
 and vice versa�

With the above observations� we can simplify the analysis of convergence of schemes

with characteristic L�polynomial of the form ���
��� with � � 
� if the schemes satisfy

the necessary condition of Theorem ���� Here we use the scheme S�� 	 ���S� instead of

S� 	 �
�S�� and hence have to analyze a simpler L�polynomial�

Theorem ���� Let S be a s�s� with a characteristic L�polynomial

a�z� 	 �z�� � 
��q�z� � � � 
 �

such that its re�nement matrices A�� A� have eigenvalues of modulus less than 	� except

for their eigenvalue 	� Then S is uniformly convergent if and only if the scheme S��

corresponding to the L�polynomial q�z� converges uniformly to zero�

Proof� Suppose S is uniformly convergent� Then by Theorem ���� S� 	 �
�S� converges

uniformly to zero� Since any initial data g� can be expressed as ��f�� and since

S����fk 	 ����S�fk � fk 	 Skf� �

S�� converges uniformly to zero�

To prove the converse direction� observe that the re�nement matrices of S�j 	 �jSj�

corresponding to a�z��z�� � 
��j � j 	 
� � � � � �� have spectral radius less than 
� since by

���
�� their eigenvalues are a subset of the eigenvalues of A�� A�� which are di�erent from 
�

Now by Theorem ��� and by the uniform convergence to zero of S�� the scheme S���� is

��



uniformly convergent� and since the re�nement matrices of S���� have spectral radius less

than 
� ���

� implies that S�����f
��x� 	 � for x � ���Z� � � Z�� This and the continuity

of S�����f
� prove that S����� converges uniformly to zero� Repeating this argument � � �

times we conclude that S� converges uniformly to zero which� by Theorem ���� guarantees

the uniform convergence of S�

Combining Theorem ��� with Corollary ��� we get

Corollary ���� Let S be a s�s�� with corresponding derived schemes Sj� satisfying �
�	��

for j 	 
� � � � � �� Let A
�j�
� � A

�j�
� be the re�nement matrices for the scheme Sj � j 	 
� � � � � ��

If S� converges uniformly then for k � Z� and � � Z�

���
��
dj

dxj
�S�f��

�
���k

�
	

n�jX
���

��j��

�
djSkf�

�
���

� j 	 
� � � � � � �

where ��j� satis�es ��j� 	 ��j�A
�j�
� �

Pn�j
��� �

�j�
� 	 
� j 	 
� � � � � ��

Corollary ��� indicates a way to construct a good approximation to S�f� from the

�nal computed values Skf�� by interpolating to the values of the limit function and its

derivatives� which can be computed for all points in ��kZ� according to ���
�� and ���
���

Proposition ��� Under the conditions of Corollary ���� with � 	 �m� let Qk � Cm���R�

be the unique function satisfying for � � Z

Qk
��

���k��������k�

� ��m�� ����
��

dj

dxj
Qk����k� 	

dj

dxj
�S�f������k� � j 	 �� 
� � � � �m� 
 �

Then

���
�� kS�f� �Qkk��
������ � C��
��
��k � � � Z �

where C� is a constant depending on ff���� � 	 � Ing and S� but not on k�

The estimate in ���
�� is the classical error bound for Hermite interpolation� C� is a

constant multiple of
�� d�

dx� S
�f�k��
������� which is bounded by the convergence of S�� and

��



depends on the initial data F �
� � Comparting ���
�� with the error bound given in Corollary

���� we see the advantage in using Qk�x� instead of fk�x�� in case �� �
����L�

The matrix formalism extends straightforwardly to the multivariate case where there

are �s re�nement matrices�

Examples�

�� General Uniform 
corner cutting��

The matrics A�� A� for the uniform corner cutting with mask a� 	 s� a� 	 r�

a�� 	 
� s� a�� 	 
� r� � � s � r � 
� are

A� 	

�� r 
� r �
s 
� s �
� r 
� r

�A � A� 	

�� s 
� s �
� r 
� r
� s 
� s

�A �

To compute the left eigenvector v of A�� observe that

�X
���

v� 	 
 � vA� 	 v  v� 	 � � rv� � sv� 	 v� �

hence�

v 	 �
 � r� s� ��
��


� �r � s�
�
�

By Corollary ���� S�f�����k� 	 ��r
���r�s�f

k
� � s

���r�s�f
k
���� Note that for r 	 �

� � s 	 �
� �

S�f�����k� 	 �
� �f

k
� �fk����� i�e� the limit curve generated by Chaikin�s algorithm contains

the midpoints of all the segments of all control polygons produced by the scheme� Using

the mask of S� derived in Section �� we get

A
���
� 	 �



r � s �
s 
� r

�
� A

���
� 	 �



s 
� r
� r � s

�
�

S� converges uniformly only if r � s 	 �
� � In this case

�X
���

v���� 	 
 � v���A
���
� 	 v���  v

���
� 	 � � v

���
� 	 
 �

Hence d
dx�S

�f������k� 	 dfk� 	 �k�fk��� � fk� �� and the limit curve touches the control

polygon at their common points�

��



�� ��point interpolatory subdivision scheme�

The Scheme de�ned by ������ and ����
� with the convention of this section has the

mask

a�� 	 �w � a�� 	 �
� � w � a�� 	 
 � a�� 	 �

� �w � a� 	 �w �

with all other coe�cients equal to zero� This shift of the support of the mask causes a

shift in the limit function� namely with the above mask S�f� 	 f��� � �� where f� is

the limit function corresponding to the mask �����������
� and the initial data f��

By �����

A� 	

�BBB�
� 
 � � �
�w �

� � w �
� � w �w �

� � 
 � �
� �w �

� � w �
� � w �w

� � � 
 �

�CCCA �

and hence v 	 ��� �� 
� �� ��� while by ���
��� S�f�����k� 	 fk��� indicating again the

interpolatory nature of the scheme� The matrix A
���
� � according to ������� has the form

A
���
� 	

�B�
�w 
 ��w �
��w 
 �w �
� �w 
 ��w
� ��w 
 �w

�CA �

and the left eigenvector v��� is given by

v��� 	
�� w� �� � w� �� � w��w���
 � �w� �

This together with ���
��� yields the following formula for the derivative of the limit func�

tion f 	 S�f� at diadic points�

dj

dxj
f����k� 	

�k


� �w

��w�dfk�� � � �� � w
�
�dfk���� �

�
�
� � w

�
�dfk���� � w�dfk����

�
	

�k


� �w

�
wfk� � �

�f
k
��� �

�
�f

k
��� � wfk���

�
	

�k


� �w

�
wf
�
��� ����k

�� �
�f
�
��� 
���k

�
� �

�f
�
��� 
���k

�� wf
�
��� ����k

��
�

By Theorem ��� and the observation following ���
��� a necessary condition for convergence

of the scheme to C��limit functions is that the spectral radius of �
�A

���
� should be less than


� The eigenvalues of �
�A

���
� are

�� 	 �
� � �� 	 �w � �� 	 �

�

�

 �

p

� 
�w

�
� �� 	 �

�

�

�p
� 
�w

�
�

��



Hence jwj � �
� is a necessary condition for convergence to C� limit functions�

By ���
�� and the remark following it� all eigenvalues of �
�
A
���
� are those of A���

� which

are less than 
 in module� Thus the eigenvalues of �
�A

���
� are �w� �

�

�

 �

p

� 
�w

�
�

�
�

�

�p
� 
�w

�
� and a necessary condition for the convergence of the scheme to C� limit

functions is � � w � �
�
�
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The matrix formalism as stated in Proposition ��
 and ���

� was introduced in �MP���

and developed further in �DGL�� in the analysis of convergence and smoothness� The

derivation of the necessary conditions for convergence and the expressions for the values of

the limit function and its derivatives follows the derivation in �DGL
�� where the example

of the ��point interpolatory dubdivision scheme is analyzed� A similar analysis of the ��

point interpolatory subdivision scheme is done in �W�� The use of second di�erences in the

convergence analysis is taken from �DGL��� See �CDM� for generalizations� The matrix

formalism for multivariate s�s� is discussed in �CDM��

�� Interpolatory Subdivision Schemes 	 the case s 	 


An interolatory s�s� has a mask a with the property a�� 	 ����� 	 � Z� for some


 � Z� Without loss of generality we assume that 
 	 �� The condition 	�� 	 ����� 	 � Z�
guarantees that for all k � Z� the points

�
�	��k� fk�� � 	 � Z

�
� with fk 	 Skf�� belong to

the graph of the limit function when it exists� This property implies that an interpolatory

s�s� which converges in the weak sense of ����� converges uniformly� The integer translates

of the re�nable function �� corresponding to a converging interpolatory s�s�� are ���Z��

linearly independent as well as weakly�local linearly independent� since ��	� 	 ����� 	 � Z�
Hence � satis�es the stability condition ���
���

There is a simple necessary condition for convergence to C��limit functions� for inter�

polatory s�s�

Theorem ���� An interpolatory s�s� S� converges to C��limit functions only if it repro�

��



duces �� namely if

���
�
�
k � �

� �
� 	

X
��Z

a�����k � 	�� � � 	 �� 
� � � � � � � k � Z �

Proof� Consider the n�th order divided di�erence of the limit function f 	 S�f� given

by

����� �n
 f�x� 	 �x� �� x � ����� � � � � x� ��n��f 	 ��n
nX
i��

bif�x � ��i�� �

where b��i 	
Qn

j���j ��i��
�i � ��j�� i 	 �� � � � � n� For �xed x � ��kZ and � 	 ���� � � k�

we get from ������ after expressing f�x � ��i��� 	 f��i
���ix��

� in terms of the mask and the

values of f��i��� the following relation�

�n���f�x� 	 �n�
nX
i��

bi
X
��Z

a����f�x � 	����i���

	 �n
X
��Z

a����	n�n�����f�x� �

Taking the limit as �
�� and recalling the assumption f 	 S�f� � C��R�� we get

����� f �n��x� 	 �n
X
��Z

a����	nf �n��x� � n � � �

Since ����� holds for all points x � ��kZ� k � Z�� which are dense in R� and since f �n� is

continuous for n � �� ����� holds for x � R� But f �n��x� 	 � cannot hold for all arbitrary

initial data f�� Hence

�
�
�

�n
	
X
��Z

a����	n � � � n � � �

which is equivalent to ���
� and hence to reproduction of �� by S�

This easy to verify property of S� guarantees the existence of the schemes S�� � � � � S����

which are used in Theorem ��� to prove the smoothness of the limit functions generated

by S�

��



Theorem ���� Let S be an interpolatory s�s� If S generates C��limit functions then there

exists for each n� 
 � n � � � 
 � a s�s�� Sn� with the property

����� dn�Sk��f�� 	 Snd
n�Skf�� � k � Z� �

Moreover� Sn converges uniformly to C��n�limit functions for 
 � n � ��

Proof� Since ����� holds for n 	 � with S� 	 S� in order to prove the �rst part of the

claim it is su�cient to show that if ����� holds for some n � � then it holds for n� 
�

Starting with f�� 	 	n � 	 � Z� and recalling that by Theorem ��
� f�x� 	 xn is

reproduced by S� we get from ����� that Sn reproduces ��� since dnf�� 	 dn�Skf��� 	

n#� Hence the mask a�n� of Sn has property ���
�� which together with Proposition ��


guarantees the existence of Sn���

To prove the second claim� observe that any initial data g� can be represented as

dnf� for some data f�� Let fk 	 Skf�� f 	 S�f�� gk 	 Skng
�� Then by the interpolation

property of S� fk� 	 f�	��k�� and it follows from ����� and the continuity of f �n� that

gk� 	 �dnfk�� 	 f �n���� � ��k	 � � � ��k�	 � n� �

Thus ��gk� � f �n��	��k�
�� 	 ��f �n���� � f �n��	��k�

�� �
with j��	��kj � n��k� The uniform continuity of f �n� on any closed interval implies the

uniform convergence of Skng
� to the limit function f �n� � C��n�R��

Combining Theorem ��� with Theorems ��� and ���� we get

Theorem ���� Let S be an interpolatory s�s� which reproduces �� � Then the following

conditions are equivalent

�a� S converges uniformly to C��limit functions�

�b� Sn converges uniformly to Cn���limit functions for n 	 
� �� � � � � ��

�c� �
�
S��� converges uniformly to zero for all initial control points�

The extension of Theorems ��
 and ��� to multivariate interpolatory s�s� is discussed

in Section ��

�




Bibligraphical notes�

The results of this section are taken from �DL��� The necessary condition of Theorem

��
 appears in �DL�� in terms of the matrix formalism� The results of this section can be

concluded also from those in �CDM�� concerning s�s� with a re�nable function � satisfying

���
��� Yet the direct analysis of the interpolatory case is much simpler�

�� Analysis of Convergence 	 s � 


Two di�erent extensions of the analysis of convergence of univariate s�s� are presented

here for the analysis of multivariate schemes of the form

���
� fk��� 	
X
��Zs

a����fk� � 	 � Zs �

with masks satisfying

�����
X
��Zs

a���� 	 
 � � � Es �

Both methods are based on a �contractivity principle��

De�nition ���� A s�s� S is contractive relative to a non�negative� non�trivial function

D� de�ned on all sets of control points� if for f � ���Zs�� D�f� � � and there exists

� � ��� 
� and L � Z� such that for all f � ���Zs�

����� D
�
SLf

� � �D�f� �

Theorem ���� Let S be contractive relative to D� with a mask a satisfying ������ LeteS be a uniformly convergent s�s� with a mask ea and eS� re�nable function� � � C�Rs� of

compact support� satisfying

�����
X
��Zs

��x � 	� 	 
 � x � Rs �

����� c�kfk� � k
X
��Zs

f���� � 	�k� � c�kfk� � f � ���Zs� �

��



If

����� k�S � eS�fk� � cD�f� � f � ���Zs� �

then S converges uniformly�

Proof� For any initial control points f� � ���Zs�� let

����� fk�x� 	
X
�

�
Skf�

�
�
�
�
�kx � 	

�
	
X
�

�eSSkf�	
�
�
�
�k��x � 	

�
�

where for the last equality we used ���
�� with k 	 
� As has been observed in Lemma

���� it is su�cient to show that the sequence of functions
�
fk��� � k � Z�

�
is a Cauchy

sequence to conclude the uniform convergence of
�
Skf� � k � Z�

�
to a continuous limit

function� By ������ ����� and �����

kfk����� � fk���k� �
����X

�

�
SSkf� � eSSkf�	

�
�
�
�k��x � 	

� ����
�

� c�k
�
S � eS	Skf�k� � �c�c�D

�
Skf�

�
�

Application of the contractivity property ����� yields

����� kfk������ fk���k� � �c�c���
k
L � max

��j�L
D
�
Sjf�

�
�

Thus
�
fk��� � k � Z�

�
is a Cauchy sequence� and S is uniformly convergent�

Remark� Theorem ��� is an extension of the su�ciency part of Theorem ���� which

claims that S is uniformly convergent if �
�S� converges uniformly to zero� In this case �����

holds with D�f�� 	 k�f�k� � � 	 k ��
�
S�
�L k� � 
 and � 	 B��� � 
�� the symmetric

univariate B�spline of degree 
�

We apply Theorem ��� in two di�erent ways� to the analysis of convergence of multi�

variate schemes� First we use it to prove convergence of schemes with mask a consisting

of positive coe�cients on a rectangular support� Then we prove a multivariate analogue

of Theorem ����

In the following we use the multi�index notation� In particular x 	 �x�� � � � � xs��

x� 	
Qs

i�� x
�i
i � j	j 	 Ps

i�� j	ij� xn 	
Qs

i�� x
n
i � n � Z� Also x � y stands for xi � yi�

��



i 	 
� � � � � s� and e 	 �
� � � � � 
� � Z
s� We note that the formalism of generating functions

introduced for the case s 	 
 in Section � is valid also in the multivariate setting� With

Fk�z� 	
X
��Zs

fk�z
� � a�z� 	

X
��Zs

a�z
� � z 	 �z�� � � � � zs� �

relation ���
� can be written as

����� Fk���z� 	 a�z�Fk�z
�� �

and

���
�� Fk�L�z� 	
L��Y
j��

a�z�
j

�Fk�z
�L� 	 a
L��z�Fk�z

�L � �

The following proposition� which has interest of its own� is required in our analysis�

Proposition ���� Let S be a uniformly convergent s�s� de�ned on Z� with a mask a 	�
a� � 	 � supp�a�

�
� and S�re�nable function �� Then the tensor�produce s�s� S with the

mask a 	
�
a� 	

sQ
i��

a�i � 	 � Zs
�
� is uniformly convergent and its re�nable function � has

the form

���

� ��x� 	
sY

i��

��xi� � x � Rs �

Proof� The characteristic L�polynomial of S is

a�z� 	
X
��Zs

a�z
� 	

X
��Zs

sY
i��

a�iz
�i
i 	

sY
i��

a�zi� �

where a�z� 	
P

��Z a�z
�� Then by ���
��� the characteristic L�polynomial of SL has the

form

a

L��z� 	

X
��Zs

a

L�
� z� 	

L��Y
j��

a�z�
j

� 	

sY
i��

L��Y
j��

a�z�
j

i � 	

sY
i��

a
L��zi� �

Thus

�SL��� 	 a

L�
� 	

sY
i��

a
L��i 	
sY

i��

�SL���i �

��



and by taking the limit L
�� and recalling that S�� 	 �� we conclude that the sequence

fSk� � k � �g is uniformly convergent to a limit function � satisfying ���

��

Since � is of compact support and S is linear� we conclude that S is uniformly con�

vergent and

S�f� 	
X
��Zs

f����� � 	� �

Theorem ���� Let a be a mask satisfying ����� and the conditions

supp�a� 	

sY
i��

��i� ui� � Zs � a� � � � 	 � supp�a� �

where � 	 ���� � � � � �s�� u 	 �u�� � � � � us� � Zs satisfy � � � � e � u� Then the corresponding

s�s� S converges uniformly�

Proof� De�ne for f � ���Zs�

���
�� D�f� 	 supfjf� � f�j � �	� 
� � �g �

where � 	 f�	� 
� � �Zs�� � �� u � 	� 
 � u� �g � Also observe that for any constant c

and �xed 	� 
� by ����� and the hypothesis on the mask

���
�� �Sf�� � �Sf�� 	
X

��	���
�f� � c� �a���� � a����� �

where ���� 	 �� � ��� with

�� 	 f� � � � 	� �� � ug �

Now for �	� 
� � �� and �� � � ����� we get ��� �� � � � since

� � 	� �� � u � � � 	� �� � u 	 � � u � ��� � �� � u � � �

� � 	 � �� � u � � 
 � �� � u 	 �� u � 	� 
 � ��� � �� � u� � �

	 � � u � � � � � u � � �

and similarly for the two other possibilities� Hence it is possible to choose c in ���
�� so

that jf� � cj � �
�D�f� for � � ����� and to conclude that for f � ���Zs�

D�Sf� 	 sup

���
���� X
��	���

�f� � c� �a���� � a�����

���� � �	� 
� � �

���
� 


�
D�f� sup

��� X
��	���

ja���� � a����j � �	� 
� � �

��� ����
��

��



Now� if for each �	� 
� � � � there exists �� � ���� such that

���
�� � � 	� ��� � u and � � 
 � ��� � u �

then

ja����� � a����� j � a����� � a����� �

and for all �	� 
� � � � by �����

X
��	���

ja���� � 	����j � � �

The contractivity relation

���
�� D�Sf� 	 �D�f� �

now follows from ���
�� with

���
�� � 	



�
sup

��� X
��	���

ja���� � a���� j � �	� 
� � �

��� � 
 �

To prove the existence of �� satisfying ���
�� for �	� 
� � � � assume without loss of

generality that 	i � 
i for some i � f
� �� � � � � sg� Then

���
�� � � 
i � 	i � ui � �i �

Rearranging ���
��� we get

	i � ui � ���i � 	i � �i and 
i � ui � ���i � 
i � �i �

but since 	i � 
i� 
i � ui � ���i � 	i � �i� and by ���
�� 	i � �i � 
i � ui� a condition

which guarantees the existence of an even integer in the interval �
i � ui� 	i � �i�� Thus

���i is chosen to be that even integer� The argument is repeated for all i 	 
� � � � � s� To

complete the convergence proof choose � in Theorem ��� to be

���
�� ��x� 	
sY

i��

B��xi � 
� �

��



Since the mask de�ning B��� � 
� consists of three positive coe�cients u��� u�� u�� the

mask de�ning �� by Proposition ���� has the form ea� 	 u�� � � � u�s� 	 � Z
s� so that

supp�ea� � supp�a�� As both masks a and ea satisfy ������

������ �Sf�� � �eSf�� 	
X
��	�

�f� � c� �a���� � ea�����
To see that c can be chosen so that

jf� � cj � 


�
D�f� � 
 � �� �

observe that for �� 
 � ��� � � 	 � �
 � u and � � 	 � �� � u� hence �
� �� � �� With

this observation we get from ������

����
� j�Sf�� � �eSf��j � 


�
D�f�

X
��	�

�a���� � ea����� � D�f� �

and ����� of Theorem ��� holds� Now ���
�� and ����
� together with Theorem ��� yield

the uniform convergence of S�

A direct consequence of Theorem ��� is

Corollary ���� Let b be a univariate mask with positive coe�cients on its support� Let

q�z� 	
P
��Z

b�z
� and consider the s�s with a characteristic L�polynomial

a�z� 	




 � z

�z

��

q�z� 	
X
��Z

a�z
� �

Then the s�s� with the tensor�product mask

������ a 	 fa� 	 a�� � � � a�s � 	 � Zs� �

generates limit functions which are in C��Rs��

Proof� By Theorem ��� the s�s� with mask b is uniformly convergent� Hence by Theorem

��� the s�s S with the mask a 	 fa� � 	 � Zg converges uniformly to C��R��limit functions�

Let � � C��R� be its S�re�nable function� By Proposition ��� the s�s S with the mask

������ is uniformly convergent� and the S�re�nable function has the form

������ ��x� 	 ��x�� � � ���xs� � x � Rs �

��



which in view of Theorem ��� proves that this scheme generates C��Rs��limit functions�

Corollary ��� applies to tensor�product schemes obtained from uniform B�spline s�s�

These schemes have positive masks on rectangular supports� �Recall that �
 � z�n����n

is the characteristic L�polynomial corresponding to B�spline curves of degree n��

A main tool for the analysis of convergence of multivariate s�s� is an extension of

Theorem ��� to the multivariate setting� This extension requires the introduction of a

vector of di�erences in the coordinate directions at each 	 � Zs�

������ �f� 	 ff��e�i� � f� � 
 � i � sg �

where e�i� � Zs� is de�ned as e
�i�
j 	 �ij � j 	 
� � � � � s� The use of the contractivity principle

is relative to the function

������ D�f� 	 sup
��Zs

j�f�j� � f � ���Zs� �

where jvj� 	 max
��i�s

jvij� v � Rs�
In order to prove property ����� of D we need the following lemma�

Lemma ���� Let p�z� � L satisfy

������ p
�
��e��� 	 � � � � Es � ��e�� 	

sY
i��

��
��i �

Then there exist p�� � � � � ps � L such that

������ p�z� 	
sX

i��

pi�z��z
��
i � 
� �

Proof� The claim for s 	 
 is obvious� We prove it by induction on s� Suppose the

claim holds for s � 
� then

������

p�z�� � � � � zs����
� 	
s��X
i��

p��i�z�� � � � � zs����z��i � 
� �

p�z�� � � � � zs����
� 	
s��X
i��

p���i�z�� � � � � zs����z��i � 
� �

Now� the polynomial q�z� 	 �
�

�
�
 � zs�p�z�� � � � � zs��� 
� � �
� zs�p�z�� � � � � zs����
�

�
satis�es q�z� 	 p�z� for zs 	 �
� hence there exists ps � L such that p�z� � q�z� 	

�z��s � 
�ps�z�� which in view of the de�nition of q�z� and ������ implies �������

��



Remark� The representation ������ is non�unique for s � 
�

Proposition ��� Let S and eS be two s�s� of the form ���	�� with masks satisfying ������

Then for f � ���Zs�

������
���S � eS�f��� � ED�f� �

where E is a constant depending on the masks of S and eS�
Proof� Let a�z� and ea�z� denote the characteristicL�polynomials of S and eS respectively�

Then by ������ d�z� 	 a�z� � ea�z� satis�es ������� and therefore by Lemma ����

������ d�z� 	 a�z� � ea�z� 	 sX
i��

ei�z��z
��
i � 
� �

where ei�z� 	
P

��Zs ei��z
� � L� i 	 
� � � � � s�

Using the generating functions formalism� we conclude from ������ that

X
��Zs

�Sfk � eSfk��z� 	 d�z�Fk�z
�� 	

sX
i��

ei�z��z
��
i � 
�Fk�z

��

	
sX

i��

ei�z�
X
��Zs

�fk��e�i� � fk��z
�� �

Hence

����
� �Sfk � eSfk�� 	
sX

i��

X
��Zs

ei������fk��e�i� � fk� � �

and the claim ������ follows from ����
� and ������� with

������ E 	 max��Es
sP

i��

P
��Zs

jei�����j �

In the univariate case� conditions ����� guarantee the existence of the scheme �
�S� for

�f � In the multivariate case we get an analogous result�

Proposition ���� Let S be a s�s� with a mask a satisfying ������ Then there exists a

matrix mask

������ A 	 fA� � 	 � Zsg � Rs �Rs �

��



with the property

������ ��Sf�� 	
X
��Zs

A������f�� � 	 � Zs �

If we denote by S� the s�s� with the matrix mask ���

� then ���
�� can be written as

������ �S 	 S�� �

where � maps a set of control points de�ned on Zs into a set of control vectors ��f�� � Rs

de�ned on Zs�

Proof� Consider the L�polynomial a�z� 	
P

��Zs
a�z

� of the mask a� By �����

������
a
�
��e��� 	 � � � � Esnfeg �

a�e� 	 �s �

Since ai�z� 	 a�z��z��i � 
�� i 	 
� � � � � s satis�es ai
�
��e��� 	 �� � � Es� we conclude from

Lemma ��� that

������
�
z��i � 


�
a�z� 	

sX
j��

�
z��j � 


�
qij�z� � qij � L �

Consider the vector

�z�� � e�Fk�z� 	
�
z�� � e

� X
��Zs

fk�z
� 	

�X
��Zs

�
fk��e�i� � fk�

�
z� � i 	 
� � � � � s

�
�

Then by ����� and ������

������ �z�� � e�Fk���z� 	 a�z�
�
z�� � e

�
Fk�z

�� 	 Q�z�
�
z�� � e

�
Fk�z

�� �

where Q�z� is a matrix with elements in L of the form

Q�z� 	 fqij�z�gsi�j�� 	
X
��Zs

A�z
� � A� � Rs �Rs �

The vector equation ������� when equating equal powers of z� yields

������ ��fk���� 	
X
�

A������fk�� � 	 � Zs �

which proves the claim of the proposition�

Combining Propositions ��� and ��� with Theorem ���� we obtain an extenion to the

multivariate case of Theorem ����

��



Theorem ���� Under the conditions of Proposition ��� S is uniformly convergent only if

Sk��f� converges uniformly to zero for all initial data f� 	 ff�� � R � 	 � Zsg� Moreover�

S is uniformly convergent if Sk�g
� converges uniformly to zero for all initial control vectors

g� 	 fg�� � Rs � 	 � Zsg �

Proof� The proof is analogous to that of Theorem ���� Suppose S converges uniformly�

and let fk 	 Skf� and f� 	 S�f�� Then for any bounded domain � � R
s and � � ��

there exists K����� such that for all ��k	� � �� 	� � Zs� and k � K��������Sk��f���� j� 	 max
��i�s

jfk���e�i� � fk�� j

� max
��i�s

���fk���e�i� � f����k	� � ��ke�i��
��

�
��fk�� � f����k	��

��� ��f����k	� � ��ke�i��� f����k	��
���

� �� �

Here we used the uniform continuity of f� and the uniform convergence of S on the

domain e� 	 � � ��K�
���fx � R
s � jxj� 	 
g� Thus Sk��f� converges uniformly to zero�

proving the necessity part of the theorem�

To prove the su�ciency part� observe that by the assumption on S�� for k � K����

f� � ���Zs�� and � 	 f���� � 	 � Zsg

sup
��Zs

���Sk��f���
��
� 	 sup

��Zs

���� sX
i��

�f���e�i� � f����S
k
��e

�i�����k�

����
�

������

�M sup
��Zs

�����f���
��
�
����� sX

i��

Sk��e
�i�

����
�
� � sup

��Zs

����f���
��
� �

where the last inequality follows from the uniform convergence to zero of the sequences

fSk��e�i�g� i 	 
� � � � � s� and the one before it from the relation

����
� supp�Sk��v� � ��k � 
�
�
supp�A�

�
� v � Rs �

Relation ����
� is derived in a way similar to the derivation of the scalar case �see the proof

of Theorem �����

�




Inequality ������ guarantees the existence of � � ��� 
� and a positive integer L such

that for all f� � ���Zs�

������ D�SLf�� 	 sup
��Zs

����S��L�f�
�
�

��
� � �D�f�� �

where D�f� is de�ned in ������� Thus S is contractive relative to D� while by Proposition

���� S satis�es ������ These together with Theorem ��� imply the uniform convergence of

S�

Remark� Let kSL�k� be the operator norm of SL� relative to the norm

kg�k� 	 sup
��Zs

jg��j� �

de�ned on control vectors of the form g� 	 fg�� � R
s � 	 � Z

sg� Replacing �f� by g� in

������� we conclude the existence of L � Z� and � � ��� 
�� both independent of g�� such

that

������ kSL�g�k� � �kg�k� �

Thus kSL�k� 	 � � 
� is equivalent to the uniform convergence to zero of all sequences

of the form fSk�g�g� This condition which is su�cient for the uniform convergence of S

might be too strong� since in the proof of Theorem ��� we use ������ with g� 	 �f�� and

the space
�
�f � f � ���Zs�

�
is a proper subspace of�

���Zs�
�s

	 fg � g� � Rs � 	 � Zs � kgk� ��g �

That this is the case� can be concluded from the following relations satis�ed by all control

vectors of the form �f �

������ e�j� � ���f���e�i� � ��f��
�
	 e�i� � ���f���e�j� � ��f��

�
� 	 � Zs �

where i� j � f
� � � � � sg� It can be shown by using the matrix formalism of Section �� and

in particular the approach of Proposition ���� extended to the multivariate setting and to

matrix masks� that if fSk��fg converges to zero for all �f � then there exist L � Z� ande� � ��� 
� such that

������ kSL��fk� � e�k�fk� � f � ���Zs� �

��



Thus the necessary condition of Theorem ��� is also su�cient� but impractical� since the

estimation of e� is very di�cult� in cases where e� � kSL�k��

In the following proposition the form of kSL�k� is expressed in terms of the mask

A� For that we use the notation EL
s 	 f	 � Z

s
� � 	 � �Leg � jAj 	 �jAij j

�s
i�j��

and

kAk� 	 max
�Ps

j�� jAij j � i 	 
� � � � � s
�
�

Proposition ����� Under the conditions and notations of Proposition ��� let

������ Q
L��z� 	 Q�z�Q�z�� � � �Q�z�
L��

� 	
X
��Zs

A
L�
� z� �

Then

������ kSL�k� 	 max
��EL

s

�����

 X

��Zs
jA
L�

���L�j
������

�
�

Proof� Let Gk�z� 	
P

��Zs g
k
�z

� with gk 	 Sk�g
�� Then Gk���z� 	 Q�z�Gk�z�� and in

view of ������

Gk�L�z� 	 Q
L��z�Gk�z
�L � �

or equivalently

�SL�g
��� 	

X
��Zs

A

L�

���L�g
�
� � 	 � Zs �

Hence

jSL�g�j� �
X
��Zs

jA
L�

���L�jjg��j �

and for g� � ����Zs�
�s

������ kSL�g�k� � kg�k� max
��Zs

max
��i�s

sX
j��


 X
��Zs

jA
L�

���L�j
�
ij

�

Inequality ������ implies that

������ kSL�k� � max
��Zs

������

 X

��Zs
jA
L�

���L�j
�������

�

	 max
��EL

s

������

 X

��Zs
jA
L�

���L�j
�������

�

�

��



To complete the proof of ������� it is su�cient to exhibit g� � ����Zs�
�s
� kg�k� 	 
� for

which

kSL�g�k� � max
��EL

s

������

 X

��Zs
jA
L�

���L�j
�������

�

�

Let �� � EL
s achieve the maximum in ������� and let i� be such that�����


 X
��Zs

jA
L�

����L�j
������

�
	

sX
j��


 X
��Zs

jA
L�j����L�
�
i��j

�

Choosing g� of the form

g�� 	

���
�
sgn�A


L�

����L��i��j � j 	 
� � � � � s
�
� �� � �L	 � supp�A
L�� �

� � otherwise �

we get kg�k� 	 
� and

e�i
�� � �SL�g���� 	 e�i

�� �
X
��Zs

A

L�
����L�g

�
� 	

X
��Zs

sX
j��

jA
L�
����L�ji��j �

Thus by the choice of �� and i�

kSL�g�k� �

 X

��Zs

sX
j��

jA
L�

����L�j
�
i��j

	 max
��EL

s

�����

 X

��Zs
jA
L�

���L�j
������

�
�

which completes the proof of the proposition�

Remark� Suppose S have a characteristic L�polynomial of the form

������ a�z� 	 q�z�
sY

i��

�z��i � 
� � q � L �

Then the s�s� S� is �diagonal�� namely Q�z� in ������ is the diagonal matrix

Q�z� 	 a�z� diag
�
�z��� � 
���� �z��� � 
���� � � � � �z��s � 
���

�
�

and S� decomposes into s scalar s�s�� S�i
� with the property S�i

�e�i� ��fk� 	 e�i� ��fk���

corresponding to the L�polynomials a�z��z��i � 
���� i 	 
� � � � � s� Also

����
� kSL�k� 	 max
��i�s

kSL�i
k� � L � Z� �

��



and the condition kSL�k� � 
 for some L � Z� is necessary and su�cient for the conver�

gence of S�

This remark holds for more general forms of a�z� in ������� namely

������ a�z� 	 q�z�
sY

i��

�z��
�i�

� 
� �

where ���� � � � � �s� � Zs satisfy

������
��det����� � � � � �s���� 	 
 �

Then there exist s schemes S��i����i�f
k 	 ���i�Sf

k� with ����i�f
k�� 	 fk

����i�
� fk��

i 	 
� � � � � s� If all these schemes converge uniformly to zero then S converges uniformly�

This follows from the observation that by ������ any v � Z
s can be expressed as a linear

combination with integer coe�cients of ���� � � � � �s�� and therefore there exists a �nite set

of matrices fB�g� with elements in f�
� �� 
g � such that

��fk�� 	
X
�

B�f�����f
k � � � � ����s�f

kgT��� �

implying that f�fkgk	� converges uniformly to zero�

In Section � we present an example of a one�parameter family of interpolatory s�s� for

the design of surfaces and analyze its convergence and smoothness�

Bibliographical notes�

The contractivity principle �Theorem ���� and its application to the convergence of

schemes with positive masks on rectangular supports follow �CDM�� The convergence anal�

ysis based on s�s� with matrix masks appears in �DL�� and �CDM�� but not in full details�

The generating functions technique for the derivation of the various L�polynomials is based

on �L�� Proposition ��
� is due to S� Hed �H��

� Analysis of Smoothness 	 s � 


The analysis of smoothness of schemes which do not exhibit directional factorization

of their characteristic L�polynomials such as in ������ or ������� requires the introduction

and analysis of non�degenerate s�s� with matrix masks�

��



De�nition� A s�s� with a matrix mask is called non�degenerate� if the components

of the limit vector�valued function generated by the scheme are linearly independent for

generic initial data�

Two key observations in the analysis of such s�s� are the analogue of Proposition ��


and the necessity part of Theorem ���� We state the results without proofs� because the

proofs are based on the same arguments�

Proposition ��� Let S be a uniformly convergent s�s� with a matrix mask

���
� A 	 fA� � 	 � Zsg � R� �R� �

Let fk 	 Skf� 	 ffk� � R� � 	 � Zsg� and de�ne

����� �fk 	
�
��fk�� � 	 � Z

s
�
� ��fk�� 	 ffk��e�j� � fk� � j 	 
� � � � � sg �

Then f�fkg converges uniformly to zero� namely for f� � ����Zs��� and any � � ��

k�fkk� 	 max
��Zs

max
��j�s

jfk��e�j� � fk�j� � � � k � K��� �

Moreover� if S is non�degenerate then

�����
X
��Zs

A���� 	 I�
� � � � Es �

where I�
� is the unit matrix of order ��

Remark� The operator � maps sequences of scalars ffk� � R � 	 � Z
sg into sequences

of vectors of order s as in Section �� and it maps sequences of vectors of order � into

sequences of matrices of order �� s as in ������

We �rst discuss the simpler case of a s�s� S with a scalar mask a� In the convergence

analysis of such schemes in Section �� it is shown that the necessary conditions for conver�

gence ����� imply the existence of a s�s� S� with a matrix mask ������ satisfying �������

Let S� 	 �S�� and fk 	 Skf�� then

����� S�df
k 	 dfk�� � dfk 	 �k�fk � Rs �

The following is a direct extension of Theorem ��� with � 	 
� and the proof supplied

is an extension of the proof of Theorem ����

��



Theorem ��� Let S be a uniformly convergent s�s� with a corresponding scalar mask a

and a s�s� S� satisfying ������ If S� converges uniformly then S�f� � C��Rs� for all initial

data f�� and S� is non�degenerate�

Proof� Let f� 	 �� fk 	 Sk� and de�ne ��x� 	
Qs

i��B��
 � xi��

fk�x� 	
X
��Zs

fk����
kx� 	� � gk�x� 	

X
��Zs

�dfk�����
kx� 	� �

Since
P

��Zs ��� � 	� 	 
� by Lemma ��� and its extension to s�s� with matrix masks

����� lim
k��

fk�x� 	 S�f��x� 	 ��x� � lim
k��

gk�x� 	 S�� df��x� � x � Rs �

and the convergence is uniform�

Introducing a sequence of vector valued functions hk�x� with components

hki �x� 	
X
��Zs

�dif
k���i��

kx� 	� � i 	 
� � � � � s �

where difk 	 e�i� � dfk� and �i�x� 	 ��x�H�xi��B��
 � xi�� with H�xi� 	 
 for xi � ��� 
�

and H�xi� 	 � elsewhere� we �rst show that

�����
��gki �x� � hki �x�

��
� � cke�i� ��dif

kk� �

Now� gki �x� � hki �x� 	
P

��Zs�dif
k��
�
���kx � 	� � �i��kx � 	�

�
� and since �i�x� 	

��x� � �i�x� satis�es �i�x� 	 ��i�x� e�i�� for xi � ��� 
� and �i�x� 	 � for xi �� ��
� 
��

gki �x� � hki �x� 	
X
��Zs

�
�dif

k���e�i� � �dif
k��
�e���kx � 	� �

where e��x� 	 ���x� for xi � ��� 
� and e��x� 	 � elsewhere�

Thus

kgki � hki k� � ke�i� ��dif
kk�

�� X
��Zs

e���k � �	���� �

proving ������ in view of the local support of e� and the bound ke�k� 	 
�

��



By the uniform convergence of S� and by Proposition ��
� f�dfkgk	� converges uni�

formly to zero� and due to its compact support
�k�dfkk�

�
k	� converges to zero� Com�

bining this with ������ ����� and the bound

��hk�x� � S�� df�
��
� � ��hk�x� � gk�x�

��
� �

��gk�x� � S�� df�
��
� �

we conclude the uniform convergence of hk�x� to S�� df�� Here the sup�norm of vector

valued functions u 	
�
ui � C�Rs� � i 	 
� � � � � sg is de�ned by

kuk� 	 max
��i�s

kuik� 	 max
x�Rs

max
��i�s

��ui�x��� �
To complete the proof of the theorem we show that �� 	 S�� df�� with � 	

�
�
�x�

� � � � � �
�xs

�
�

Rewriting hki �x� as

hki �x� 	
X
��Zs

fk��
k
�
�i��

kx� 	� e�i��� �i��
kx � 	�

�
�

and observing thatZ t

��

�
�i�x � �� � 
�e�i�� � �i�x � �e�i��

�
d� 	 ��x � te�i�� �

we conclude that

fk�x � te�i�� 	

Z t

��
hki �x � �e�i��d� �

which in view of ����� implies the uniform convergence of the sequence� R t
�� hki �x � �e�i��d�

�
k	� to ��x � te�i��� On the other hand this sequence converges

uniformly to
� R t

�� e�i� � S�� df��x � �e�i��d�
�
� due to the compact support of the inte�

grated functions� Therefore

�����
�

�xi
� 	 e�i� � S�� df� � C�R�� � i 	 
� � � � � s �

proving that � 	 S�f� � C��Rs�� Since � is of compact support� there is no v � Rs such

that vT���x� 	 �� x � Rs� and therefore S� is non�degenerate �

To analyze smoothness of higher orders� a result as that in Theorem ��� for s�s� with

matrix masks is needed� Before that the existence of S� for non�degenerate schemes should

be guaranteed�

��



Proposition ��� Let S be a s�s� with a matrix mask ���	� satisfying ���
�� Then there

exists a s�s� S� with a matrix mask

Q 	 fQ� � 	 � Zsg � R�s �R�s �

operating on the matrix �fk� de�ned in ����� and rearranged in a vector of length �s� such

that

����� ��fk���� 	 �S��fk�� 	
X
��Zs

Q������fk�� � fk 	 Skf� �

Proof� By ����� the matrix polynomial A�z� 	
P

��Zs A�z
� satis�es

����� A�z� 	 � � z � Esnfeg � A�e� 	 �sI�
��

Hence� by Lemma ���

���
�� �z � e�
�
A�z�

�
ij

	 B�i�j��z��z� � e� � i� j 	 
� � � � � � �

with B�i�j��z� a matrix of order s � s with L�polynomials as elements�

Let Fk�z� 	
P

��Zs f
k
�z

�� where fk� � R�� then

���

� Fk���z� 	 A�z�Fk�z� � �z � e�Fk���z� 	 B�z��z� � e�Fk�z
�� �

with B�z� 	P
��Zs B�z�� where B� is a linear map from matrices of order s�� to matrices

of order s� ��

Rearranging the matrices ��fk��� 	 � Z
s� and �z � e�Fk�z� 	

P
��Zs��fk��z�

into vectors� we �nally get ������ with fQ� � 	 � Z
sg the matrices obtained from the

corresponding rearrangement of fB� � 	 � Zsg�
Once the existence of S� is established� analogous results to Theorems ��� and ����

stating su�cient conditions for the convergence of s�s� with matrix masks� and for the

smoothness of the generated vector�valued functions are needed� in order to complete the

analysis of higher order smoothness of multivariate s�s� with scalar masks� We state these

results without the proofs� which are straightforward generalizations of the proofs given to

Theorems ��� and ���� with fk regarded as a vector rather than a scalar�

��



Proposition ��� Let S be a s�s� with a matrix mask ���	� satisfying ���
�� and let S� be

the s�s� guaranteed by Proposition ��
� S is uniformly convergent if S� converges uniformly

to zero� S generates C��limit vector�valued functions if S� 	 �S� converges uniformly� In

this case

���
�� �S�f� 	 S�� df� �

A repeated application of Proposition ��� yields the analogue of Theorem ��� with

� � 
� For that we introduce the vectors d�fk consisting of all distinct di�erences of order

� in the corrdinate directions� First consider the vector

���
��
�
�di�di� � � � di�fk�� � �i�� � � � � i�� � f
� � � � � sg�

� � Rs� �

for all s� repeated di�erences of order �� where di 	 e�i� � d� There are only ms�� 	�
��s��

�

�
distinct elements in ���
��� since �di�di� � � � di�fk�� is independent of the order of

�i�� i�� � � � � i��� We de�ne �d�fk�� as the vector consisting of the ms�� distinct elements in

���
���

Theorem ��� Let S be a s�s� with a scalar mask a� S converges uniformly to C��limit

functions� if there exist s�s� S�� � � � � S� with the property

���
�� Sid
iSkf� 	 diSk��f� � i 	 
� � � � � s�

and S� converges uniformly�

Remark� It is su�cient to require the uniform convergence of S� for all initial data

of the form d�f�� Also note that a necessary condition for the uniform convergence of Si

satisfying ���
�� is that it is non�degenerate� since S�i dif� 	 �iS�f�� and no function

of compact support satis�es a homogeneous linear partial di�erential equation with con�

stant coe�cients in Rs� Thus in the analysis of smoothness we consider only s�s� S� with

masks satisfying ������ and determine their uniform convergence by analyzing the uniform

convergence to zero of �
�S����

The existence of S� is guaranteed by Proposition ��� for all masks a satisfying ������

Conditions on the mask a guaranteeing the existence of S� for � � 
 are much harder

��



to obtain� In the case of interpolatory s�s� such conditions are easily derived� and can be

easily checked for a given concrete s�s� These conditions are later shown to be necessary

for convergence to C��limit functions�

Theorem ��� Let S be an interpolatory s�s� with mask a� If S reproduces �� � the space

of all s�variate polynomials of total degree � �� then there exist s�s� S�� � � � � S��� satisfying

���
�� Snd
nSkf� 	 dnSk��f� �

Proof� The existence of S� is guaranteed by Proposition ���� We show that if Sn exists

for n � �� then Sn�� exists� Choose the initial data f� 	 ff�� 	 	� � 	 � Z
sg for

�xed 
 � Z
n
�� j
j 	 n� and observe that �dnf��� 	 
#v�
� with v�
� 	

�
���� � � �

Z
s
� � j�j 	 n

� � R
ms�n � and 
# 	

Qs
i�� 
i#� Then the reproduction of �� by S implies

that �Skf��� 	 ���k	��� and �dnSkf��� 	 
#v�
�� Hence by ���
�� Sn reproduces the

constant data f 	
�
f� 	 v�
� � 	 � Z

s
�
� and since the vectors

�
v�
� � 
 � Z

s
�� j
j 	 n

�
consititute a basis of Rms�n � Sn reprodces all constant vectors� This property of the scheme

is equivalent to property ����� of the mask� The existence of a s�s� Sn�� satisfying ���
��

is now concluded from Proposition ����

In the following we state the multivariate analogue of the necessary conditions of

Section �� We omit the proofs�

Theorem �� Let S be an interpolatory s�s� with mask a which converges uniformly to

C��limit functions� Then S reproduces �� � and for n 	 
� � � � � �� the scheme Sn� guaranteed

by Theorem ���� converges unformly to C��n�limit vector�valued�functions for all initial

data of the form dnf�� More concretely

���
�� S�n dnf� 	 �nS�f� � 
 � n � � �

where �n consists of all the n�th order partial derivatives of S�f� ordered in accordance

with dnf�� Also the s�s� �
�
S��� converges uniformly to zero for all initial data of the form

d���f��

The analysis of smoothness of s�s� with scalar mask a and characteristic L�polynomial

�




of the form

���
�� a�z� 	
�Y

i��

�z��
�i�

� 
��iq�z� � ���� � � � � ��� � Zs � q � L �

can be done similarly to the analysis in Section �� without the introduction of s�s� with

matrix masks� by showing the smoothness of certain directional derivatives of the limit

functions� L�polynomials of the form ���
�� are typical to s�s� for box�splines�

Theorem ��� Let S be a convergent s�s� with a characteristic L�polynomial a�z� 	

�z�� � 
�����q�z��  � Z
s� q � L� If the s�s� Sq with a characteristic L�polynomial q�z�

converges uniformly� then for all initial data f�

���
�� ���S
�f� � C�Rs� �

where ��f 	 lim
t��

�
f�� � t� � f

��
t�

Proof� The proof follows the lines of the proof of Theorem ��� �and Theorem ����� As

in Theorem ���� it is su�cient to prove the case � 	 
�

Let fk 	 Skf� and �d�fk�� 	 �k�fk��� � fk��� then by the generating functions

formalism and the structure of a�z�

���
�� Sqd�f
k 	 d�f

k�� 	 d�Sf
k �

Here we show that

������ ��S
�� 	 S�q d�� �

proving that the S�re�nable function �a 	 S�� satis�es ���a � C�R��� which is equivalent

to ���
�� with � 	 
�

Introducing an orthogonal set of vectors in Zs� ���� � � � � �s�� with ��� 	 � and de�ning

the function

e��x� 	 sY
i��

Ni�x� � Ni�x� 	 B�

�

 � ��i� � x��k�i�k�� �

��



we observe that supp e��x� 	 fx � �
 � x � �i� � 
 � i 	 
� � � � � sg� and

X
��Zs

e�� � � sX
j��

	j
�j�
�
	 
 �

Thus ��x� 	 m�� e��x�� with m 	
��fx � Z

s � � � x � �i� � 
 � i 	 
� � � � � sg��� satis�esP
��Zs ��� � 	� 	 
� and by Lemma ��� with f� 	 ��

����
� lim
k��

fk�x� 	 S�f� 	 �a � lim
k��

gk�x� 	 S�q d�f
� �

where

fk�x� 	
X
��Zs

fk����
kx � 	� � gk�x� 	

X
��Zs

�d�f
k�����

kx � 	� �

and the convergence in ����
� is uniform�

As in the proof of Theorem ���� we also consider the sequence of functions

hk�x� 	
X
��Zs

�d�f
k������

kx� 	� � ���x� 	 m��H


 � x
kk�

� sY
i��

Ni�x� �

and show that

������
��gk�x� � hk�x�

��
� � ck��d�f

kk� � ��f 	 f��� � f �

with c a constant independent of fk�

The bound ������ guarantees the uniform convergence of
�
hk�x�

�
to S�q d�f

�� since

k��d�f
kk� � �Ps

i�� jij
�k�d�f

kk�� and by Theorem ��� and the uniform convergence

of Sq� the sequence k�d�f
kk� converges uniformly to zero� Observing that

hk�x� 	
X
��Zs

fk��
k
�� ����

kx � 	� � ����
kx� 	� �

�
�

and Z t

��

�
��
�
x � �� � 
�

� � ���x � ��
�
d� 	 ��x � t� �

we get

fk�x � t� 	

Z t

��
hk�x � ��d� �

��



Hence
� R t

�� hk�x � ��d�
�
k	� converges uniformly to ��x � t� proving that ��� 	

lim
k��

hk 	 S�q d�f
� � C�Rs��

Thus in order to complete the proof we have to verify ������� Now�

gk�x� � hk�x� 	
X
��Zs

�d�f
k�����

kx� 	� �

where

��x� 	 m��
sY

i��

Ni�x�

�
N��x� �H



 � x
kk�

�
�

Since ��x� 	 ���x � � for � �  � x � kk�� we �nally get

������ gk�x� � hk�x� 	
X
��Zs

���d�f
k��e���kx � 	�

with e��x� 	 ���x� for � �  � x � kk� and e��x� 	 � elsewhere� Equation ������ implies

������ with c 	
��P

��Zs e���kx� 	�
��
� ���

As a direct consequence of the theorem we obtain a su�cient condition for S�f� �
C��Rs��

Corollary ��� Let S be a s�s� with a characteristic L�polynomial�

������ a�z� 	 q�z�

s��Y
i��

�z��
�i�

� 
� � q � L �

with ���� � � � � �s��� � Z
s and such that any subset of s vectors satis�es condition ����
��

If the s�s� corresponding to the s�s � 
��� L�polynomials

aij �z� 	 �a�z�
�
�z��

�i�

� 
��z��
�j�

� 
� � i �	 j � i� j 	 
� � � � � s � 
 �

converge uniformly to zero� then S converges uniformly to C��Rs��limit functions for all

initial data f��

Proof� By Theorem ��� and the last Remark of Section �� each s�s� Si with a character�

istic L�polynomial

ai�z� 	 �a�z�
�
�z��

�i�

� 
� � i 	 
� � � � � s �

��



converges uniformly� By the same reasoningS converges uniformly� since �
�Si � i 	 
� � � � � s�

converge uniformly to zero� Moreover� by Theorem ���� ���i�S
�f� � C�Rs�� i 	 
� � � � � s�

and since ���� � � � � �s� are linearly independent� S�f� � C��Rs��

We use Corollary ��� in the analysis of smoothness of the buttery scheme considered

in Section ��

Bibliographical notes�

The su�cient conditions for smoothness of general s�s� in terms of s�s� for vectors

of divided di�erences are stated without proof in �DL��� The proofs follow the analysis

in �DHL�� The necessary conditions for the smoothness of interpolatory s�s� are stated

and proved in �DL��� The result on smoothness of s�s� corresponding to characteristic L�
polynomials with directional factorization� is proved in �CDM� and used in �DLM�� The

proof here is di�erent following the approach of Section �� For a discussion of s�s� for

box�splines see� e�g� �CLR��� �DM�� �DDL��

�� The Butter�y Subdivision Scheme

The example we present here is an extension of the ��point interpolatory s�s� to the

case of surfaces de�ned by control points with the topology of general triangulations� This

scheme can be analyzed within the setting of the square�grid topology� with the exclusion

of a �xed set of irregular points�

Figure �� The buttery scheme

��



Given a set of control points fpki g which comprise the vertices of a triangulation T k�

the scheme associates with each edge e � T k a new point qke de�ned according to the rule

qke 	 �
��p

k
e�� � pke��� � ���pke�� � pke��� � �

�X
j��

pke�j �

where the locations of the points pke�j relative to the edge e in T k are depicted in Figure ��

The con�guration of points in Figure �� suggests the name �buttery scheme��

The buttery scheme de�nes the control points at stage k � 
 as

fpk��i g 	 fpki g � fqke � e � T kg �

and the triangulation T k�� as the collection of edges

�
�qke � p

k
e�j� � j 	 �� 
 � �qke � q

k
eij � � i 	 �� 
 � j 	 �� � � e � T k

�
�

where eij 	 �pke�i� p
k
e�j�� With this construction of T k��� the number of edges having pki as

a vertex in T k�� is the same as in T k� while each new vertex is regular� namely a vertex of

six edges in T k��� Therefore� with the exclusion of the irregular points in T �� all vertices

of T k are regular�

A triangulation with regular vertices is topologically equivalent to a three direction

grid� and thus away from the irregular points� the buttery scheme has the form ���
��

The explicit expression of the mask a� for the choise of the three directions ��� 	 �
� ���

��� 	 ��� 
�� ��� 	 �
� 
� is

�a����� 	 
 �

�a����� 	 �a������ 	 �a������� 	 �a����� 	 
�� �

�a������ 	 �a������� 	 �a����� 	 �� �

�a������ 	 �a������� 	 �a������ 	 �a����� 	 �a������� 	 �a����� 	 �� �

�a��i�j 	 �a��j�i � �i� j� � Z� �
and zero otherwise�

The corresponding bivariate L�polynomial can be put in factored form

a��z�� z�� 	 ����
 � z��� ��
 � z��� ��
 � z��� z��� �z�z��
 � �q�z�� z���

��



where

q�z�� z�� 	�z��� z��� � �z��� z��� � �z��� z��� � �z��� � �z��� � �z��� z� � �z�z
��
�

� 
�� �z� � �z� � �z�z� � �z��z� � �z�z
�
� �

It is easy to check that the buttery scheme maps fk which is constant in one of the

three grid directions to fk�� with the same property� The scheme for such fk reduces

to the ��point interpolatory s�s� applied along the grid lines of the other two directions�

To show that this scheme converges to a surface with C��R�� components� it su�ces to

demonstrate� according to Corollary ���� that each of the three L�polynomials

�
 � z��
�i�

��
 � �q�z��z�z�� i 	 
� �� ��

determines a s�s� which converges uniformly to zero� By the symmetries of q�z�� z���

q�z�� z�� 	 q�z�� z�� 	 q�z�z�� z
��
� � �

it su�ces to consider the s�s� Sr corresponding to the L �polynomial

r�z� 	 �
 � z���
 � �q�z�� 	
X
��Z�

r�z
�

For n 	 


kSrk� �	 max
��k����

��X
i�j�Z

��rk��i����j��
�A

and since X
i�j�Z

��r�i��j�� 	 j
� ��j� j��j

kSrk� � 
 for all values of ��

Considering S�
r � we �nd below an interval � � ��� ��� for which kS�

rk� � 
� An exact

value of �� is not computed since only linear terms in � are considered� We expand

r
���z� 	 r�z�r�z�� 	 �
 � z� � z�� � z����
� �q�z�� z�� � �q�z�� � z
�
�� �O�����

and �nd that r

��
i�j 	 O��� for j �	 �� while r


��
i�� 	 
�O��� � i 	 �� 
� �� �� Thus it is su�cient

to show that for � small enoughX
i�j�Z

��r
�����i��j�� � 
 � � 	 �� 
� �� ��

��



For the case � 	 �� all the non�zero coe�cients are�

r

��
��� 	 
� 
�� �O���� � r


��
��� 	 �� �O���� � r


��
��� 	 r


��
���� 	 ��� �O���� �

Hence X
i�j�Z

��r
���i��j

�� 	 j
� 
��j� 
�j�j�O���� � 


for � � � small enough� For the case � 	 
� the relevant coe�cients are�

r

��
��� 	 
� 
�� �O���� � r


��
��� 	 �� �O���� � r


��
��� 	 r


��
���� 	 ��� �O���� �

Hence X
i�j�Z

��r
�����i��j

�� 	 j
� 
��j� �j�j�O���� � 


for � � � small enough� The cases � 	 � and � 	 � give the same expressions as � 	 


and � 	 � respectively� Thus we have shown that Sr converges uniformly to zero� and

the buttery scheme converges uniformly to a surface with C��R�� components for � � �

small enough� away from the irregular control points�

Figure �� A head�like surface generated by the buttery scheme�

Local analysis of the convergence near an irregular point� similar to the analysis in

�DS�� and many numerical experiments with the scheme �DGL��� indicate that the gener�

ated surface is C� everywhere except at vertices of three edges� Figure � depicts an initial

surface and the surface generated by four iterations of the buttery scheme�

��
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