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Abstract. Kamp’s theorem established the expressive completeness of
the temporal modalities Until and Since for the First-Order Monadic
Logic of Order (FOMLO) over real and natural time flows. Over natural
time, a single future modality (Until) is sufficient to express all future
FOMLO formulas. These are formulas whose truth value at any moment
is determined by what happens from that moment on. Yet this fails to
extend to real time domains: here no finite basis of future modalities
can express all future FOMLO formulas. Almost future formulas extend
future formulas; they depend just on the very very near past, and are
independent of the rest of the past. For almost future formulas finiteness
is recovered over Dedekind complete time flows. In this paper we show
that there is no temporal logic with finitely many modalities which is
expressively complete for the almost future fragment of FOMLO over all
linear flows.

1 Introduction

Temporal Logic (TL) introduced to Computer Science by Pnueli in [7] is a con-
venient framework for reasoning about “reactive” systems. This made temporal
logics a popular subject in the Computer Science community, enjoying exten-
sive research in the past 30 years. In TL we describe basic system properties
by atomic propositions that hold at some points in time, but not at others.
More complex properties are expressed by formulas built from the atoms using
Boolean connectives and Modalities (temporal connectives): A k-place modality
M transforms statements ¢ ... g possibly on ‘past’ or ‘future’ points to a state-
ment M(¢1 ... ) on the ‘present’ point ¢g. The rule to determine the truth of
a statement M(p1 ... ) at to is called a Truth Table. The choice of particular
modalities with their truth tables yields different temporal logics. A temporal
logic with modalities My, ..., My is denoted by TL(My,..., Mj).

The simplest example is the one place modality FX saying: “X holds some
time in the future”. Its truth table is formalized by ¢ (tg, X) = (3t > o) X (¢).
This is a formula of the First-Order Monadic Logic of Order (FOMLO) - a funda-
mental formalism in Mathematical Logic where formulas are built using atomic
propositions P(t), atomic relations between elements t; = t9, t1 < t2, Boolean
connectives and first-order quantifiers 3¢ and V¢. Most modalities used in the



literature are defined by such FOMLO truth tables, and as a result every tem-
poral formula translates directly into an equivalent FOMLO formula. Thus, the
different temporal logics may be considered a convenient way to use fragments of
FOMLO. FOMLO can also serve as a yardstick by which to check the strength
of temporal logics: A temporal logic is expressively complete for a fragment L
of FOMLO if every formula of L with a single free variable is equivalent to a
temporal formula.

Actually, the notion of expressive completeness is with respect to the type
of the underlying model since the question whether two formulas are equivalent
depends on the domain over which they are evaluated. Any (partially) ordered
set with monadic predicates is a model for TL and FOMLO, but the main,
canonical, linear time intended models are the naturals (N, <) for discrete time
and the reals (R, <) for continuous time.

A major result concerning 7L is Kamp’s theorem [6,2], which states that
the pair of modalities “X wuntil Y’ and “X since Y” is expressively complete
for FOMLO over the above two linear time canonical models.

Many temporal formalisms studied in computer science concern only future
formulas - whose truth value at any moment is determined by what happens
from that moment on. For example the formula X until Y says that X will hold
from now (at least) until a point in the future when Y will hold. The truth value
of this formula at a point ¢y does not depend on the question whether X (¢) or
Y (t) hold at earlier points t < tg.

Over the discrete model (N, <) Kamp’s theorem holds also for future formulas
of FOMLQO: The future fragment of FOMLO has the same expressive power as
TL(Until) [4, 2]. The situation is radically different for the continuous time model
(R, <). In [5] it was shown that TL(Until) is not expressively complete for the
future fragment of FOMLO and there is no easy way to remedy it. In fact it was
shown in [5] that there is no temporal logic with a finite set of modalities which
is expressively equivalent to the future fragment of FOMLO over the reals.

It was proved in [2] that all future formulas are expressible over the reals in a
temporal language based on the future modality Until plus the modality K~. The
formula K~ (P) holds at a time point ¢ if given any ‘earlier’ ¢, no matter how
close, we can always come up with a ¢’ in between (¢ < ¢ < tg) where P holds.
This is of course not a future modality - the formula K~ (P) is past-dependent.
This future-past mixture of Until and K™ is somewhat better than the standard
Until - Since basis in the following sense: Although K~ is (like Since) a past
modality, it does not depend on much of the past: The formula K~ (P) depends
just on an arbitrarily short ‘near past’, and is actually independent of most of
the past. In this sense we may say that it is an “almost future” formula (see
Section 3 for precise definitions).

In [8] it was proved that TL(Until, K7) is expressively equivalent over the reals
(and over all Dedekind complete time domains) to the almost future fragment
of FOMLO.



Kamp’s theorem was generalized by Stavi who introduced two new modalities
Until’ and Since’ and proved that TL(Until, Since, Until’, Since’) and FOMLO have
the same expressive power over all linear time flows [4, 2].

Our main theorem shows that Stavi’s theorem cannot be generalized to al-
most future fragments. We show that there is no temporal logic with a finite set
of modalities which is expressively equivalent to the almost future fragment of
FOMLO over all linear time flows.

The rest of the paper is organized as follows: In Section 2 we recall the
definitions of the monadic logic, the temporal logics and Kamp’s and Stavi’s
theorems. In Section 3 we define “future” and “almost future” fragments of
FOMLO and state expressive completeness results for these fragments. In section
4 we prove that over the class of all linear orders there is no finite basis for a
temporal logic which is expressively complete for almost future formulas. The
ideas and techniques are similar to those in [5]. We will define a sequence of
future formulas 1; such that given any (finite or infinite) set B of modalities
definable in the almost future fragment of FOMLO by formulas of quantifier
depth at most n, there is k such that 15 is not expressible in TL(B). Thus, in
particular, no logic with finitely many almost future modalities can express all

Yi-

2 Preliminaries

We start with the basic definitions of First-Order Monadic Logic of Order
(FOMLO) and Temporal Logic (TL), and some well known results concerning
their expressive power.

Fix a signature (finite or infinite) S of atoms. We use P,Q,R,S ... to
denote members of §. Syntax and semantics of both logics are defined below
with respect to such a fixed signature.

2.1 First-Order Monadic Logic of Order

Syntaz: In the context of FOMLO, the atoms of S are referred to (and used)
as unary predicate symbols. Formulas are built using these symbols, plus two
binary relation symbols, < and =, and a finite set of first-order variables
(denoted by z,y, z,...). Formulas are defined by the grammar:

atomic:= z<y | z=y | P(z) (where P €S)

pu= atomic | ~p1 | p1Vea | p1Aes | Jzer | Vaer

The notation @(z1,...,x,) implies that ¢ is a formula where the z;’s are the
only variables that may occur free; writing ¢(z1,...,n, P1,. .., P;) additionally
implies that the P;’s are the only predicate symbols that may occur in ¢. We
will also use the standard abbreviated notation for bounded quantifiers, e.g.:
(37)s.(...) denotes 3x((xz > 2) A (...)), (Vo)S*(...) denotes Vz((z < z) —



(--)), (V)$)(...) denotes Vz((I < z < u) — (...)), etc. Finally, as usual,
True(z) denotes P(x) V —P(z) and False(x) denotes P(x) A —P(x).

Semantics: Formulas are interpreted over structures. A structure over S is
a triplet M = (T,<,Z) where T is a set - the domain of the structure, < is an
irreflexive partial order relation on 7, and Z : § — P(7T) is the interpretation
of the structure (where P is the powerset notation). We use the standard notation
M, ty,ta, ...ty = p(21,22,. .. 2,). The semantics is defined in the standard way.
Notice that for formulas with at most one free first-order variable, this
reduces to:

Mt = ().

We will often abuse terminology, and shortly refer to such formulas as monadic
formulas (or to the corresponding syntactical fragment - as FOMLO).

2.2 Propositional Temporal Logics

Syntax: In the context of TL, the atoms of S are used as atomic propositions
(also called propositional atoms). Formulas are built using these atoms, and
a set (finite or infinite) B of modality names, where a non-negative integer
arity is associated with each M € B. The syntax of TL with the basis B over
the signature S, denoted by TL(B), is defined by the grammar:

F:= P | _|F1 | F1VF2 | Fl/\FQ ‘ M(Fl,F27...,Fn)

where P € § and M € B an n-place modality (that is, with arity n). As usual
True denotes PV —~P and False denotes P A —P.

Semantics: Formulas are interpreted at time-points (or moments) in
structures (elements of the domain). The domain 7 of M = (T, <,Z) is called
the time domain, and (T, <) - the time flow of the structure. The semantics
of each n-place modality M € B is defined by a ‘rule’ specifying how the set
of moments where M(F1, ..., F,) holds (in a given structure) is determined by
the n sets of moments where each of the formulas Fj holds. Such a ‘rule’ for M
is formally specified by an operator Oy on time flows, where given a time flow
F =(T,<), Om(F) is an operator in (P(T))" — P(T).

The semantics of TL(B) formulas is then defined inductively: Given a struc-
ture M = (T,<,7) and a moment t € M (read t € M ast € T), define when a
formula F' holds in M at ¢ - notation: M,t |= F - as follows:

— M,t = Piff t € Z(P), for any propositional atom P.

- MtEFVGiff Mt E F or M,t = G; similarly (“pointwise”) for A, —.

- Mt E M(F,....F,) iff t € [Om(T,<))(Th,...,T,) where M € B is an
n-place modality, Fi, ..., F, are formulas and T; =g.5 {s € T : M, s = F;}.

Truth tables: Practically most standard modalities studied in the literature
can be specified in FOMLO: A FOMLO formula ¢(z, P1,..., P,) with a single
free first-order variable z and with n predicate symbols P; is called an n-place
first-order truth table. Such a truth table ¢ defines an n-ary modality M



(whose semantics is given by an operator Opy) iff for any time flow (7, <), for
any T1,...,T, C T and for any structure M = (7, <,Z) where Z(P;) = T;:

[OM(T7<)](T17"'7TTL) :{tET:Mvt 'ZQD(I,P17...,PTL)}

Example 2.1. Below are truth-table definitions for the well known “FEventually”
and “Globally”, the (binary) strict-Until and strict-Since of [6] and for K*
and K™ of [2]:

— & (“Eventually”) defined by: ¢, (z, P) =4ef (I2')>

O (“Globally”) defined by: ¢, (x, P) =ges (V2')>z (x’)
(
(

Until defined by : ¢, (z, Q, P) =dey (32')>4(Q
Since defined by: ¢, . (2, Q, P) =gef (32’ )<””(

— KT defined by: @ (2, P) =gey (V2')5(3y)SE Ply)
— K™ defined by: ¢, (2, P) =gcy (V2')<*(3y)S5 P(y)

T
T

A
) A (Vy)w (y))

We will use infix notation for the binary modalities Until and Since: P Until Q
denotes Until(Q, P), meaning “there is some future moment where @ holds,
and P holds all along till then”. The non-strict version Until™® is defined as
P A (P Until @), requiring that P should hold at the “present moment” as well.

The formula K~ (P) holds at the “present moment” tq iff given any earlier
t < to - no matter how close - there is a moment ¢’ in between (¢ < t’ < tg)
where the formula P holds. Notice that KT and K~ are definable in terms of
Until and Since:

o

+

=
I

—(=P Until True)
K™ (P) = —(—P Since True)

2.3 Kamp’s and Stavi’s Theorems

We are interested in the relative expressive power of TL (compared to FOMLO)
over the class of linear structures. Major results in this area are with respect to
the subclass of Dedekind complete structures - where the order is Dedekind
complete, that is, where every non empty subset (of the domain) which has an
upper bound has a least upper bound.

Equivalence between temporal and monadic formulas is naturally defined:
F = p(x) iff for any M and t € M: M,t = F & M,t |= p(x). We will occa-
sionally write =, / =,, / =, to distinguish equivalence over linear / Dedekind
complete / any class C of structures.

Definability: A temporal modality is definable in FOMLO iff it has a
FOMLO truth table; a temporal formula F' is definable in FOMLO over a class
C of structures iff there is a monadic formula ¢(z) such that F' =, ¢(z). In this
case we say that ¢ defines F over C. Similarly, a monadic formula ¢(z) may be
definable in TL(B) over C.

Ezxpressive completeness/ equivalence: A temporal language TL(B) (as
well as the basis B) is expressively complete for (a fragment of) FOMLO over



a class C of structures iff all monadic formulas (of that fragment) ¢(z) are de-
finable over C in TL(B). Similarly, one may speak of expressive completeness
of FOMLO for some temporal language. If we have expressive completeness in
both directions between two languages - they are expressively equivalent.
As Until and Since are definable in FOMLO, it follows that FOMLO is expres-
sively complete for T'L(Until, Since). The fundamental theorem of Kamp shows
that for Dedekind complete structures the opposite direction holds as well:

Theorem 2.2 (Kamp [6,2,9]). TL(Until,Since) is expressively equivalent to
FOMLO over Dedekind complete structures.

This was further generalized by Stavi who introduced two new modalities Until’
and Since’ and proved

Theorem 2.3 (Stavi [4, 2]). TL(Until, Since, Until’, Since’) is ezpressively equiv-
alent to FOMLO owver all linear time structures.

The definitions of Stavi’s modalities are not needed for the proofs of our main
result. However, for the sake of completeness, they are described below.

A gap of a linearly ordered set (7', <) is a downward closed non-empty set
C C T which has an upper bound in (7, <), yet has no least upper bound.
Informally, we can think of a gap as a hole in the Dedekind-incomplete order.

PUntil'Q holds at ¢ if there is a gap C such that:

— te (), ie., Cisin the future of ¢,

P is true on (t,00) N C, i.e., P holds from ¢ until the gap,

for every t; ¢ C there is ta € (—o0,t1) \ C such that =P(t2), i.e., in the
future of the gap, P is false arbitrary close to the gap, and

there is t' ¢ C such that @ is true on (—oo,t’) \ C, i.e., @ is true from the
gap into the future for some uninterrupted stretch of time.

Note that a natural formalization of the above definition of Until’ uses a second-
order quantifier - “there is a gap”; however, Until’ has a first-order truth table
[2].

Since’ is the mirror image of Until’.

3  Future and Almost Future Formulas

We use standard interval notations and terminology for subsets of the domain of
a structure M = (T, <,Z), e.g.: (t,00) =ger {t' € T|t' > t}; similarly we define
(t, ), [t, 1), (t,00), [t,00), etc., where t < ¢ are the endpoints of the interval.
The sub-structure of M restricted to an interval is defined naturally. In par-
ticular: M|_, ~denotes the sub-structure of M restricted to (to,00): Its domain
is (to,00) and its order relation and interpretation are those of M, restricted to
this interval. M|, is defined similarly with respect to [to, o0). Notice that if M
is Dedekind complete then so is any sub-structure of M. If structures M, M’
have domains 7,7, and if I is an interval of M, with endpoints #; < t5 in M,



such that TU{#;,t2} € TNT’ and the order relations of both structures coincide
on I U {t;,ta} - we will say that I is a common interval of both structures.
This is defined similarly for intervals with co or —oo as either endpoint. Two
structures coincide on a common interval iff the interpretations coincide there.
Two structures agree on a formula at a given common time-point (or along a
common interval) iff the formula has the same truth value at that point (or along
that interval) in both structures.

Definition 3.1 (Future and almost future formulas and modalities). A
formula (temporal, or monadic with at most one free variable) F is (semanti-
cally):

— A future formula iff whenever two linear structures coincide on a common
interval [t,00) they agree on F' at t; equivalently, whenever two linear struc-
tures coincide on a common interval [t,00) they agree on F all along [t, c0).

— A pure future formula iff whenever two linear structures coincide on a
common interval (t,00) they agree on F at t; equivalently, whenever two
linear structures coincide on a common interval (t,o0) they agree on F all
along [t, o).

— An almost future formula iff whenever two linear structures coincide on a
common interval (t,00) they agree on F all along (t,00).

Past and pure past formulas are defined similarly. A temporal modality is a
first-order future (almost future) modality iff it is definable in FOMLO by
a future (almost future) truth table.

Looking at their truth tables, it is easy to verify that Until is a (pure) future
modality and Since is a past modality and K~ is almost future modality. The pair
{Until, Since} forms an expressively complete (finite) basis in the sense of Kamp’s
theorem. Do we have a finite basis of future modalities which is expressively
complete for all future formulas? Here are some answers:

Theorem 3.2 ([4]). TL(Until) is expressively equivalent to the future fragment
of FOMLO over discrete time flows (naturals, integers, finite).

Theorem 3.3 ([5]). There is no temporal logic with a finite basis which is ex-
pressively equivalent to the future fragment of FOMLO over real time flows.

However, for the almost future fragment there is a finite base over Dedekind
complete time flows.

Theorem 3.4 ([8]). TL(Until, K™) is expressively equivalent to the almost fu-
ture fragment of FOMLO over Dedekind complete time flows.

The situation is radically different for the class of all linear flows. Our main
result shows that there is no finite base for the almost future fragment over all
linear flows.

Theorem 3.5 (Main). There is no temporal logic with a finite basis which is
expressively equivalent to the almost future fragment of FOMLO over all linear
time flows.



4 No Finite Base for Almost Future Formulas

Observe that if a temporal logic is expressively equivalent to the almost future
fragment of FOMLQO, then all its modalities are almost future and are defin-
able by FOMLO truth tables. The main theorem is a consequence of the next
proposition:

Proposition 4.1. Assume that B is a set of almost future modalities definable
by FOMLO truth tables of quantifier depth at most n. Then, TL(B) is not ex-
pressively complete for the future fragment of FOMLO owver all linear time flows.

Note that Proposition 4.1 is much stronger than Theorem 3.5.

First, it allows for a temporal logic to have infinitely many almost future
modalities and only requires that the quantifier depth of their truth table is
bounded. Second, it concludes that such a temporal logic cannot express not
only all almost future formulas, but even all future formulas.

We are going to define a sequence of future formulas ; such that for any
(finite or infinite) set B of modalities definable in the almost future fragment of
FOMLO by formulas of quantifier depth at most n, there is a k such that vy is
not expressible in TL(B).

For our proof of Proposition 4.1 we need some rudimentary facts on the
ordinal numbers. Not much set theory is needed for our purpose; it suffices to
say that every ordinal is a chain. We use the following ordinals which we define
directly:

— The ordinal w is the set of natural numbers with its natural order.

— The ordinal w? is an w-sequence of blocks, each isomorphic to w. We also
declare each point to be bigger than every point in a previous block.

— More generally, w™t! is an w-sequence of blocks, each isomorphic to w™.
Each point is declared larger than all points in previous blocks.

An alternative definition of the ordered set w™ is the set of n-tuples of natural
numbers ordered lexicographically. The element which corresponds to a tuple
(Mp_1,Mp_2,...,mp) is denoted by W™ tm,_1 +w" 2m, o+ -+ + mo.

An easy induction proves the following useful feature of these ordinals:

Lemma 4.2. Every suffiz of the ordinal w* is isomorphic to wk.

We are going to define linear orders and chains which are very homogeneous
with respect to almost future formulas:
Define the following linear orders:

(A*, <) == ((0,1) U (1,2)) x w*,
where (0,1) and (1,2) are subintervals of the reals and for (a,a), (b,3) € A¥,
(a,a) < (b,B) if a < Bora=pand a < b.
Note that (A*, <) are Dedekind-incomplete. For every 3 € wk, the sets Cé =
{(a,0) [ a <1Aa < B} and CF = {(a,a) | a < 2N a < B} are bounded and
downward closed, yet none has a least upper bound.



Define a unary predicate P¥ := (0,1) x w* on A¥ and define the following
chains in the signature {<, P}:

ck .= (AF <, PP).

A unary predicate is said to be trivial on a chain in the signature {<, P} if it is
equal to P, =P, True or False.
Proposition 4.1 immediately follows from the next two lemmas.

Lemma 4.3. For every k there is a FOMLO future formula v such that for
every m > k, 1y, is equivalent to True in C™ and 1y, is equivalent to False in C*.

Lemma 4.4. Assume that B is any (finite or infinite) set of almost future
modalities definable by FOMLO truth tables of quantifier depth at most n, then
there is an infinite subset J C N such that for every formula ¢ € TL(B), and
all m,i € J one of the following holds:

1. ¢ is equivalent to P(x) in C™ and in C°.
2. ¢ is equivalent to ~P(z) in C™ and in C'.
3. ¢ is equivalent to True in C™ and in C'.
4. @ is equivalent to False in C™ and in C°.

Proof (of Proposition 4.1). Take two numbers ¢ < m in J. By Lemma 4.3, ¢; is
equivalent to False in C’ and is equivalent to True in C™. Hence, by Lemma 4.4
it is not equivalent to any formula ¢ € TL(B). a

Lemmas 4.3 and 4.4 are proved in the next two subsections. Subsection 4.3 states
a generalization of Proposition 4.1.

4.1 Proof of Lemma 4.3

Let C be a chain, ¢(z) be a formula, and a < b be elements of C. We say that a, b
are in the same ¢ interval if either all elements in [a, b] satisfy ¢ or none of them
satisfies . We say that a,b are p-equivalent if they are in the same p-interval.
Clearly, (p-equivalence is first-order definable and the ¢ equivalence classes are
subintervals of C. The set of y-equivalence classes are naturally ordered: an
equivalence class I; precedes a class I if all elements of I; precede all elements
of I5. A p-equivalence class I is (left) limit if for every yp-equivalence class I; < I
there is a @-equivalence class Iy such that Iy < I, < I. Note that according to
this definition the minimal ¢-equivalence class is limit.

Define ¢o(z) := P(z) and ¢;+1(x) :=“z is in a limit ¢;-equivalence class”.

In C™ only the points of the form (a,w" tm, 1 +w" 2m, o+ - +wmy +
0) where a € (0,1) satisfy ¢1; only the points of the form (a,w" 'm, 1 +
WMy, o+ - - +w?mae + w0+ 0) where a € (0, 1) satisfy o and only the points
of the form (a, W™ 'm,_1 +w" 2m, o+ +wlm;+w =10+ +w0+0) where
a € (0,1) satisty ¢;.

Note that ¢ is not an almost future formula, but if we define 1, (xo) to be
(3z > zo)r(x) A “x is not ¢y — equivalent to xy”, then 1)y is a future formula.
Moreover, if m < k then 1y is unsatisfiable in C™ and if m > k then 1, holds
at all elements in C"™.



4.2 Proof of Lemma 4.4

We start from the following observation about chains C¥ which shows that they
are very homogeneous with respect to almost future formulas. Let a € P* then
there is b < a and an isomorphism from C* to the subchains of C* over the
interval (b, o0) which maps (1/2,0,0,...,0) to a. Similarly, if a ¢ P* then there
is b < @ and an isomorphism from C* to the subchains of C* over the interval
(b, 00) which maps (3/2,0,0,...,0) to a.

This observation and the definition of almost future formulas immediately
imply the following Lemma.

Lemma 4.5. Let o(x) be an almost future formula. The predicate definable by
@ in C* is trivial.

Proof. Let ap := (1/2,0,0,...,0) and a1 := (3/2,0,0,...,0). The above obser-
vation, invariance of formulas under isomorphisms, and the definition of almost
future formulas imply that for every almost future formula (z):

if C*,ag |= ¢ and C*,a; |= ¢, then ¢ is equivalent to True in C*.

if C*.ag = ¢ and C*,a; = —¢p, then ¢ is equivalent to P(x) in C*.

if C¥,ap = = and C*,a; = ¢, then ¢ is equivalent to =P(x) in C*.

if C¥ ag = = and C¥,a; = =, then ¢ is equivalent to False in C*. O

We introduce the notation =,, to say that two models cannot be distinguished
by a first order sentence of quantifier depth n. More precisely, let M and M’ be
two structures in the signature of FOMLO. We write M =,, M’ if and only if
for any sentence ¢ with qd(¢) < n we have M = ¢ iff M’ |= ¢. There are
only finitely many semantically different sentences of quantifier depth n in the
signature {<, P} (see e.g., [3]). Therefore, for every n there are finitely many
=,,-classes. Hence, by pigeon-hole principle we have!:

Lemma 4.6. For everyn there is an infinite subset J(n) C N such that C7 =,, C*
for every j,i € J(n).

Lemma 4.7. Let p(z) be an almost future FOMLO formula of quantifier depth
at most n. If C™ =,1 C* then one of the following holds:

1. ¢ is equivalent to P(z) in C™ and in C*.
2. ¢ is equivalent to ~P(z) in C™ and in C*.
3. ¢ is equivalent to True in C™ and in C*.
4. @ is equivalent to False in C™ and in C*.

If one of the conditions (1)-(4) holds for a formula ¢, we say that ¢ defines the
same trivial predicate in C™ and in C*.

Proof. By Lemma 4.5, ¢ defines a trivial predicate in every C"™. Hence, in every
C™ exactly one of the following sentences holds: Vz (P(z) > ¢(z)), Va(-P(z) +
¢(z)), Vop(z) or Vo—p(z). These sentences have quantifier depth n + 1. Since
C™ =,,+1 C* we obtain that one of (1)-(4) holds. O

1" A more detailed analysis which relies on Ehrenfeucht-Fraissé games shows that C* =,
C" for every i > n.



Lemma 4.8. Assume that B is a set of almost future modalities definable by
FOMLO truth tables of quantifier depth at most n. If C™ =,,1 C* then for every
formula ¢ € TL(B), one of the following holds:

1. ¢ is equivalent to P(z) in C™ and in CF.
2. ¢ is equivalent to =P(z) in C™ and in C*.
3. ¢ is equivalent to True in C™ and in C*.
4. ¢ is equivalent to False in C™ and in C*.

Proof. We proceed by induction.

For the atomic formulas P, True and False the claim is obvious.

For Boolean combinations the result follows immediately from the induction
assumption.

It remains to deal with the case where ¢ = M(p1,--- ,¢;) where M is an [
place modality with almost future truth table ¥ (z, Py, - - - , P;) of quantifier depth
n. By the inductive assumption ¢; defines the same trivial predicate T; in C™
and in C*. Let 9 be obtained from ¥ when P; are replaced by the corresponding
trivial predicate. Note that (1) ¢ defines the same predicate as ¢ in C™ and in
C*. (2) the quantifier depth of ¢ is at most n and it is an almost future formula,
therefore by Lemma 4.7, ¢ defines the same trivial predicate in C™ and in C*.
Finally, (1) and (2) imply that ¢ defines the same trivial predicate in C™ and in
Cc*. O

Proof (of Lemma 4.4). Define J as J(n+1). By Lemma 4.6 and Lemma 4.8 this
J satisfies the conclusion of Lemma 4.4. ad

4.3 A generalization

Proposition 4.1 holds even when modalities are definable in the monadic second-
order logic of order. Monadic second-order logic of order (MLO) extends first-
order monadic logic of order with second-order monadic variables XY, Z, ...
that range over subsets of the domain, and allows quantification over them. It
is much more expressive than FOMLO and plays a fundamental role in Math-
ematics and Computer Science (see Gurevich’s survey [3]). An MLO formula
o(z, Pr,...,P,) with a single free first-order variable  and with n predicate
symbols P; is called an n-place MLO truth table. Similar to a FOMLO truth
table, such an MLO truth table ¢ defines an n-ary modality M. The defini-
tion of MLO future and almost future formulas is exactly like the definition of
FOMLO future and almost future formulas (Def. 3.1). Proposition 4.1 can be
strengthened as follows:

Proposition 4.9. Assume that B is a set of almost future modalities definable
by MLO truth tables of quantifier depth at most n. Then, TL(B) is not expres-
stvely complete for the future fragment of FOMLO.

The proof of Proposition 4.9 is almost identical to the proof of Proposition 4.1.
The only change is replace “=,” by “=MLO” where two structures are =0

equivalent iff they satisfy the same MLO sentences of the quantifier depth n.
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