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Abstract— Efficient communication in Bluetooth networks re- The master usedntra-piconet scheduling algorithms to
quires design of intra and inter-piconet scheduling algorithms, schedule the traffic within a piconelnter-piconetschedul-

and therefore, numerous algorithms have been proposed. How- 4 aigorithms are used to schedule the presence of the
ever, due to complexities of the Bluetooth MAC, the performance brid in diff t i ts. N int d int
of these algorithms has been analyzed mostly via simulation. Pd9€S In diiferent piconets. Numerous intra and Inter-

We present analytic results regarding the exhaustive, gated, and Piconet scheduling algorithms have been proposed (e.g.
limited (pure round robin) scheduling algorithms in piconets  [2],[6],[8],[10],[11],[28]).

with bidirectional and unidirectional traffic. We show that a  Analytical performance evaluation of intra and inter-piconet
piconet operated according to the limited scheduling algorithm is scheduling algorithms has great importance, since it may

equivalent to a 1-limited polling system and present exact results ide insiah heir desi d o H
regarding symmetric piconets with bidirectional traffic. Then, provide Insight on their design and optimization. However, as

the difficulties in analyzing the performance of the exhaustive Mentioned in [6], due to the special characteristics of the Blue-
and gated algorithms in a piconet with bidirectional traffic are  tooth Medium Access Control (MAC) which is based on Time-
demonstrated. In addition, we present exact analytic results for Division-Duplex (TDD), the performance of these algorithms
piconets with unidirectional traffic. We show that, surprisingly, in has been analyzed mostly via simulation. In this paper we

symmetrical piconets with only uplink traffic, the mean waiting looked . b Bl h bi
time is the same for the exhaustive and limited algorithms. This present overlooked connections between Bluetooth piconets

observation results from the differences between piconets and tra- and polling systenis We show that these connections can be
ditional polling systems and can be extended for Time-Division- directly utilized in order to obtain analytic results regarding the
Duplex systems with arbitrary packet lengths. Furthermore, we performance of the algorithms. We present results regarding

show that the mean waiting time in a piconet with only uplink 3 yitterent traffic patterns: bidirectional traffic, unidirectional
traffic is significantly higher than its corresponding value in link traffi d unidi . | d link traffi
a piconet with only downlink traffic. Finally, we numerically uplink traffic, and unidirectional downlink traific.

compare the exact results to approximate results, presented in  First, we focus on thémited (pure round robin) scheduling
the past. algorithm in a piconet wittbidirectional traffic and show that

Index Terms— Bluetooth, personal area networks (PANS), time @ Piconet operated according to this algorithm is equivalent to
division duplex (TDD), medium access control (MAC), schedul- @ 1-limited polling systemThe problem of computing exact
ing, polling, queueing. mean delays in general 1-limited polling systems has not
been resolved yet [13], but we derive exact analytic results
regarding intra-piconet waiting times in a symmetric piconet
with (the most commonly assumed) Poisson arrival process.

B luetooth is a Personal Area Network (PAN) technology,qyever, considering the exhaustive and gated scheduling

which enables devices to connect and communicate Wity orithms, we argue that when the traffic is bidirectional,

lessly via short-range ad-hoc networks [4]. The basic netwogKseems that there is no closed form expression for the

topology (referred to as gicone) is a collection of slave popapijity Generating Function (PGF) of the time (in slots)
devices operating together with one master. A multihop ags exhaust the two related queues, at a given slave and at
hoc network of piconets in which some of the devices affe master. Therefore, it seems that there is no closed form

presept in more than one piconet is referred to' asadternet expression for the waiting time in a piconet operated according
A device that is a member of more than one piconet (referrgdioce algorithms.

to as abridge) must schedule its presence in all the piconets e ghow that a piconet withinidirectional uplinktraffic
in which it is a member. operated according to thexhaustivescheduling algorithm is
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operated according to the gated algorithm, the mean waitingaster !;F """ . . —i
time is higher than in the exhaustive or limited algorithins. Slave 1 |
We extend these observations by considering a geperal  S12v¢2 .

packet polling systenwhich is a generalization of a piconet | !

with only uplink traffic. In such a system, the server (master)*" I

incurs a polling overhead for each packet and some overhead

is incurred when a station announces to the server that itrig. 1. An example of the TDD scheme in a Bluetooth piconet.

empty. This system differs from the traditional polling system

in which a switchover period is encountered only when thatroduction to the Bluetooth technology, while Section Il

server (master) shifts from one queue to another. We show tpagésents the model. In Section IV we analyze the scheduling

the observations regarding the piconet also hold for the peilgorithms in a piconet with bidirectional traffic. Section V

packet polling system. An important specific case of the peinalyzes the algorithms in piconets and general per-packet

packet polling system is an arbitrary Time-Division-Duplexolling systems with unidirectional uplink traffic. In Sec-

system, where the packets are not necessarily 1, 3, and 5 sliois VI we analyze piconets with unidirectional downlink

long (as required in Bluetooth [4]). Such a system is importantaffic. Section VII briefly discusses the case in which the

since the TDD mechanism will be used by other technologiasaffic is either in the uplink or in the downlink. Section VIII

such as 3.5G and 4G cellular systems [9]. presents numerical results and Section IX summarizes the
Furthermore, we show that a piconet with onlpidirec- main results.

tional downlink traffic operated according to the exhaustive

scheduling algorithm is equivalent to an exhaustive polling Il. BLUETOOTH TECHNOLOGY

system withzero-switchoverperiods. A similar equivalence |, 4 piconet, one unit acts asraasterand the others act

holds for the gated and the limited algorithms. It is showgsgjayes(a master can have up to 7 slaves). Bluetooth chan-
that the mean waiting time in a piconet with only uplinkye|s yse a Frequency-Hop/Time-Division-Duplex (FH/TDD)
traffic is significantly higher than in a piconet with onlyscheme in which the time is divided into 62%ec intervals
downlink traffic. Finally, although the analysis of the gatedy|ieq siots The master-to-slave transmission starts in even-
and exhaustive algorithms in piconets with bidirectional traffigympered slots, while the slave-to-master transmission starts
seems infeasible, we show that the case in which some of {h&,q4-numbered slots. Masters and slaves are allowed to send
traffic is only in the downlink and some of it is only in they 3 or 5_glotpackets which are transmitted in consecutive

uplink can be analyzed. slots. Packets can carry synchronous information (voice link)

We note that various aspects related to the performange,qynchronous information (data lik)nformation can only
evaluation of Bluetooth scheduling algorithms have been rgg exchanged between a master and a slave.

cently studied. For example, [22] presents results regardinga gjave is allowed to start transmission in a given slot, if

admission control in Bluetooth piconets, the performance gfe master has addressed it in the preceding slot. The mastet
TCP over Bluetooth, and the performance of inter-piconglyresses a slave by sending a data packet or, if it has no datz
scheduling algorithms. In addition, [16],[20],[21], and [23]}, send, a 1-sloPOLL packet The slave must respond by
recently presented approximate results regarding the perfé’é'nding a data packet or, if it has nothing to send, a 1-slot
mance of various intra and inter-piconet scheduling regimegy| | packet We refer to the master-to-slave communication
In Section VIII we numerically compare the exact results t9s qownlink and to the slave-to-master communication as

those presented in [20] and [21]. uplink. An example of the TDD scheme in a piconet with
The main contributions of this paper are two-fold: (i)y gaves is given in Fig. 1.
exact results regarding the delay in Bluetooth piconets arerhe master schedules the traffic in a piconet according to an
derived, and (i) counterintuitive observation regarding thgira-piconet scheduling algorithm. We focus on the following
delay in per-packet polling systems is provided. To the begfgorithms in which the master communicates with the slaves
of our knowledge, the results presented in this paper are %ording to dixed cyclic order (i) the Limited (Pure) Round
only availableexact analytic results regarding the delay inggpin algorithm in which at most a single packet is sent
piconets® The results regarding the limited algorithm, which, cach direction (downlink or uplink) whenever a master-
have been presented in a preliminary version [30], have begg, e queue pair is served, (i) tExhaustive Round Robin
recently extended by Miorandi and Zanella for an aSYmmetréEFgorithm in which the master does not switch to the next
arrival process [18] and for fading channels [17]. Similarlyyaster-siave queue pair until both the downlink and the uplink
we argue that the rest of the results presented in this PaRffeues are empty, and (jii) ti@ated Round Robialgorithm
regarding specific scenarios (e.g. Poisson arrival process), §aRQyhich only the packets that are found in the uplink and

be easily extended to different scenarios (e.g. batch arrival§)yniink queues when the master starts serving the queue
by utilizing the vast amount of research regarding poIIingair are transmitted.

systems.
This paper is organized as follows. Section Il gives a brief Il. THE MODEL

N
Time (slots;

2These observations may not necessarily hold when the arrival rates arel "€ number of slaves is denoted By and we assume

not statistically equal. that each node has an infinite buffer. We assume that the
SWe note that analytical results regarding the throughput of Bluetooth

piconets have been presented in [24]. “We concentrate on networks in which only data links are used.
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packets are generated at the uplink and downlink queueagsan and variance of the switchover times are denoted by
according to independent Poisson arrival processes. We deratd 6.
the arrival rate to the uplink queue at slavby \{, and the
downlink arrjval rate into the_ master of paqkets intended f_or IV. BIDIRECTIONAL TRAFFIC
slavei by X\;. We note that in general, arrival processes in _ ) ) ) _ )
real networks are not Poisson but rather compound Poissoi™ this section we consider the case in which the traffic on
(i.e. batchesof packets arrive according to a Poisson arrivd€ links is bidirectional. The case in which the traffic on each
process). Therefore, throughout the paper we briefly point dmk is eﬁher solely downlink or solely uplink will be treated
the additional steps that have to be taken in order to analygeSection VL.
systems with a compound Poisson arrival process.

We mostly consider 3 different traffic patterns: bidirectionad . Analysis of the Limited Algorithm
traffic (i.e. there are links on which the traffic is bidirectional),

unidirectional uplink traffic, and unidirectional downlink traf- We first discuss a piconet in whichll packets are 1 slot

fic. We will also consider the special case in which there is Agng. V\ﬁ_’;}he? analyz_e thetctase n ;\/_hlah pagket ;y:oe; are
bidirectional traffic on any link but on each link the traffic jPresent The Tormer piconet type Is discussed mainly because

either solely downlink or solely uplink. For each traffic patterHt is a special case of the lafter. In a symmetric piconet, in

we consider one of the following packet generation scenari r:“C_h all packets are 1 slot !ong (i@ — 1.)’ a single
slot is allocated to each downlink and uplink in every cycle.

. Symmetric piconetThe arrival rate tq everyctivequ.eue Therefore, the piconet can be modeled as a TDMA system
is A (packets/slot). We refer to active queues since, i , 194] with a cycle length 6N slots. Every slot in the
piconets with unidirectional downlink (uplink) traffic, the oy cle is allocated to one of the downlinks and uplinks.
uplink (downlink) queues are inactive. The computation of the delay in a TDMA system is based on

« Asymmetric piconet The arrival rates to the queues argne analogy with the M/D/1 with vacations queue in which
not necessarily the same;( and A, can also be&) for  he geterministic service times and vacation lengths are equal
some queues). to 2V [3, p. 194]. Accordingly, applying [3] eq. (3.58), where

We assume that the master is the final destination of #lle number of queues &V and the total arrival rate BN ),

packets generated at the slaves. The probabilities of a paaketobtain the mean waiting time in the uplink and downlink
length being 1, 3, or 5 slots agg, ps, andps, respectively. queues (in slots):
The mean and second moment of the packet length are denoted

by L and L2. The waiting timeis the time a packet waits in w. W, =———. (1)

the uplink or the downlink queue before it is served. The 1-2NA

mean waiting times (in slots) in the uplink queues under theln a TDMA system, the queuing behavior of one user is
limited, exhaustive, and gated regimes are denoteWbLy, independent of the queuing behavior of other users. Thus,
WEX, and WS respectively. Similarly, the mean Waitinga”alY“C results can be obtalne_d for an asymmetric piconet.
times in the downlink queues under the different regimes alf¢ this case every link can be independently analyzed as an
denoted byW;'m, WEX, and WdG' When we present resultsM/Dll queue. Therefore, the waiting time in the uplink queue

for an asymmetric piconet operated according to the Iimitéﬁ slavei (in slots) is again derived from eq. (3.58) in [3]:

Lim  ——Lim N
o =

algorithm, the mean waiting time in the uplink queue of slave __ ;. 2NN 1 N
i is denoted byl7." (i) and the mean waiting time at the W, (i) = 2(1 — 2N )2N+ 2N=1—"m7 @
—Lim , . u u

master of packets intended to slaves denoted by ; (7). .- . . L
Some of the scheduling algorithms proposed in the past (e'.A‘ similar equation describes the mean waiting time of packets

. . . ==Lim

[8]) assume that the master has some information regardﬁgﬁ'wng aﬂﬂf master amﬂmanded 0 slav(er (Z,) )-In
the status of the slaves’ queues. However, obtaining sulbls caselV ;- (i) .replacesWu (4) and_)‘qd replaces\;,. _
information requires changing the Bluetooth specifications [4] W& now consider a “standard” piconet operated in the
or using a proprietary algorithm in all the devices participatingjnited regime with1, 3, and 5-slot packetaVe show that
in a piconet. Thus, we assume that the master does not haygh @ piconet can be modeled as a 1-limited polling system
any information about the state of the uplink queues. Thy¢th 2V queues. _ o _
assumption complies with the assumptions made in severaln & piconet operated according to the limited scheduling
previous analyses of intra-piconet scheduling algorithms (egilgorlthm, even if the master has nothing to send to a specific
[6],[16],[19],[20],[21],[23]). slave, one slot is useq dyring the dpwnlink communicatipn (by

We note that whenever we refer to results regarding geneli3 POLL packet). Similarly, even if the slave has nothing to
(non-Bluetooth) symmetric polling systems we follow th&end, one slot must be used during the uplink communication

notation of Takagi [26]. Namely, the mean and second momdRY the NULL packet). In order to model the piconet as a
of the packet service times are denoted tognd 2. The 1-limited polling system we utilize the fact that data packets
are at least one slot long. Thus, when data packets are sent

SAlthough we assume that the packet lengths are randomly selected@hl€ast one slot must be used.
practice, these lengths depend on the Segmentation and Reassembly (SAR)
of higher layer packets (see the discussion in [8]). The SAR policy can alsc®In a 1-limited polling system, at each visit of the server to a queue only
affect the arrival process (i.e. in practice, it is likely that batches of packdtse first packet (if any) in the queue is served. The server incurs a switchover
will arrive simultaneously). time when it shifts from one queue to another [3, p. 201],[13],[26].
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Fig. 2. An example of a piconet operated according to the limited algorithm % 01 02 03 04 05 06 07 08 09
and of the equivalent polling system. Load

Fig. 3. The mean waiting time (calculated according to (3)) and the average
waiting time values computed by simulation in a piconet with 4 slaves in

We define an equivalent—limited gatedpolling systemi  which py = ps = ps = 1/3.
with the following characteristics: (i) there a2V customers
and a single server, (ii) the server serves the customers in a
fixed cyclic order, (iii) the server incurs a switchover time o0& symmetric limited gated polling system described in [3,
1 slot when it shifts from one customer to another, (iv) whep. 201], we can obtain the mean waiting time of a packet in
the server serves a customer, at most a single packet is sereegueue. The service time ofkaslot (¢ = 1, 3, 5) data packet
if at the beginning of the switchover the queue is empty, the defined as: — 1 slots. Moreover, the waiting time in [3] is
server completes the switchover and immediately switchesdefined as the time a packet waits until its service starts. Thus,
the next customer, and (v) the packet service times are 0,ir2prder to obtain the mean waiting time in a piconet, one has
and 4 slots. to deduct 1 slot from the expression for the waiting time in
This polling system is equivalent to a Bluetooth piconet 03], eq. (3.77). Accordingly, we apply [3] eq. (3.77), where
erated according to the limited scheduling algorithm. Namelhe number of queues BN, the total arrival rate iN,
for the same arrival process and packet length distribution (ithe switchover time is one slot with zero variance, the traffic
the probability of the service time in the polling system beintensity isp = 2NA(L — 1), and the second moment of the
(k—1) slots long isp..), the delay (time until the end of service)service time (denoted in [3] a&2 ) is 4p; + 16ps. Deducting
in both systems is equal. This property is demonstrated in Figtime unit (i.e. 1 slot), we obtain the mean waiting time in
2, which illustrates an example of the operation of a picontite uplink and downlink queues:
composed of a master and two slaves and of the equivalent
polling system. When the master starts transmitting to the first

slave it has a 3-slot data packet in the downlink queue. In the _ 14 N |1+ 2X(ps + 6ps — 1)}

. . . +—Lim —Lim
equivalent system, this packet is represented by a 1 slot ofv,, =W, = = —-1. (3
switchover and 2 slots of data. The first slave has nothing to 1 =2NAL

of switchover represents this packet in the equivalent syste puce that in this system it mus_t hold thaN)‘L < 1._V\/_e

Then, the master sends a 1-slot data packet to the secd all refer to2N )AL as the load in the bidirectional limited

slave. It is represented in the equivalent system by a 1 sIothfStem' ) ) ) ) )

switchover and) slots of dataThe rest of the transmissions AS @ Special case, consider a piconet in which only 1-slot

(including a POLL packet) can be seen in the figure. packets are used (i.; = ps = 0). For such a piconet, (3)
In order to obtain the waiting time in a piconet, one has f&duces to (1), which represents the delay in a piconet with

deduct the Bluetooth packet length)(from the delay (time 1-slot packets. Moreover, the result given by (3) was verified

until the end of service) in the equivalent polling system.by two independent simulation models based on OPNET (for

Alternatively, if one obtains the waiting time (the time untif0re details regarding the design of the simulation models,
the servicestarts in the equivalent polling system, a single>€€ [10] and [16]). For example, Fig. 3 compares the exact
slot has to be deducted in order to obtain the waiting tinf8&an waiting time (/,,) (computed according to (3)) to the
in a Bluetooth piconet. This results from the fact that whefverage waiting time computed by simulafioin a piconet

Bluetooth data packets are sent, some of the data is actu¥ff{h 4 slaves in which the probabilities of 1, 3, and S-slot
sent during the “switchover” time, as it is defined in th&dckets are equal. For each load value, the results have beer

equivalent polling system. computed after 230,000 slots using the model presented in
We now focus on symmetric systems in which the arrive”‘q] or after 48,000 to 2’400’.000 slots (depending on the load)
rates to all queues are equal. By applying the model fgr'ng the model presented in [16].

send, and therefore it responds with a NULL packet. One s%

"It is referred to as thémited gatedpolling system, since only a message 8The simulation results computed by the model presented in [16] have been
that is found in theébeginningof the switchover time is served. obtained by Carlo Caimi from the University of Padova.
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B. The Gated and Exhaustive Algorithms 2
Analyzing the performance of scheduling regimes such as -
the gated and exhaustive in a piconet with bidirectional traffic \
requires obtaining the PGF of the exchange time (in slots) ¢!
of a single master-slave queue pair (channel). This analysis 51_4 \\
is significantly complicated by the TDD mechanism and the \‘\
use of POLL and NULL packets by the master and the 12 \“’\0\.\.
slaves. In order to demonstrate the difficulties in analyzing 1 : : : :
the exhaustive algorithm, we discuss a less complicated case, 0.01 0.1 1 10 100 1000
namely a single master-slave channel in a piconet, operated A
according to thegated algorithm Fig. 4. The ratio of the average value wfax [U, D] to \.

In the gated algorithm, only the packets that are found in
the uplink and downlink queues when the master starts serving

the master-slave queue pair are transmitted. If the numberd high loads, the waiting time under the limited algorithm

downlink packets exceeds the number of uplink packets, tife/oWer than under the exhaustive algorithm. Consider a sym-
slave sends NULL packets as a response to some data packB&ric piconet operated according to the exhaustive or gated
On the other hand, if the number of uplink packets excee@9°rithm, with only 1-slot packets. According to the above
the number of downlink packets, the master sends some PG@lysis, for an arrival rate ok (packets/slot), a node will
packets in order to allow the slave to reply with data packefi@ve to transmit on averagé(max[U, D]) packets per slot
We assume that at the end of the master-slave exchange, Y{aereU, D ~ Poisson (A)). Thus, the arrival raté\ should
slave has to respond with a NULL packet to a POLL packdt® Set such tha2 NV E(max[U, D]) < 1. Fig. 4 exhibits the

Let X, denote the total time (number of slots) required fo@Ct thatE(max[U, D]) can approack\. Hence, a necessary
the exchange duration of a single master-slave channel in figiidition for stability isA < 1/(aNV), where2 < a < 4.
gated algorithm. The PGF and the meaniaf are denoted Qn the other hand,_ according to _(1), When_ the same piconet
by X (x) andXg. For simplicity, we assume thatl packets is op_grated acco_r_dmg to the limited algorithm, a necessary
are 1 slot long(p; = 1) and that packets have accumulated ifondition for stability isA < 1/(2IV). When\ approaches the
both queues for somé slots before the gated service startStaPility limit, the waiting time approaches infinity. Thus, in
We definel/ and D as the number of packets accumulated it Piconet using the exhaustive or gated algorithm, the waiting
the uplink and downlink queues, respectively, durifigslots tlme appro_ac_hes |nf|n|'gy for Iowervaluesbithan in a piconet
(U, D ~ Poisson (\T)). using the limited algorithm. Therefore, for high values of load

Thus, given thap; = 1, X¢ equals twice the maximum the waiting time in the I|m|ted piconet will be lower than in
of U and D plus 2 slots (the last POLL-NULL exchange)he exhaustive or gated piconet.
Namely, it is a function of the maximum of two Pois-

son random variables. Accordingly, the PGF of the time to V. UPLINK TRAFFIC

serve a single master-slave channel is given Kyi(x) = A. Analysis of the Exhaustive Algorithm

a? Yo o_o @*™ Prob (max[U, D] = m), where We first analyze aymmetrigoiconet with only uplink traffic

_ar A" (i.e. a piconet in which, for ali: \{, = A\ > 0 and \, = 0).
Prob (maX[Ua D] = m) =2 (4)  We will then argue that aasymmetricpiconet (in which the

R , . ' 5 arrival rates to the uplink queues are not necessarily equal)
Z e AT (AT) + <6)\T (AT) > _ can be analyzed in a similar manner. Sinée= 0Vi, when
= J! m! the master communicates with a particular slave it sends

) L . only POLL packets (one for each data packet). The slave
Unfortunately, it appears that in view of (4) there is no close|%p|ieS with data packets until its queue is empty. Then, it

form expression forX; () and consequently, it seems thalenqg 5 NULL packet which signals the end of the exhaustive
there is no closed form expression for the waiting time gy munication with that particular slae

a piconet with bidirectional traffic operated according to the |, 5rder to model the piconet as an exhaustive polling

gated algorithm. It is clear that the exact analysis of thggtem we define the service time ofkaslot data packet
exhaustive algorithm is more involved. as (k + 1) slots which are composed of theslots of data,
_The mean time to serve a single master-slave channelyigsmented by thdollowing POLL packet. The switchover
given by: X = 2E (max [U, D]) + 2. In order to bound 4ime is defined as 2 slots, composed of the NULL packet

the value of X, we observe that for a giver > 0 and opging the exchange with a particular slave and the POLL

U, D ~ Poisson (A): 1 < E(max[U, D])/A < 2. To illustrate %acket starting the exchange with the next slave.

the behavior of this ratio, we have randomly generated 300,000, asymmetrigiconet, we apply the model for a symmet-

different values o and D (for 17 various values of) and . giscrete-time exhaustive polling system described in [26,

computed the average value whax[U, D] and its ratio to\.

The results are depicted in Fig. 4. 9The termination of the master-slave exchange with a POLL-NULL ex-
Using these results, we shall now provide a simple exp|§1ange results from the fact that the master has no information about the
. ! .. . . laves’ queues and complies with the assumptions made in previous analyses

nation for an observation made via simulation in [6] and [10

] e . - L -~ of the exhaustive algorithm (e.g. [19],[20],[21]). Below, we will briefly discuss
According to [6] and [10], in piconets with bidirectional traffican alternative system in which this POLL-NULL exchange is not required.
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= p,=0.2, 3= 0.6 - Smulator ! these methods require solving(N?) equations and since

soll -~ P1=02.R=06-Exact m N < 7, the computational complexity is negligible. We note
o glfi‘zg;'a“"“ ! that results can be obtained even for the case in which the
_ 1— - i

, probabilities of a packet length being 1, 3, or 5 slots vary
in different uplink queues. Finally, we emphasize that once
8 a piconet has been modeled as a polling system, a piconet
with batch arrivals can be analyzed Wdirectly applyingthe
methods for the analysis of exhaustive polling systems with
a compound Poisson arrival process (see for example [26]).
Moreover, results can be obtained regarding even more general
arrival processes (such as correlated arrivals to the different
queues [14]) by directly applying the methods for analyzing
O 0T 027 03 04 05 08 07 o8 oo exhaustive polling systems WI'['h such arrlval.p.rocesses. .
Load We note that one could devise a more efficient mechanism
_ o _ in which the last POLL-NULL exchange can be avoided. For
Fig. 5. Th(_e_ exact mean waiting time (calct_JIated _accqrdlr)g to (5)) and tg%ample an appropriate message signalling that the slave’s
average waiting time values, computed by simulation, in piconets compo o . ) -
of 7 slaves and with only uplink traffic, operated according to the exhaustigleue is empty can be piggybacked in the trailer of last
algorithm. data packet sent by a slave. Of course, implementing such a
mechanism may require slight modifications to the Bluetooth
p. 68]. Accordingly, we apply eq. (3.63b) in [26], where thepecifications. Yet, it would be interesting to understand the
number of queues iV, the arrival process is Poisson withpiconet performance under such a mechanism. Such a mod-
intensity ), the switchover time is two slotg = 2) with zero ification will reduce the number of POLL-NULL exchanges
variance(d? = 0), the mean service time is= L+1, and the and will probably reduce the waiting time incurred under the
second moment of the service time8) = 4p, +16p3+36ps.  exhaustive regime. However, even under the modified regime,

50

40r

30r

Waiting Time (slots)

20r

10r

By adding 0.5 slot, we obtain the mean waiting tithe a POLL-NULL exchange will take place when the master
contacts a slave with an empty queue. On the contrary, when
Ex N[l + 4\ (ps + 3ps) it contacts a slave with a non-empty queue, only extended
v T T NN +1) ®)  service (that includes a poll packet for each data packet) will
take place.
We shall refer toNA(L + 1) as the load in the uplink Such an improved exhaustive scheduling algorithm can be
exhaustive system. viewed as an exhaustive polling system with zero-switchover

In a piconet with a single slavéN = 1) there is no periods in which, once the server switches into an empty
difference between the exhaustive and the limited scheduliggeue, a penalty (e.g. setup time) of two slots is paid. This
algorithms. As a special case, consider a piconet with unidirgaelling system has some similarities to State-Dependent (SD)
tional traffic of 1-slot packets (i.@, = 1) operated according polling systems in which the server performs setup at a polled
to the limited algorithm. Its mean waiting time is given in (2)queue only if it isnot empty. Most of the previous work
It readily follows that for such a piconet\{ = A\, N = 1, regarding SD polling systems provided approximate analysis
andp; = 1) (5) and (2) coincide. (e.g. [1]), whereas recent work provided some exact results

The result presented in (5) was also verified by a simulati¢a.g. [7],[25]). Since the considered polling system differs
model based on OPNET (described in [10]). For examplé#gpm SD polling systems, analyzing the performance of such
Fig. 5 compares the exact mean waiting time to the computadyeneral (not necessarily Bluetooth) system is an interesting
(by simulation) average waiting time, in piconets with 7 slavefgture research direction.
in which (i) all packets are 1-slot long and (i = 0.2,
p3 = 0.6, andps = 0.2. For each load value, the results hav . .
been computed after 230,000 slots. B. Analysis of the Gated Algorithm

An asymmetricpiconet with onlyuplink traffic (i.e. A} = A piconet with onlyuplink traffic operated according to the
0 Vi, and \i > 0 Vi, not all necessarily equal) can begatedalgorithm is similar to a piconet operated according to
analyzed in a similar manner to a symmetric piconet. Namelie exhaustive algorithm. The main difference is that a slave
it can be modeled as an asymmetric exhaugiding system replies to the masteonly with the data packets that were
composed of N queues, with 2-slot switchover time andPresentin the uplink queue at the moment it received the first
with service time of(k + 1) slots for ak-slot data packet. POLL packet from the master. In order to signal the end of the
Accordingly, the mean waiting time in each uplink queue ca@ted communication, the slave sends a NULL packet. Since
be obtained by any of the methods for analyzing exhaustie assume that the master and the slave do not exchange queu

polling systems described in [26] and [27]. Since some &fatus information, the last POLL-NULL exchange is required.
Yet, similarly to the discussion above, we note that by slightly
10we add 0.5 slot, since we are interested in the waiting period from ttaodifying the protocol this exchange could be avoided. This
time of arrival, whereas in [26] the waiting time is counted from the end qjj|| probably result in reduced Waiting times.
the slot in which a packet arrives. We note that using eq. (3.69) in [3, p. 200] .
with the same parameters does not require adding 0.5 slot and yields the sam-ghe gated algorithm can be modeled as a gatelling
result. system in a similar manner to the modeling of the exhaustive
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algorithm. Namely, we define the service time df-eslot data ... Pcomet

packet agk+1) slots, and the switchover time as 2 slots. For avaser osive 1 | =5+ L (5 0 H L

symmetricpiconet, we apply the model for a symmetric gatedstve loMasier | | NSNS @ NN @ DEENNN

polling system described in [26, p. 104] and use eq. (5.23) iMaster toSlave2 | | : ¢ | =H | | 0 H 0 H

[26] to obtain the mean waiting time: Slave2toMaster - 1 0 i [ i i | EREER
_ s N|1+4X(ps + 3ps) ONAT +1) I D:x Packet = POLL Packet I:INULLT;Z:;:O“)

T maey Tmaen O el

An asymmetricpiconet with only uplink traffic can be e IR  ONEE O 0

similarly analyzed by one of the methods described in [26] ee2| | | | DN P DN BN

and [27] -Data IZero Slots Data S'Swhchg\::e elor

C. Analysis of the Limited Algorithm Fig. 6. An example of a piconet with only uplink traffic operated according
We now show that a piconet with onlyplink traffic oper- to the limited algorithm and of the equivalent polling system.

ated according to thémited (pure round robin) scheduling

algorithm can be modeled as a 1-limited polling system. In [26, p. 140]. We use [26] eq. (6.60), where the switchover
such a piconet the master continuously sends POLL packgtse is two slots(r = 2) with zero variancg§? = 0), the

to the slaves. Even if the slave has nothing to send, one sie¢an service time i8 = L — 1, and the second moment of
must be used during the uplink communication (by the NULthe service time i$(2) = 4p; + 16ps. By adding 0.5 slot, we

packet). obtain the mean waiting time (in slots):
At first glance, it seems that such a piconet can be modeled
as al-limited polling system with N queudés a similar — lim N[l + 4X(ps + 3ps)
manner to the modeling of a piconet with bidirectional traffic w T T NXL+1) (7)

as al-limited polling system witRN queues(see Section
IV-A). Namely, the switchover time can be defined as 2 slots As a special case, consider a symmetric piconet with
that are composed of the POLL packet and the first slot of thaidirectional uplink traffic of 1-slot packets (i.p; = 1)
data packet or of the POLL-NULL exchange. As a result, theperated according to the limited algorithm. Its mean waiting
service time of a-slot packet should be defined @s— 1) time has been derived in Section IV-A and it is given by (2).
slots. According to this modeling a packet that arrives to dhreadily follows that for such a piconeA{ = X andp; = 1),
empty uplink queue during the first half of the switchove{7) coincides with (2). Moreover, the result presented in (7)
time (i.e. during the transmission of the POLL packet) wilwas also verified by a simulation model based on OPNET.
be served immediately after the switchover time. On the otherAn asymmetrigiconet with unidirectional uplink traffic can
hand, a packet that arrives to an empty uplink queue during the modeled as a 1-limited polling system withqueues in a
second half of the switchover time (i.e. during the transmissi@imilar manner. Since there are no closed form results for the
of the NULL packet) will not be served immediately (adatter case, approximation methods reviewed in [27] can be
opposed to the situation in a 1-limited polling system). Thussed. Moreover, a piconet with batch arrivals can be analyzed
an alternative modeling is required. by applying the methods for the analysis of 1-limited polling
We define the beginning of the switchover to a queue agstems with a compound Poisson arrival process [27].
the instance in which therecedingslave starts transmitting
the last slot of a data packet or a NULL packet. A switchov
ends when the master completes the transmission of the POLL
packetintended to the slavéf at the end of the switchover EQq. (5) and (7) lead to the following.
the queue is empty, the switchover to the next queue isCorollary 1: The mean waiting time in a symmetric piconet
immediately started). We define the switchover time to eachwith only uplink traffic is the same for the exhaustive and for
the queues as 2 slots. If the preceding slave sends a 3 or 5-#letlimited scheduling algorithms.
data packet, the 2 switchover slots are composed of the last sldt is well known [26],[27] that in the classical symmetric
of the packet and the following POLL packet. Alternativelypolling systems, where switchover time is incurrgtienever
if the preceding slave sends a 1-slot data packet or a NULhe server moves from one channel to the next, the mean
packet, the 2—slot switchover time is composed of the packediting time in the exhaustive regime smaller than its
sent by the preceding slave and the following POLL packetounterpart in the 1-limited regime. When the piconet is
Consequently, when data packets are sent, some of the dgtarated according to the exhaustive algorithm, switchover
is actually sent during the “switchover” to the next queudime is incurred at the end of a slave-master session. On
Therefore, the service time of/a-slot data packet is definedthe other hand, in the limited algorithm, when two adjacent
as(k —1) slots. Fig. 6 illustrates an example of the operatioslaves’ queues are non-empty, meal switchover time is
of a piconet and of the equivalent polling system. incurred. Real switchover times are paid only when a slave
We now focus on symmetric systems with only uplink traffibas nothing to transmit. Thus, the current limited procedure
(i.e. X, = X > 0Vi and \}, = 0 Vi) and apply the model for is more efficient than the classical one and leads to the above
a symmetric discrete-time 1-limited polling system describeuhiting time equality.

Equality of Mean Waiting Times
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The mean waiting time in a piconet using the gated regintiene includes the polling and announcement overheads besides
(6) is higher than the corresponding value in piconets usitige real per-packet service time. Hence, in the exhaustive per-
the exhaustive and limited algorithms. Again, this observatia@tation system, the mean and second moment of the service
differs from the situation in classical polling systems. Usuallyime areb + » and b + 2rb + 2. The switchover time in
one can use the gated algorithm in order to provide sortiés system is alseo.
fairness to the different queues, while maintaining relatively Observation 1: The mean waiting times in symmetric 1-
low delay. It seems that in a symmetric piconet with unidiredimited and exhaustive per-packet polling systems, which have
tional traffic, the limited algorithm provides both the desirablthe same service time distribution and the same constant
fairness and the lowest delay. overheadsr(, andr,), are equal.

As mentioned in sections V-A and V-B, by slightly mod- Proof: Consider a symmetric per-packet polling system
ifying the Bluetooth specifications one could devise mongith b, bﬁ,), rp, andr, (defined above). We apply [26,
efficient exhaustive and gated scheduling algorithms. Suef. (6.19)] with service timé, second moment of service
algorithms will probably result in reduced waiting times. Théme 5(), and switchover timer to get the waiting time
exact derivation of these waiting times is a subject for furthém the 1-limited per-station polling system, corresponding to
research. the 1-limited per-packet system. We apply [26, eq. (4.33b)]
with service timeb + r, second moment of service time
b@ +2rb+12, and switchover time to get the waiting time
in the exhaustive per-station polling system, corresponding to

The result presented in Corollary 1 is counterintuitive to th@e exhaustive per-packet system. The obtained waiting times
known results regarding the performancdratitional polling gre equal. ™
systems. In addition, as mentioned in Section IV-B, [6] and similarly to the piconet case, it can also be shown that in
[10] observed via simulation that in piconets with bidirectionad symmetric per-packet polling system, the 1-limited regime
traffic and h|gh |OadS, the limited algorithm Outperforms théutperforms the gated regime (|n terms of mean Wamng
exhaustive algorithm. In this section we briefly explore thﬁ‘mes). According to Observation 1, the result about the
differences between polling systems that generalize Bluetogauamy of the mean waiting times in Bluetooth piconets op-
piconets and the traditional polling systems. We focus on teeated according to the exhaustive and the limited algorithms
generalization of piconets with only uplink traffic. However(j e. Corollary 1) is a special case of a result that holds in
the discussion also sheds ||ght on piconets with bidirectior@mmetric per-packet po|||ng Systems_ A more genera| Specia|
traffic. case is of systems operated according to the TDD mechanism

A traditional polling system can be defined apex-station jn which the packets are not necessarily 1, 3, and 5 slots long
polling systemin which the server serves the stations in gas required in Bluetooth [4]).
cyclic manner and a switchover period is encountered onlywe emphasize that the equality of the waiting times under
when the server shifts from one station to another. In contragfe exhaustive and limited regimes, as well as the fact that the
we define gper-packet polling systemwvhich is a generaliza- |imited regime outperforms the gated reginf@ld only for
tion of a piconet with only uplink traffic. In such a systemsymmetric traffic These observations do not necessarily hold
the server pays golling overheadfor eachpacket (we will \when the traffic is asymmetric. Since in asymmetric systems
denote this overhead by). In addition, somennouncement the service levels to the different stations may differ, the
overheadis also incurred when a station announces to th@heduling regimes in asymmetric per-packet polling systems
server that it has a packet to transmit or that it is empdannot be directly compared through mean waiting times.
(We will denote this overhead byl) For different scheduling For such an asymme[ric case, Levy et al. []_5] presented a
regimes, it is possible to define specific per-station pollingample path comparison that evaluates the efficiency of the
systems that are equivalent to the per-packet polling syste@iterent per-station polling systems based on the total amount
This can be done by using similar methodologies to those usgidwork found in the system in any time. They showed that
in sections V-A,V-B, and V-C. the exhaustive regime dominates the gated which dominates

Using such equivalences, we now extend the result pige 1—limited.
sented in Corollary 1 regarding symmetric Bluetooth piconetswe now consider per-packet polling systems. In these
to symmetric (non-Bluetooth) per-packet polling systems. W§/stems there are arrival processes for which the amount of
denote the mean and second moment of the packet servigsk in the system under the 1-limited regime is lower than
time in the symmetric per-packet polling system &y and that under the gated regime, whereas there are arrival processe
bz(fp). We assume that the two overheads mentioned abdge which the amount of work under the gated regime is lower
(r, andr,) are constants. The service time in the 1-limitethan that under the 1-limited regime. Similar relations exist
per-station system (corresponding to the 1-limited per-packsitween the exhaustive and 1-limited regimes. Hence, unlike
system) is the same as in the 1-limited per-packet systémthe traditional polling systems, the gated and exhaustive
(i.e. b = by, and b® = bﬁ)). The switchover time in the regimes do not strictly dominate the 1-limited regime. On the
1-limited per-station system is= r, + r,. However, in the other hand, the 1-limited regime does not strictly dominate
exhaustive per-station system (corresponding to the exhaustive others. In general, the proof methodology of [15] cannot
per-packet system), the service time is always r,+r, time be directly applied to identify dominance relations, since the
units longer than in the 1-limited per-station system. Thiorresponding per-station polling systems differ from each
results from the fact that the per-station exhaustive serviother in their service times. Yet, the results of [15] directly

E. Generalization to Polling Systems
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Mos m mm—m . m Then, the system is analyzed as an exhaustive polling system
SRR (s S O N O B with mean switchover times defined asind the variances of
LT S O O = = O O O switchover time defined as(1 — p). It is shown that when

E S T T T Y p — 0, the waiting time in the AZSOP system approaches the
MuosS,| | G N S waiting time in the zero-switchover period system.

i S R S S O We note that theontinuous timepolling system with zero-
2"::; u switchover periods [26, p. 142Joes not complywith the

. . Tme‘(slo“; operation model of a piconet, due to the following reason.
M=Master S,=Slave i BB Data Packet =] POLL Packet [ NULL Packet In the continuous time model it is assumed that if a packet

arrives while the server is idle, its service starts immediately.
Fig. 7. An example of the operation of the exhaustive algorithm in a picongjn the other hand. in a piconet if a packet arrives while a
with only downlink traffic. ' . !

POLL or a NULL packet is sent, it could be served only after

imoly that th hausti ket ‘ dominat tWe transmission of the NULL packet.
imply that the exhaustive per-packet system dominates g, ,.qar 1o model the piconet as an AZSOP polling system,

gateq per-packgt system. To conclude, the differe_r_me in h% define a single slot in the AZSOP system as two slots in a
dominance relations between per-packet and (traditional) PR

. . . ) uetooth piconetTo this end, we define the service time of
station polling systems stems from the operational dn‘ferencgsk_slot data packet in a Bluetooth piconet(ast- 1) /2 slots
between these systems.

in the AZSOP system, which are composed of thslots of
data, augmented by tHellowing NULL packet. Thus, in the
corresponding AZSOP polling system, the service time of a 1—
A. Analysis of the Exhaustive Algorithm slot Bluetooth packet is defined as 1 slot, for 3—slot Bluetooth
Consider a piconet with onlydownlink traffic operated packetitis 2 slots, and for 5—slot Bluetooth packet it is 3 slots.
according to the exhaustive algorithm. In such a piconet traffitie switchover time in the AZSOP system is defined as 1 slot,
flows only from the master to the slaves and the master hegmposed of POLL and NULL packets. As mentioned above,
complete information on the status of its downlink queuethe length of this period is 1 slot with probabilify
Thus, there is no reason to send a POLL packet in order to endVe now focus on symmetric systems (i%;, = A > 0 Vi
a master-slave exchange. Yet, in case all queues are emptyaih@ A, = 0 Vi). By applying the model for a discrete-
master regularly transmits POLL packets (and receives NUItime exhaustive polling system described in [26] and using
packets) until a data packet arrives to one of its downlirtke methodology described in [12], we can obtain the mean
queues. waiting time. Accordingly, we apply [26] eq. (3.63b), where
We define the operation model of the piconet as follow#he arrival process is Poisson with intenslty, the switchover
The master serves the downlink queues in a fixed cychigne isr = p, the variance of the switchover time & =
order. When serving queuethe master sends all data packetg(l — p), the mean service time & = (L + 1)/2, and the
present in the queue and the slave replies with a NULL paci&gcond moment of the service timebi&) = p; + 4p3 + 9ps.
for each data packet. When the master empties qugite Lettingp — 0, adding 0.5 slot (since in [26] the waiting time is
immediately switches, in a cyclic manner to the next norgounted from the end of the slot), and multiplying by 2 (since
empty downlink queue. In case all queues are empty, tte obtained result is the number of slots in the AZSOP system
master sends a POLL packet to one of the slaves which replsl we are interested in waiting time measured in Bluetooth
with a NULL packet. If by the end of the NULL packetslots), we obtain the mean waiting time (in Bluetooth slots):
at least one of the queues becomes non-empty, the master —Ex 14+ 4NX(p3 + 3ps)
randomly selects one of th€ queues and proceeds from there d = I—NAT+1) (8)

in a cyclic manner until it finds a non-empty queue which is o ,
immediately served. A similar approach can be used for the analysisasym-

Fig. 7 illustrates an example of the operation of sudifetricpiconets with only downlink traffic (i.e\, = 0i, and
a piconet. In this example, when the master empties the > 0 Vi, not all necessarily equal). That is, it can be
downlink queue of packets intended to slave 1, the queueBPdeled as an asymmetr&ZSOP pollingsystem operated
slave 2 is empty. When it empties the queue of slave 3, all tRECOrding to the exhaustive regime and composedNof
queues are empty, and therefore, it sends POLL packets ufiHFUes; with 1-slot switchover time and with service time
at least one packet arrives. In the described scenario, paci@lt§# + 1)/2 slots for ak—slot data packet. Accordingly, a
arrive to queues 1 and 4 during the transmission of the NULElatively good approximation of the waiting times in each
packet by slave 2. The master randomly selects queue 4, seRR¥nlink queue can be computed by solviigN®) equations
it, and continues to queue 1 in a cyclic manner. as described in [12, Section 3.6].

The piconet can be modeled asdiscrete timepolling
system with zero-switchover periods [12]. In order to obtai- Gated and Limited Algorithms
results for a discrete time exhaustive polling system with Symmetric piconets with only downlink traffic that are
zero-switchover periods, Levy and Kleinrock [12] define theperated according to the gated and limited algorithms can be
AZSOP (Almost Zero Switchover Period) polling systeln  modeled as AZSOP polling systems similarly to the modeling
that system it is assumed that the switchover period is nonzefoexhaustive algorithm. By applying the models for discrete-
with probability p (p > 0) and zero with probabilityl — p. time gated and 1-limited polling systems described in [26]

VI. DOWNLINK TRAFFIC
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and using the methodology described in [12], we obtain tha downlink queue is empty, the mastermediatelyswitches
mean waiting times for the two schemes. It turns out that all the next non-empty downlink queue or to the next uplink
3 mean waiting times, for the exhaustive, gated, and limitegueue (i.e. no time is spent on an empty downlink queue).
are equal and given by (8). This system can be modeled as an exhaustive polling
system, where the service time of faslot data packet is
defined ask + 1 slots (composed of the data packet and

. . ) . the following POLL or NULL packet). The switchover times
The fact that in a symmetric piconet with only down“nkbetween different queue types are as follows:
traffic, the mean waiting time is the same for all algorithms is '

expected. Such a result was obtained in [12] for a symmetric®
discrete-time polling system with fixed service times and zero
switchover times. Similarly, it is well known [12],[26] that
the mean waiting time isymmetriccontinuous time polling
systems with zero switchover time is equal to the mean waiting®
time in an M/G/1 system with the combined inputs of all
queues, regardless of the polling regime (exhaustive, gated, or
1-limited). Yet, it is interesting to compare the results obtained * L ) )
for systems with only downlink traffic (i.e. (8)) to the results Wh'.Ch is the POLL packet starting the exchange with the
for systems with only uplink traffic (i.e. (5), (6), and (7)). It uplink queue.

can be seen that Since the system consists of at least one uplink queue, not
Ex N_1 all the switchover times are zero. Therefore, results can be
w — T@Jﬂ)’ (9) obtained by any of the methods for analyzing asymmetric

exhaustive polling systems (see Section V-A).
where it has been shown in Section V that

2NA(L +1) (10 VIIl. N UMERICAL RESULTS

1-NXL+1) Approximate results regarding the performance of various

Moreover, for the special case in which the traffic is composdgr@ and inter-piconet scheduling algorithms have been pre-
of only 1-slot packets (. = 1), there is a significant dif- Sented in [16],[20],[21], and [23]. For example, the analysis
ference between the values in only downlink and only upIin‘Rf the limited and theexhaustivealgorithms in [20] is based

piconets NamerW"im _ WEX NWLim _ NWEX _ on modeling the piconet as an M/G/1 queue with vacations.
NWde. T.he differe’ncg between the waitir;ig times res[ijlts fror!rrl1 aadition, the analysis of the exhaustive algorithm in [20]

iS based on the derivation of the PGF of the time to exhaust

the fact that in a system with only downlink traffic the mastef single master-slave queue pair. The results obtained in [20]

has complete informat_ion regarding the queues. Therefore, Iy approximate, since the analysis does not fully take into
S:ﬁie?ssg:tsgnmﬂe?c;'r?o n.?ﬁ dSI;oev;/ahs;e_rI]DO;_nLq etmd '\éugtcount the complexities discussed in Section IV-B and since
P unicating wi v ving Ply quUeUGs, application of results from the M/G/1 queue with vacations

The abpve resu_lts can be.useful for developing topolo odel to the piconet system neglects statistical dependencies
construction algorithms for piconets and for scatternets (Sf“nh%t exist in the piconet operation model (for more details see
[28] for a review of these algorithms), that are able to utiliz

; . . . .. . ~[29] and [30]). In this section we compare our exact numerical
mformatlo_n Tegﬁ!rd'”g the tr_aﬁ‘lc statistics. When the traffic | esults to numerical results computed according to [20] and
mostly unidirectional, allowing the node that generates m

: .Wen hat in [18] th roximate results of [16] hav
of the traffic to be the master would significantly decrease t ‘Fre]a dyebeoe:ﬁ t:oar;pa[resd] ttoeoSszc;ct raetseufssu ts of [16] have
delay. '

The model presented in Section 1l is a specific case of
the piconet model presented in [20]. Thus, Fig. 8, compares
VII. UPLINK AND DOWNLINK TRAFFIC the mean waiting time computed according to the analysis of
In section IV we discussed the case in which the traffibe limited regime in [20] to the mean waiting time computed
on the links is bidirectional. In this section we briefly discusaccording to our model (i.e. according to (3)) when all packets
the case in which the traffic on each link is either downlinkre 5 slots long. The waiting time (in slots) is depicted as
or uplink traffic. In such a case the system can be analyzadfunction of the load in the bidirectional limited system
using a combination of the methods described above. We WillN AL) in symmetric piconets with 2 and 4 slaves. Similarly,
demonstrate the analysis of such a system operated accordiitg 9, compares the mean waiting time computed according to
to the exhaustive algorithm. The gated and limited algorithntise analysis of the exhaustive regime in [20] wheén= 0Vi
can be analyzed in a similar manner. to the mean waiting time computed according to our analysis
The piconet operates as follows. The master serves fhe. according to (5)). The figure presents the waiting time
gueues in a fixed cyclic order. When serving an uplink traffigs a function of the load in the uplink exhaustive system
link, it sends POLL packets and receives data packets urftN \(L + 1)) in symmetric piconets with 2 slaves.
the service is terminated by a POLL-NULL exchange. When In [21] the intra-piconet exhaustive scheduling algorithm
serving a downlink traffic link, data packets are sent arid analyzed in a somewhat different methodology than the
NULL packets are received as long as the queue is not empgalysis described in [20]. In Fig. 10 we compare the exact

C. Comparison

Uplink queues — two slots which are composed of the
NULL packet ending the exchange and the POLL packet
starting the next exchange.

o Downlink queues — zero slots.

An uplink queue and a downlink queue — a single slot
which is the NULL packet ending the exchange with the
uplink queue.

A downlink queue and an uplink queue — a single slot
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Fig. 8. The mean waiting time derived according to [20] and the exact megfy. 10. The mean waiting time derived according to [21] and the exact
waiting time (computed according to (3)) in symmetric piconets operatefean waiting time (derived according to (5)) in symmetric piconets with
a)ccordmg to the limited algorithm in which all packets are 5 slots lgng=¢  only uplink traffic, operated according to the exhaustive algorithm, in which
1). = ps =ps = 1/3.

P1="p3 =ps5
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symmetric systems. The complications in analyzing the gated
scheduling algorithm in piconets with bidirectional traffic have
been described, indicating that the corresponding analysis of
the exhaustive regime is even more complex.
I Then, we have analyzed piconets with unidirectional uplink
traffic. We obtained exact results for the symmetric limited,
gated, and exhaustive regimes, and showed that exact re-
sults can also be obtained for asymmetric piconets operated
according to the gated and exhaustive algorithms. We have
1 shown that insymmetricpiconets with only uplink traffic,
the mean waiting times are the same for the limited and
‘ ‘ ‘ ‘ exhaustive algorithms. In order to facilitate the explanation of
0 02 04 1 2° 08 ! this phenomenon, we have defined per-packet polling systems
Fig. 9. The mean waiting time derived according to [20] and the exagtnd generallzed the results for these syste_ms. . .
mean waiting time (derived according to (5)) in symmetric piconets with only Furthermore, we have shown that a piconet with unidi-
uplink traffic, composed of 2 slaves, and operated according to the exhaustiggtional downlink traffic is equivalent to a polling system
algorithm. with zero-switchover times. The mean waiting times in such
a piconet can be significantly lower than in piconets with only
mean waiting time to the mean waiting time computed agmplink traffic. We also discussed piconets in which the traffic
cording to [21], in symmetric piconets with only uplink trafficon the links is either unidirectional uplink or unidirectional
(A, = A, A; = 0 Vi) in which the probabilities of 1, 3, and downlink. Finally, we compared numerical results to approx-
5-slot packets are equal. imate results derived in the past.

It is seen that in all cases shown, the results presented inrhe presented analysis can be extended in various directions
[20] underestimate the mean waiting time while those in [2}g g. batch arrivals, asymmetric arrival processes, retransmis-
either underestimate or overestimate the mean Waltlng tlr%ns) by app|y|ng various results regarding the performance
Thus, we conjecture that for complicated scenarios, derivigg polling systems (e.g. the extensions in [17] and [18] to
approximate results, which are based on the relationsijgr preliminary results regarding the limited algorithm [30]).
between Bluetooth piconets and polling systems, will yielgh addition, a similar approach can be used to analyze the
significantly better approximations than those that are basggtformance of other centrally controlled wireless networks
on M/G/1 queue with vacations. [5].

The exact results presented in this paper can be utilized
IX. CONCLUSIONS in order to validate and evaluate simulation models and ap-

This work reveals overlooked connections betwddne- proximate analytic models. They also provide a few important
tooth piconetsand polling systemsThese connections enablensights regarding the design and performance of Bluetooth
us to obtain exact analytical results regarding the performarieonets and scatternets. For example, since the mean waiting
of Bluetooth scheduling algorithms. The obtained results atimes are equal for the exhaustive and limited algorithms,
summarized in Table I. First, we have analyzed piconets withseems that when the traffic is mostly unidirectional and
bidirectional traffic. We have shown that a piconet operatesymmetric, the limited algorithm, which provides some degree
according to the limited scheduling algorithm is equivalent toaf fairness, is preferable. Moreover, topology construction
1-limited polling system, and derived exact analytic results fatgorithms, that have some information regarding the traffic

20r

=
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TABLE |

THE TYPE OF ARRIVAL PROCESSSYMMETRIC OR ASYMMETRIC) FOR WHICH EXACT RESULTS CAN BE OBTAINED UNDER DIFFERENT TRAFFIC PATTERNS
AND SCHEDULING ALGORITHMS(THE CASES IN WHICH GOOD APPROXIMATE RESULTS CAN BE OBTAINED ARE ALSO INDICATE))

bidirectional | Unidirectional | Unidirectional Unidirectional
Uplink Downlink Downlink or Uplink
Exhaustive || — asymmetric symmetric (exact) and asymmetric (approximajepsymmetric
Gated — asymmetric symmetric (exact) and asymmetric (approximateasymmetric
Limited symmetric symmetric symmetric symmetric

statistics, can exploit the observation that when the traffic [[®] L. Har-Shai, R. Kofman, A. Segall, and G. Zussman, “Load adaptive
mostly unidirectional, allowing the node that generates most
of the traffic to be the master would significantly decrease ti[wlq_]
delay. Finally, the effect of the packet length distribution on
the waiting time has been revealed.

Due to the inherent complexities in analyzing the gated al[ll(%]
exhaustive algorithms operating in a piconet, a future research
direction is to obtain a good (at least approximate) analysis bf!
such regimes. In addition, this work raises interesting quggz
tions regarding the performance of State-Dependent polling
systems in which setup time is required in empty queuds®
Finally, it has been shown that due to the TDD mechanisijg;
algorithms that tend to optimize the performance of polling
systems are not necessarily optimal for piconets and for p€rl]
packet polling systems. Therefore, a future research directigg
is the development of scheduling algorithms that will optimize

the performance of the latter systems.
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