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ABSTRACT. We construct a modular semantic framework for LFIs
(logics of formal (in)consistency) which extends the framework de-
veloped in previous papers, so it now includes all the basic axioms
considered in the literature on LFIs, plus a few more. In addition,
the paper provides another demonstration of the power of the idea of
non-deterministic semantics, especially when it is combined with the
idea of using truth-values to encode data concerning propositions.

1 Introduction

One of the oldest and best known approaches to the problem of designing
useful paraconsistent logics (i.e. logics which allows nontrivial inconsistent
theories — see [8; 14; 10; 9]) is da Costa’s approach ([15; 16]), which seeks to
allow the use of classical logic whenever it is safe to do so, but behaves com-
pletely differently when contradictions are involved. da Costa’s approach
has led to the family of LFIs (Logics of Formal (In)consistency — see [13]).
In [3] and [1] we developed a semantic framework for this family, in which
it is possible to provide simple semantics for almost all the propositional
LFIs considered in the literature. This semantics is based on the use of
non-deterministic matrices (Nmatrices). These are multi-valued structures
(introduced in [6; 7]) where the value assigned by a valuation to a complex
formula can be chosen non-deterministically out of a certain nonempty set
of options.

The semantic framework for LFIs which is based on Nmatrices has two
crucial properties that previous semantic frameworks used for this task (the
bivaluations semantics and the possible translations semantics described in
[12; 13; 17]) in general lack: !

1n [11] it was argued that the semantics of Nmatrices is a particular case of possible
translations semantics. This observation is irrelevant to our claims concerning it, because
it is precisely this generality which is the source of weakness of the possible translations
semantics, and the reason why in general it lacks the two properties described below.
Similarly, possible translations semantics (as well as practically any other type of seman-
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e It is analytic® in the sense that for determining whether T' g ¢
(where M is an Nmatrix) it always suffices to check only partial valu-
ations, defined only on subformulas of T'U {¢}. It follows that a logic
which has a finite characteristic Nmatrix is necessarily decidable.

e It is modular: each axiom has its own semantics, and the semantics of a
system is obtained by joining the semantics of its axioms. As demon-
strated in [1; 2; 3; 4], this fact makes it possible to simultaneously
prove soundness and completeness theorems for thousands of systems
(this paper includes another striking example of this phenomenon).

Now [1; 3] have left one major gap: no semantics was provided there to
Marcos’ axiom (denoted below by (m)). 3 This axiom is crucial in one of
the two LFIs which are considered as basic in [13]: Marcos’ system mCi, to
which the whole of section 4 of [13] is devoted. This gap was partially closed
in [5], where a 5-valued Nmatrix which is characteristic for mCi has been
given. ¢ However, this Nmatrix does not provide an independent semantics
for Marcos’ axiom (in the form of a semantic condition that corresponds
specifically to this axiom), but only to its combination with another aziom
(axiom (i) below, to which, in contrast, an independent semantics has been
provided in [1; 3]). As a result, the full modularity of the semantics was
lost in [5]. The main goal of this paper is to restore it by extending the
framework developed in [1; 3], so it includes systems with Marcos’ axiom
too (not only those that have already been investigated in [13], but also some
new ones that naturally arise). The extended framework provides semantics
in a modular way to practically all the axioms and systems considered in [13]
— plus a few more. In addition, the paper provides another demonstration
of the power of the idea of non-deterministic semantics, especially when it
is combined with the idea of using truth-values to encode data concerning
propositions (see section 3).

tics) can be viewed as a particular (but superior) case of the bivaluations semantics, and
the two-valued semantics of classical logic is a particular (but superior) case of the more
general semantics of Boolean algebras. In all these cases, as well as in many others, the
isolation of a useful particular case of a more general framework is of crucial importance.

2In previous papers we use the term “effective” for this property, but now we believe
that “analytic” is more appropriate.

3We have chosen the name “Marcos’ axiom” for this axiom, because it was first intro-
duced in Marcos’ paper [17].

4A possible-translation semantics for mCi has been provided in [17].
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2 Preliminaries
2.1 A Taxonomy of LFIs
Let £ ={A,V,D}, La = {A,V,D,~}, and Lc = {A,V,D,~,0}. °

DEFINITION 1. Let HCL™ (Hilbert-style positive Classical Logic) be some
Hilbert-type system which has Modus Ponens as the only inference rule,
and is sound and strongly complete for the Ejl-fragment of CPL (classical
propositional logic) 6. The logic B 7 is the logic in L£¢ obtained from HCL™
by adding the following schemata (where ¢ and ¢ vary through formulas):

(t) ~p Vo
(P) o D ((p A=) DY)

DEFINITION 2. For n > 0, let =%¢ = ¢, ="F1p = =(="p).
DEFINITION 3. Let Az be the set consisting of the following schemata:

(m) o—"op (for every n > 0)
() ¢ Do

(e) »D

(k1) op Ve

(k2) opV -y

(k) ooV (¢ A~p)

(i1) —op Dy

(i2) —0p D —p

(i) —o@ D (9 A ~p)

For S C Az, BI[S] is the extension of B by the axioms in S.

Notation: We’ll usually denote B[S] by Bs, where s is a string consisting
of the names of the axioms in S (thus we denote B[{(i), (e)}] by Bie). ®

5The intuitive meaning of o is “p is a consistent formula” or “p behaves classically”.

61.e.: for every sentence ¢ and theory T in le, ThFycn+ ¢ iff Thepr @

"The logic B is called mbC' in [13]

8In the literature on LFIs one usually writes Cs instead of our Bes when S includes
the axiom (c). Note also that what we call (m) is called (cc) in [13].
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2.2 Non-deterministic Matrices

Our main semantic tool in what follows is the following generalization (from
[6; 7; 1; 2]) of the concept of a matrix:

DEFINITION 4.

1. A non-deterministic matriz (Nmatriz for short) for a propositional
language L is a tuple M = (V, D, O), where:

(a) V is a non-empty set of truth values.
(b) D is a non-empty proper subset of V.

(¢) For every n-ary connective ¢ of £, O includes a corresponding
n-ary function ¢ from V" to 2 — {0}.

We say that M is (in)finite if so is V.

2. A waluation in an Nmatrix M is a function v from the set of formulas of
L to V that satisfies the following condition for every n-ary connective
oof L and 91,...,%, € L:

0(0(1/117 o 7"/)71)) € 5(’0(1/}1), M 7’0(1/171))

3. A valuation v in an Nmatrix M is a model of (or satisfies) a formula
¥ in M (notation: v =M 1) if v(y) € D. v is a model in M of a set
T of formulas (notation: v =™ T) if it satisfies every formula in T.

4. Faq, the consequence relation induced by the Nmatrix M, is defined
as follows: T I ¢ if for every v such that v M T, also v =M .

5. A logic L = (L,br) is sound for an Nmatrix M (where L is the
language of M) if b, C Faq. Lis complete for M if by, D Fag. M
is characteristic for L if L is both sound and complete for it (i.e.: if
Fro = Fum). M is weakly-characteristic for L if for every formula ¢ of
E, FL "2} iff FM .

DEFINITION 5. Let ./\/ll = <V1,D1,(91> and MQ = <V2,D2,(92> be Nma-
trices for a language £. M, is called a simple refinement ° of My if Vo C V),
Dy = D1 N Vs, and Spy, (T) C S, (£) for every n-ary connective ¢ of £ and
every T € V3.

The following proposition can easily be proved:

PROPOSITION 6. If My is a simple refinement of My then ., Chag,.
Hence if L is sound for My then L is also sound for Ms.

9A more general notion of a refinement was used in [2]. However, here we shall need
only simple refinements.
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2.3 General Non-deterministic Semantics for extensions of B
DEFINITION 7.
e A basic B-Nmatrix is an Nmatrix for the language Lo such that:

1. V=TWZIWF, where 7, Z, and F are disjoint nonempty sets.
2. D=TUT
3. O is defined by:

Tb— D  if either a € D or b € D,
WOTN F o oifaberF
Sp— D if eithera € Forbe D
Y=V F ifacDandbe F
‘7
D

if either a € F or b € F
otherwise

- F ifaeT
1 D otherwise

S, — % fae FUT
YV F ifacT

e A B-Nmatrix is an Nmatrix for Lo which is a simple refinement of
some basic B-Nmatrix.

The following theorem from [3] can easily be proved:

THEOREM 8. B is sound for any B-Nmatriz.

3 The Nmatrix M%) and Its Simple Refinements

The main semantic idea used in [1] is that truth-values can be used to encode
the data concerning sentences which determine the consequence relation of
a given logic. For all the LFIs considered in [1] and [3], the data needed
about a sentence ¢ was whether ¢ is true or false, whether = is true or
false, and whether o is true or false. Accordingly, for most of the systems
considered there we used as truth-values triples in {0,1}® (or sometimes
{0,1}2, in case this sufficed). Now Marcos’ axiom (m) is concerned with
formulas of a certain particular syntactic form. Therefore the key idea in
handling it is to add one more bit to the truth-values, indicating whether
the sentence has this particular form, or at least “behaves” as if it has such a
form (this modification is needed because atomic formulas may be assigned
any truth value, even if they do not have the special syntactic form that
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this truth value is meant to signify). Accordingly, we shall use in what
follows elements of {0,1}* as our truth-values. The intuitive meaning of
the forth bit is: the sentence belong to a certain class A of sentences which
is closed under negation and includes every formula of the form ot (the
identity of the class A is application-dependent, but here it is usually the
class of sentences of the form —"o).

Notation For 1 < i < 4 we let P;({x1,z2,23,24)) = ;. We shall usually
write x1227314 instead of (1,79, w3, 24) when the latter is in {0, 1}%.

DEFINITION 9. The Nmatrix M%) = (Vi9, D1, O10) is defined as follows:

e Vo = {1101,1100, 1011, 1010, 1001, 1000, 0111, 0110,0101,0100}. In
other words: Vjg is the set of tuples in {0,1}* which satisfy the fol-
lowing two conditions:

C(t): If Pi(a) =0 then Ps(a)

=1
C(b): If Pi(a) =1and Ps(a) =1

then Ps(a) =0
e Dig={a€ Vi | Pi(a) =1}
e Let V =V, D =Dy, F =Vi9g — D. The operations in Oy are:
Sa={beV | P (b) = Py(a), and if Py(a) =1 then Py(b) =1}
oa={beV|Pi(b) =Ps(a) and Py(b) = 1}

Tb— D if either a € D or b € D
WOEY F o oifabeF

Sp— D if either a € F or b € D
A=Y F ifacDandbe F

b — F if either a € F or b e F
G=3 D otherwise

Note. It can easily be checked that

_{ {o101,0111} if Py(a) =0
{1101,1011,1001}  if Ps3(a) =1

DEFINITION 10.

1. The general refining conditions induced by the conditions in Az are:
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C(m): = 0111 = {1011}, =1011 = {0111}, and:
- { {0111} if P3(a) =0
{1011} if Py(a) = 1
C(c): If Py(a) =0 then Za C {z | Pi(x) =1 and Py(z) = 0}.
C(e): If Pi(a) = Pa(a) = 1then Sa C {z | Pi(x) =1 and Pa2(x) = 1}.
C(k1): If Pi(a) = O then P3(a) = 1 (equivalently: 0101 and 0100
should be deleted).
C(k2): If Py(a) = 0 then Ps(a) = 1 (equivalently: 1001 and 1000
should be deleted).
C(k): Both C(k1) and C(k2) should be satisfied.
C(i1): If Py(a) = 0 then Sa C {z | P2(z) = 0} (equivalently: C(k1)
should be satisfied, and 5(a) C {1011,1001} for @ € {0111,0110}).
C(i2): If P»(a) = 0 then da C {z | Py(x) = 0} (equivalently: C(k2)
should be satisfied, and 5(1011) = 5(1010) = {1011}).
C(i): Both C(i1) and C(i2) should be satisfied.
2. For S C Az, let C(S) = {Cr | r € S}, and let Mg be the weakest

simple refinement of MZ% in which the conditions in C(S) are all
satisfied (it is easy to check that this is well-defined for every S C Azx).

4 The Soundness and Completeness Theorem
The following is the main result of this paper:
THEOREM 11. For S C Az, Mg is characteristic for B[S].

Proof. Soundness: Obviously, for each S C Az, Mg is simple refinement
of the basic B-Nmatrix in which V = Vig, 7 = {a € V | Px(a) = 0},
F={aecV|Pa)=0},and T ={a €V | Pi(a) = P2(a) = 1}. Therefore
by Theorem 8 it follows that B is sound for Mg. It remains to show that if
s € S then the axiom s is valid in Mg. We do here the case of (m) (handling
the other cases is straightforward, and is very similar to the way they were
handled in [1; 2] and [3]). So let ¢ be a sentence, and v an assignment in Mg
(where (m) € S). Then by the third part of C'(m), v(op) € {0111,1011}.
Accordingly, the first two parts of C'(m) entail that v(="o¢) € {0111,1011}
for every n > 0. Again by the third part of C'(m), v(o—"o0¢) = 1011. Since
1011 is designated, this means that o—"o0 ¢ is valid in Mg.

Completeness: Assume that T is a theory and ¢y a sentence such that
T /B[s] wo- We construct a model of T in Mg which is not a model of .
For this extend T to a maximal theory T* such that T* I/g[s) wo. T* has
the following properties:
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1. g T iff Y D pg € T*.

2. If » & T then ¢ D ¢ € T* for every sentence ¢ of L¢.
@V e T* iff either ¢ € T* or ¢p € T*.

p A € T* iff both ¢ € T* and ¢ € T*.

@ D € T iff either p ¢ T* or ¢ € T*.

For every sentence ¢ of L, either ¢ € T* or —¢p € T*.

N o s w

If both ¢ € T* and —p € T* then op ¢ T*.

The proofs of Properties 1-7 are ezactly as in the proof of Theorem 1 of [3]:
Property 1 follows from the deduction theorem (which is obviously valid for
B[S]) and the maximality of T*. Property 2 is proved first for ¢ = g as
follows: by 1, if 9 D ¢ & T* then (pg O ¢) D o € T*. Hence o € T*
by the tautology ((¢o D ) D ¢o) D wo. A contradiction. Property 2 then
follows for all ¢» ¢ T by 1 and the transitivity of implication. Properties 3—
5 are easy corollaries of 1, 2, and the closure of T* under positive classical
inferences (for example: suppose ¢ V ¢ € T*, but neither ¢ € T*, nor
1 € T*. By property 1, ¢ D ¢o € T* and 1) D ¢ € T*. Since g follows
in positive classical logic from ¢ V4, ¢ D ¢g, and ¥ D ¢g, we get o € T*.
A contradiction). Finally, Property 6 is immediate from Property 3 and
Axiom (t), and Property 7 follows from Axiom (p).

define a valuation v in Mg by v(¢) = (x1(p), z2(¥), £3(¥), z4(p)), where:

1 peT”
e ={ 5 F5T

1 —peT*
1'2(90){0 ﬁigT*

1 opeT*

| 1 ¢is of the form —"o
za(p) = { 0 otherwise

Now we show that v is a valuation in Mg. Properties 6 and 7 of 7* together
ensure that v takes values in V. From the definition of v it immediately
follows that v is a Mp-valuation (i.e. Pi(v(oy))) = Ps(v(v))), Py(v(o9p)) = 1,
Pi(v(—)) = Po(v(y)), and if Py(v(v))) = 1 then Py(v(—)) = 1). It
remains to show that v respects the conditions corresponding to the axioms
in S.
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e Suppose (m) € S. Then oop € T* for every ¢. Hence the definition
of v entails that Ps(v(op)) = Pa(v(op)) = 1. This, the definition
of v, and the fact that if P3(v(yp)) = 1 then either Py(v(p)) = 0 or
Py(v(¢)) = 0 (but not both), together imply that v satisfies the part
concerning 6 in C'(m). Now assume that v(¢) = 0111. Then ¢ is of
the form =" o 4. Hence so is —p. This, axiom (m), and the fact that
Pa(v(p)) = 1, imply that Pi(v(=p)) = P3(v(~¢)) = Pi(v(~¢)) = 1.
Hence v(—p) = 1011. That if v(p)) = 1011 then v(—p) = 0111 is
proved similarly. It follows that v respects C'(m).

e Suppose (c) € S, and that P;(v(y)) = 0. Then ¢ ¢ T*. By property
6 of 7* and axiom (c), this implies that —¢ € T*, while -~ & T*.
Hence P (v(—p)) = 1 and Pa(v(—y)) = 0, and so v respects C(c).

e Suppose (k1) € S, and that P;(v(¢)) = 0. Then ¢ & T*. It follows
that op € T*, by (k1) and property 3 of 7*. Hence Ps(v(yp)) = 1,
and so v respects C'(k1).

e Suppose (i2) € S, and that Py(v(¢)) = 0. Then —¢ ¢ T*. It follows
by (i2) that —op & T*. Hence Py(v(op)) = 0, and so v respects C(i2).

We leave the other cases to the reader.

Obviously, v(¢) € Dg for every ¢ € T*, while v(po) € Ds. Hence v is a
model of 7 in Mg which is not a model of ¢g. [ |

5 Examples and Applications

Without the axiom (m) all the systems considered so far have characteristic
Nmatrices with at most 5 truth-values (see [1; 3]) in which the truth-values
are just triples (or sometimes even pairs) of 0’s and 1’s. Accordingly, we
concentrate in our examples below on systems which contain (m), and in
which this axiom is not derivable from the other axioms of the system.!?

5.1 The System Bm

Theorem 11 provides a ten-valued characteristic Nmatrix for Bm. However,
its proof actually uses only seven of them, since the valuation v constructed
there does not use the values 1101,1001, and 0101. Hence we get a 7-valued
refinement of My, which (by Proposition 6) is characteristic for Bm. In this
7-valued Nmatrix the interpretation of o is fully deterministic (as dictated
by C(m)), but the other operations are not. It is easy to see that none

10Using the semantics introduced here or the simpler ones introduced in [1; 3], it can
easily be seen that if S C Az and (m) ¢ S, then (m) is provable in B[S] iff the latter is
an extension of Bci.
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of the other axioms is valid in that Nmatrix (or in My,). Hence none of
these axioms is provable in Bm (this can also be seen directly from the
corresponding conditions).

5.2 The System mCi

The fundamental system which is called mCi in [13] is what is called here
Bmi. Theorem 11 provides a characteristic 6-valued Nmatrix for this logic,
whose set of the truth-values is {1101, 1100, 1011, 1010,0111,0110} (of which
the first four are designated). In this Nmatrix the interpretation of o is
again the one dictated by C(m), the interpretations of the classical positive
connectives are like in Definition 7, and the interpretation of — is as follows:

{1101,1011} a = 1101
{1101,1100,1011,1010} a = 1100
~ ) {o111} a=1011
747 {o111,0110} a =1010
{1011} a=0111

{1101,1100,1011,1010} @ = 0110

Now it can easily be checked that Theorem 11 provides exactly the same
characteristic Nmatrix for Bmk. It followed that Bmi = Bmk = mCi.
Similarly, it can easily be seen from the corresponding conditions that in
the presence of axiom (m), axioms (k1) and (il1) are equivalent, and axioms
(k2) and (i2) are equivalent (none of these facts is true relative to B).

Again a close examination of the proof of Theorem 11 reveals that 1101
is not really used in the refutations it provides in M,; of formulas not
provable in mCi. Hence this proof actually provides a 5-valued Nmatrix
which is characteristic for this system (and is a simple refinement of the
official Myn;). This 5-valued Nmatrix is isomorphic to the characteristic
5-valued Nmatrix which was provided for mCi in [5].

5.3 The System Bmce

The values 1101,1001, and 0101 are actually not used in the proof of The-
orem 11 for any of the systems which includes axiom (m). ! Hence this
proof provides characteristic Nmatrices with at most seven values for all
extensions of Bm. As an example we take Bmce. In this Nmatrix the in-
terpretation of o and the interpretations of the classical positive connectives
are defined like in the case of Bmi (with different D and F, of course). The

HHowever, they are needed for providing a comprehensive framework that can modu-
larly handle both extensions of Bm, and extensions of B in which (m) is not derivable.
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interpretation of — is this time as follows:

{1100} a = 1100
{0111} a=1011
{0111,0110,0100} a = 1010
~a={ {0111,0110,0100} a = 1000
{1011} a=0111
{1011,1010,1000} a = 0110
{1011,1010, 1000} a = 0100

Note that the presence of 0100 and 1000 respectively mean that (k1) and
(k2) are not provable in Bmce.

6 Other Axioms

We concentrated above on the set of axioms Az for the sake of illustration
and because of the particular importance of these axioms (especially with
connection to Marcos’ axiom). However, it is easy to apply the 10-valued
framework developed here to handle in a modular way systems which are
constructed from a much bigger set of axioms, practically using the same
conditions that have been used in [1; 3]. Here is a list of 22 other axioms
that we could easily have included in Az:

a.) op Doy

) o D (et Do(p o)) (o€ {A,V,D})
) op Do(p o) (o€ {AV,D})

) o Do(pey) (o€ {AV,D})

(

(a,
(05
(03
(=21 ~(¢2¥) Dy
(=2)2 ~(¢D¢) D%
(mD)s ¢ 2 (7 D (v D¥))
(=V)1 ~(e V) Do
(=V)2 (V) D

( (e A=) D (e V)
(=N)s (e A1) D (mp V)
( 0 D (e AY)

(=N)2 =Y D =(pAY)

N

-V

w

—A

—A

=

)
)
)
)
)
)

—A
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(K) o(p 2 9) 2 (o9 D o1))

(4) cpDooyp

(T) op D¢

Note. There are 3 more axioms which have central role in LFIs (see [13]):
(1) ~(eA—p) Doy

(d) ~(mp Ap) Dop

(b) (=(eA=9) V(2 Ap)) D op

As shown in [3], these axioms almost never can be handled in a finite-
valued framework. However, it is not difficult to combine the method used
in [3] (for providing semantics for LFIs which include one or more of these
three axioms, but not axiom (m)) with the method used in this paper (for
providing semantics for LFIs which do include axiom (m)) to get an effective
infinite-valued semantic framework in which characteristic Nmatrices can
modularly be constructed for any LFI which is based on some subset of the
set of axioms that have been mentioned in this paper.

Acknowledgement

This research was supported by THE ISRAEL SCIENCE FOUNDATION
founded by The Israel Academy of Sciences and Humanities.

BIBLIOGRAPHY

(1] A. Avron, Non-deterministic Matrices and Modular Semantics of Rules, in Logica
Universalis (J.-Y. Beziau, ed.), 149-167, Birkh&user Verlag, 2005.

[2] A. Avron, Logical Non-determinism as a Tool for Logical Modularity: An Introduc-
tion, in We Will Show Them: Essays in Honor of Dov Gabbay, (S. Artemov,
H. Barringer, A. S. d’Avila Garcez, L. C. Lamb, and J. Woods, eds.), vol. 1, 105-124,
College Publications, 2005.

[3] A. Avron, Non-deterministic Semantics for Logics with a Consistency Operator, In-
ternational Journal of Approximate Reasoning, Vol. 45 (2007), 271-287.

[4] A. Avron, Non-deterministic Semantics for Families of Paraconsistent Logics, in
Handbook of Paraconsistency (J.-Y. Beziau, W. Carnielli, and D. M. Gabbay,
eds.), 285-320, Studies in Logic 9, College Publications, 2007.

[5] A. Avron, 5-valued Non-deterministic Semantics for The Basic Paraconsistent Logic
mCi, Studies in Logic, Grammar and Rhetoric, Vol. 14 (2008), 127-136

[6] A.Avronandl. Lev, Canonical Propositional Gentzen- Type Systems, in Proceedings
of the 1st International Joint Conference on Automated Reasoning (IJCAR
2001) (R. Goré, A Leitsch, and T. Nipkow, eds), LNAI 2083, 529-544, Springer
Verlag, 2001.

[7] A. Avron and 1. Lev, Non-deterministic Multiple-valued Structures, Journal of Logic
and Computation, Vol. 15 (2005), 241-261.



(8]

Modular Semantics for Some Basic Logics of Formal Inconsistency 13

D. Batens, C. Mortensen, G. Priest, and J. P. Van Bendegem (eds.), Frontiers of
Paraconsistent Logic, King’s College Publications, Research Studies Press, Bal-
dock, UK, 2000.

J. Béziau, W. Carnielli, and D. Gabbay (eds.), Handbook of Paraconsistency,
Studies in Logic and Cognitive Systems, Vol. 9, College Publications, 2007.

M. Bremer An Introduction to Paraconsistent Logics, Peter Lang GmbH, 2005.
W. A. Carnielli and M. E. Coniglio, Splitting Logics, in We Will Show Them:
Essays in Honor of Dov Gabbay, (S. Artemov, H. Barringer, A. S. d’Avila Garcez,
L. C. Lamb, and J. Woods, eds.), vol. 1, 389414, College Publications, 2005.

W. A. Carnielli and J. Marcos, A Tazonomy of C-systems, in [14], 1-94.

W. A. Carnielli, M. E. Coniglio, and J. Marcos, Logics of Formal Inconsistency, in
Handbook of Philosophical Logic, 2nd edition (D. Gabbay and F. Guenthner,
eds), Vol. 14, 1-93, Kluwer Academic Publishers, 2007.

W. A. Carnielli, M. E. Coniglio, and I. L. M. D’Ottaviano (eds.), Paraconsistency
— the logical way to the inconsistent, Lecture Notes in Pure and Applied Math-
ematics, Marcel Dekker, 2002.

N. C. A. da Costa, On the theory of inconsistent formal systems, Notre Dame Journal
of Formal Logic, Vol. 15 (1974), 497-510.

N. C. A. da Costa, D. Krause and O. Bueno, Paraconsistent Logics and Paracon-
sistency: Technical and Philosophical Developments, in Philosophy of Logic (D.
Jacquette, ed.), 791-911, North-Holland, 2007.

J. Marcos, Possible-translations Semantics for Some Weak Classically-based Para-
consistent Logics, Journal of Applied Non-classical Logics, Vol. 18 (2008), 7-28.

School of Computer Science
Tel-Aviv University

Ramat Aviv, Tel-Aviv, Israel
email: aa@math.tau.ac.il



