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Abstract. We prove conditional local limit theorems for Gibbs-
Markov processes whose marginals are in the domain of attraction
of a stable law with order in (0, 2).

Introduction

Given a R-valued stationary stochastic sequence X1, X2, . . . defined
on a probability space (Ω,F , P ), we consider local limits of the partial
sums Sn := X1 + · · ·+Xn, that is the existence of constants An, Bn ∈
R, Bn → +∞ such that ∀ κ ∈ R and I ⊂ R ( an interval),

BnP (Sn − kn ∈ I)→ |I|g(κ) as
kn − An
Bn

→ κ (LL)

where g is a continuous probability density on R.
These local limits are connected to distributional limits where

Sn − An
Bn

D−→ Y (DL)

for some limit random variable Y . Indeed it can be shown that if
the convergence in (LL) is uniform in κ ∈ compact subsets of R and
g = fY (the density of Y ) then (DL) is satisfied with the same constants
An, Bn. This is essentially the De Moivre- Laplace proof of the classical
central limit theorem (see [16], [17]).

In the case whereX1, X2, . . . are independent, (identically distributed)
the forms of the possible limit random variables Y are known ([30], [18],
[23]) and are distributed according to the well known stable laws which
have smooth densities.

The local limits for independent random variables satisfying (DL)
can be found in [23] (see also references therein and [11]).
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The distributional limits (DL) have been established for wide classes
of non-independent stationary stochastic sequences (see [9] and [23]
and references therein).

In contrast, the local limits (LL) are only known for various classes
of stationary stochastic sequences which are close to Markov chains
(see below).

Using methods developed by Markov ([31]) and Doeblin ([13]) to
prove (DL) for certain Markov chains, Kolmogorov ([26], see also [17])
obtained the local limits (LL) for Markov chains with finite state space.

Nagaev ([35]) considered a wide class of stationary Markov chains
with infinite state space, obtaining local limits in the normal case, and
distributional limits in the stable case. Aleshkyavichene ([8]) obtained
local limits for certain stationary Markov chains in the non-normal,
stable case.

In general, a stationary stochastic sequence (X1, X2, . . . ) is generated
by a dynamical system and a measurable function:
Xn = f ◦T n where T is a probability preserving transformation of some
probability space Ω, and f : Ω→ R is measurable.

Local limits were obtained in the normal case for stationary se-
quences generated by Lasota-Yorke maps of the interval and functions
of bounded variation by Rousseau-Egele ([38], see also [33], [34]), and
for Lipschitz continuous functions of mixing finite state topological
Markov shifts under Gibbs measures ([20], see also [19]; and [12] for
multidimensional extensions).

One feature of the results of Aleshkyavichene and Nagaev which
interested us, is that the constants An and Bn appearing in (DL) and
(LL) are completely determined by the marginal distributions of the
Xn in case the limit stable random variable Y is not normal.

We show here that this phenomenon persists for stationary sequences
generated by mixing Gibbs-Markov maps (see §1) together with aperi-
odic (see §3), Lipschitz continuous functions. The limit theorems are
given in §6.

In fact, the results of §6 are established with respect to the sequence
of conditional measures on the fibres of T n given by the Frobenius-
Perron operators (defined in §1). This enables an application to infinite
ergodic theory in §7 where we establish pointwise dual ergodicity of
certain skew products, including certain interval maps. The results are
also applied in [5].
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The methods of this paper closely follow those of [35] (as do those
of [20], [33], [34] and [38]) working through the spectral theory of
Frobenius-Perron operators satisfying the Doeblin-Fortet inequality (see
below) and relying on perturbation theory (see [25]). As far as we know
this is the first application of such to establish (LL) in the non-normal,
stable case.

The main underlying idea is that a stationary sequence (X1, X2, . . . )
generated by a mixing Gibbs-Markov map together with a Lipschitz
continuous function has the property that
∃ 0 < r < 1, ε > 0 and a function λ : (−ε, ε)→ BC(0, 1) such that

sup
|t|<ε

ess-supy∈Ω|E(eitSn|T n(·) = y)− λ(t)npt(y)| = O(rn) as n→∞

(N)
where pt → 1 uniformly as t→ 0.

This property is established in §4 using the spectral theory of char-
acteristic function (or perturbation) operators (see §2) which are per-
turbations of the Frobenius-Perron operator (see §1).

The asymptotic expansion of the function λ : (−ε, ε) → BC(0, 1) is
obtained in §5 when the distribution ofX1 is in the domain of attraction
of a p-stable law (0 < p < 2). It is the same as that of the characteristic
function of X1 (see remark 1 after theorem 5.1). The convergence
(LL) (and (DL)) is then established as in the independent case and
the constants An and Bn appearing in (LL) and (DL) are completely
determined by the marginal distributions of the Xn as remarked above.

The classical case where the distribution of X1 is in the normal do-
main of attraction of the Gaussian law (i.e. E(X2

1 ) < ∞) can be
obtained by straightforward modification of [20] or [38] and is only
included in the discussion in §7.

There is some discussion of stationary sequences generated by mixing
Gibbs-Markov maps together with periodic (= non-aperiodic) Lipschitz
continuous functions in §3 and §7.

§1 Preliminaries on Markov maps

Let (X,B,m, T ) denote a nonsingular transformation of a standard
probability space. It is called a Markov map if there is a measurable
partition α such that Ta ∈ σ(α) mod m ∀ a ∈ α, which generates B
under T in the sense that σ({T−nα : n ≥ 0}) = B and which satisfies
T |a invertible and nonsingular for a ∈ α. Markov maps are called
Markov fibred systems in [6].
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Write α = {as : s ∈ S} and endow SN with its canonical (Polish)
product topology. Let

Σ = {s = (s1, s2, . . . ) ∈ SN : m(
n⋂
k=1

T−kask) > 0 ∀ n ≥ 1},

then Σ is a closed, shift invariant subset of SN, and there is a measurable
map φ : Σ → X defined by {φ(s1, s2, . . . )} :=

⋂∞
k=1 T

−(k−1)ask . If
m′ = m ◦ φ−1 ∈ P(SN) (the set of probability measures on SN) then Σ
is the closed support of m′, and φ is a conjugacy of (X,B,m, T ) with
(Σ,B(Σ),m′, shift). Thus there is no loss of generality in assuming that
X = Σ, T is the shift, and α = {[s] : s ∈ S}.

Throughout this paper, we fix r ∈ (0, 1) and define the metric d = dr
on X by d(x, y) = rt(x,y) where t(x, y) = min{n ≥ 1 : xn 6= yn} ≤ ∞,
then (X, d) is a Polish space and T : X → X is Lipschitz continuous
on each a ∈ α.

Remark A function f : X → R is called Hölder continuous on X if
∃ θ ∈ (0, 1) and M > 0 such that

|f(x)− f(y)| ≤Mθt(x,y) ∀ x, y ∈ X.

Thus Hölder continuous functions are in fact Lipschitz continuous with
respect to the appropriate metric d = dθ.

For n ≥ 1, there are m-nonsingular inverse branches of T denoted
va : T na→ a (a ∈ αn−1

0 ) with Radon Nikodym derivatives

v′a :=
dm ◦ va
dm

.

Since Tα ⊂ σ(α), T nαn−1
0 = Tα, and ∃ a (finite or countable )

partition β coarser than α so that σ(Tα) = σ(β).
We’ll assume throughout that T is topologically mixing in the sense

that

∀ a, b ∈ α, ∃ na,b 3 T na ⊃ b ∀ n ≥ na,b.

The Frobenius-Perron operators PTn : L1(m)→ L1(m) defined by∫
X

PTnf · gdm =

∫
X

f · g ◦ T ndm
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have the form

PTnf =
∑
b∈β

1b
∑

a∈αn−1
0 , Tna⊃b

v′a · f ◦ va.

As mentioned in the introduction, they give the conditional probabili-
ties

E(f |T n(·) = y) = PTnf(y).

Definitions
1) Let C, L be Banach spaces such that C ⊃ L and ‖·‖C ≤ ‖·‖L. We

say that the pair (C,L) is adapted if L-bounded sets are precompact in
C.

2) Let (C,L) be an adapted pair of Banach spaces. A linear operator
P : C → C is said to be a D-F operator on (C,L) if ∃ θ ∈ (0, 1), M >
0, n ∈ N such that

‖P nf‖L ≤ θ‖f‖L +M‖f‖C ∀ f ∈ L.
We’ll call this latter inequality a D-F inequality.

It follows from the Arzela-Ascoli theorem that if X is a compact met-
ric space, then (C(X), L(X)) is an adapted pair where C(X) and L(X)
are the continuous-, and Lipschitz-continuous real valued functions on
X (respectively). The terminologies ”D-F inequality” and ”D-F oper-
ator” are in honour of W. Doeblin and R. Fortet who first considered
such operators (in [14]).

Recall that a linear operator A on a Banach space L is quasi compact
(on L) if ∃ N ≥ 1, θ ∈ (0, 1), projections E1, . . . , EN ⊂ L onto finite
dimensional subspaces and λ1, . . . , λN ∈ S1 := {z ∈ C : |z| = 1} such
that

‖Af −
N∑
k=1

λkEkf‖L ≤Mθn‖f‖L ∀ f ∈ L.

It was established in [14] that a D-F operator on (C(X), L(X)) is
quasi compact on L(X) and this was generalised in [24] to show that
a D-F operator on an adapted pair (C,L) is quasi compact on L. The
proof of this uses inter alia that if A is a D-F operator on (C,L), and
r(A) denotes the spectral radius of A : L → L, then r(A) ≤ 1 with
equality iff ∃ f ∈ L and λ ∈ S1 satisfying Af = λf . It is also shown
in [14] and [24] that if f ∈ C and λ ∈ S1 satisfy Af = λf , then f ∈ L.

Definitions
3) A function f : X → Rd is Lipschitz continuous on A ⊂ X if

DAf := sup
x,y∈A

|f(x)− f(y)|
d(x, y)

<∞,
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and Lipschitz continuous at x ∈ X if it is Lipschitz continuous on some
neighbourhood of x.

Given a partition ρ of X into open-closed sets and 1 ≤ q ≤ ∞, we
consider Lipq,ρ ⊂ Lq(m), consisting of functions X → C which are
Lipschitz continuous on each a ∈ ρ. The norm on Lipq,ρ is defined by

‖f‖Lipq,ρ
:= ‖f‖q +Dρf

where

Dρf := sup
a∈ρ

Daf.

If ρ is infinite and q <∞, then not all functions in Lipq,ρ are bounded,
but if f ∈ Lipq,ρ and a ∈ ρ, then

sup
x∈a
|f(x)| ≤ 1

m(a)

∫
a

|f |dm+ rDaf.

This is because |f(x)− f(y)| ≤ rDaf ∀ x, y ∈ a.
We show that for 1 ≤ q′ < q, (Lq

′
(m),Lipq,ρ) is an adapted pair on

which, for large enough n ≥ 1, PTn is a D-F operator.
The following (standard) version of the classical Arzela-Ascoli theo-

rem implies that for 1 ≤ q′ < q, (Lq
′
(m),Lipq,ρ) is indeed an adapted

pair.

Theorem If fn ∈ Lipq,ρ, and supn≥1 ‖fn‖Lipq,ρ
<∞, then ∃ nk →∞

and g ∈ Lipq,ρ such that

fnk(x)→ g(x) as k →∞ ∀ x ∈ X,

‖g‖Lipq,ρ
≤ lim inf

n→∞
‖fn‖Lipq,ρ

,

and

‖fnk − g‖q′ → 0 as k →∞ ∀ 1 ≤ q′ < q.

A Markov map (X,B,m, T, α) is Gibbs (Gibbs-Markov) if the two
additional assumptions are satisfied:

inf
a∈α

m(Ta) > 0

(we call this the big image property), and

∃ M > 0 3 |v
′
a(x)

v′a(y)
− 1| ≤Md(x, y) ∀ n ≥ 1, a ∈ αn−1

0 , x, y ∈ T na.

(G)

Example 1. Markov chains
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Let S be a countable set, P : S × S → [0, 1] be an aperiodic, irrre-
ducible stochastic matrix and π ∈ P(S), πs > 0 ∀ s ∈ S. Let T : SN →
SN be the shift and define a Markovian probability m ∈ P(SN) by

m([s1, s2, . . . , sn]) := πs1ps1,s2 . . . psn−1,sn .

Let X = {x ∈ SN : m([x1, . . . , xn]) > 0 ∀ n ≥ 1} and let α = {[s] :
s ∈ S}. Evidently (X,B,m, T, α) is a Markov map.

It can be shown that (X,B,m, T, α) is Gibbs-Markov iff ∃ M > 1
such that

1

M
≤ ps,t

πt
≤M whenever s, t ∈ S and ps,t > 0.

Example 2. Markov interval maps
Let I := [0, 1] and let m be Lebesgue measure on I. Let α be a

partition of I mod m into open intervals and let T : I → I a non-
singular transformation so that T : a→ Ta is a homeomorphism ∀ a ∈
α.

Clearly (I,B(I),m, T, α) is a Markov map iff Ta ∈ σ(α) ∀ a ∈ α.
Now suppose that ∀ a ∈ α, there is a C2-diffeomorphism va : Ta→ a

such that T |a = v−1
a . Assume in addition that T is uniformly expanding

in the sense that ∃ c > 1 such that |T ′| ≥ c, and that T has the so-called
Adler property (see [7])

sup
x∈a∈α

|T ′′(x)|
T ′(x)2

:= M <∞.

A calculation (see R. Adler’s afterword in [10]) shows that

|T n′′(x)|
T n′(x)2

≤M1 :=
Mc

c− 1
∀ n ≥ 1, x ∈ a ∈ αn−1

0

whence

|v
′
a(x)

v′a(y)
− 1| ≤M1|x− y| ∀ n ≥ 1, a ∈ αn−1

0 , x, y ∈ T na.

We claim that (G) holds with d = dr, r = 1
c
. This is because if x, y ∈ I

and rn+1 < d(x, y) ≤ rn, then ∃ b ∈ αn−1
0 such that x, y ∈ b, whence

|x− y| ≤ diam. b = diam. vb(T
nb) ≤ ‖v′b‖∞ ≤ rn ≤ r−1d(x, y),

and

|v
′
a(x)

v′a(y)
− 1| ≤ r−1M1d(x, y).

Thus if T is a uniformly expanding piecewise C2 Markov map having
the big image property and the Adler property, then (I,B(I),m, T, α)
is a Gibbs-Markov map.
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The following shows when the Gibbs-Markov property is preserved
under passage to an equivalent measure.

Proposition 1.1 Suppose that (X,B,m, T, α) is a Gibbs-Markov map,
and that µ ∼ m, log dµ

dm
∈ Lip∞,α;

then, (X,B, µ, T, α) is a Gibbs-Markov map.

Henceforth, unless stated otherwise, (X,B,m, T, α) will denote a
mixing Gibbs-Markov map.

Proposition 1.2 (Renyi’s property)

∀ n ≥ 1, a ∈ αn−1
0 , v′a = M ′′±1m(a) a.e. on T na.

Here, and throughout a = c±1b (where a, b, c > 0) means c−1b ≤ a ≤ cb.
Proofs of proposition 1.2 and the next corollary (a descendant of

Renyi’s theorem [37]) can be found in §2 and §3 of [6] (see also [3]
chapter 4).

Corollary
1) T is exact, and ∃ h ∈ L∞(m) such that h > 0 a.e., and PTh = h.
2) If |Tα| <∞, then log h ∈ L∞(m).

We now consider PT acting on the space L := Lip∞,β.

Lemma 1.3 Suppose that g ∈ Lip1,β and a ∈ αn−1
0 , then

|v′a(x)g(va(x))−v′a(y)g(va(y))| ≤M ′′d(x, y)

(
M

∫
a

|g|dm+(M+1)m(a)rnDag

)
.

Proof

|v′a(x)g(va(x))− v′a(y)g(va(y))|

≤ v′a(x)|g(va(x))||v
′
a(y)

v′a(x)
− 1|+ v′a(y)|g(va(x))− g(va(y))|

= I + II.

We have that

|g(va(x))| ≤ 1

m(a)

∫
a

|g|dm+ rnDag ∀ x ∈ X.
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Hence, by Renyi’s property, and (G),

I ≤MM ′′d(x, y)m(a)|g(va(x))|

≤MM ′′d(x, y)

(∫
a

|g|dm+m(a)rnDag

)
.

Also by Renyi’s property,

II ≤M ′′m(a)d(va(x), va(y))Dag = M ′′d(x, y)m(a)rnDag.

The result is that

I + II ≤M ′′d(x, y)

(
M

∫
a

|g|dm+ (M + 1)m(a)rnDag

)
.

�

Proposition 1.4 (D-F Inequality) For f ∈ Lip1,β,

‖PTnf‖L ≤M ′′ ((M + 2)rnDβf + (M + 1)‖f‖1) .

In particular, PT : Lip1,β → L.

Proof Let g ∈ Lip1,β, then

PTng =
∑

a∈αn−1
0

1Tnav
′
a · g ◦ va.

For each n ≥ 1, and a ∈ αn−1
0 we have

|g(va(x))− 1

m(a)

∫
a

gdm| ≤ Dag r
n ∀ x ∈ T na

whence, using Renyi’s property and Dag ≤ Dβg,

|PTng(x)| ≤
∑

a∈αn−1
0

1Tna(x)v′a(x)(
1

m(a)

∫
a

|g|dm+Dβg r
n)

≤M ′′
∑

a∈αn−1
0

m(a)(
1

m(a)

∫
a

|g|dm+Dβgr
n)

= M ′′Dβg r
n +M ′′‖g‖1.

It follows that

‖PTng‖∞ ≤M ′′Dβg r
n +M ′′‖g‖1.
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For g ∈ L, x, y ∈ b ∈ β,

|PTng(x)− PTng(y)|

≤
∑

a∈αn−1
0 , Tna⊃b

|v′a(x)g(va(x))− v′a(y)g(va(y))|

≤M ′′d(x, y)
∑

a∈αn−1
0 , Tna⊃b

(
M

∫
a

|g|dm+ (M + 1)m(a)rnDβg

)
by lemma 1.3

≤M ′′d(x, y)(M‖g‖1 + rn(M + 1)Dβg).

�

Corollary 1.5 ([21]) Let h ∈ L∞(m) satisfy PTh = h, then h ∈ L.
This follows from [14] and [24] as remarked above.

Theorem 1.6

PT = µ+Q

in Hom (L,L) where µf =
∫
X
fdm · h, Qµ = µQ = 0, and r(Q) < 1.

Proof By the theorem of [24],

PT = µ+Q

where Qµ = µQ = 0, r(Q) < 1 and ∃ N ∈ N, λ1, . . . , λN ∈ C, |λk| =
1 and finite dimensional subspaces E1, . . . , EN ⊂ L such that µ =∑N

k=1 λkPEk where PEk is a projection onto Ek (1 ≤ k ≤ N).
By the corollary, T is exact and so Ek = {0} whenever λk 6= 1. It

follows that µf =
∫
X
fdm · h. �

Henceforth, unless stated otherwise, we shall assume that the mixing
Gibbs-Markov map (X,B,m, T, α) is probability preserving, in partic-
ular h = 1.

It is now possible to obtain a (well-known) strengthening of the ex-
actness part of Renyi’s theorem known as ”exponential decay of corre-
lations” (see [39]):

By theorem 1.6, ∃ θ ∈ (0, 1) and K > 1 such that

‖PTnf −
∫
X

fdm‖L ≤ Kθn‖f‖L ∀ n ≥ 1, f ∈ Lip1,β.

Since ∀ n ≥ 1, a ∈ αn−1
0 we have PTn1a = v′a and ‖v′a‖L ≤ (M +

1)M ′′m(a), it follows that (T, α) is continued fraction mixing (see [2],
[3] and [6]):
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for some K ′ > 0,

|m(a∩T−(n+k)B)−m(a)m(B)| ≤ K ′θnm(a)m(B) ∀ n, k ≥ 1, a ∈ αk−1
0 , B ∈ B.

§2 characteristic function operators

Let (X,B,m, T, α) be a mixing, probability preserving Gibbs-Markov
map.

For ω : X → S1 measurable, define

Pωf := P (ωf) (f ∈ L1(m))

where P = PT , and for φ : X → Rd (φ = (φ(1), . . . , φ(d))) measurable,
t ∈ Rd set Pt := Pχt(φ) where χt(y) := ei〈t,y〉.

In the independent case where φ is α-measurable and α, T−1α, . . .
are independent,

Pt1 = E(ei〈t,φ〉)

which is why the Pt are sometimes called characteristic function oper-
ators.

We’ll use these operators in §5 to obtain local (and distributional)
limits. The relevant spectral theory is developed in §4. In this sec-
tion, we establish the necessary basic properties of these operators as
perturbations of P .

Proposition 2.1 (D-F inequality) Suppose that ω : X → S1 is
Lipschitz continuous on each a ∈ α, and that Dαω < ∞, then for
f ∈ L,

‖P n
ω f‖L ≤M ′′

((
M +

rDαω

1− r
+ 1

)
‖f‖1 +

(
M +

rDαω

1− r
+ 2

)
rnDβf

)
.

Proof Note that

P n
ω (f) = PTn(ωnf) where ωn(x) :=

n−1∏
k=0

ω(T kx).

It follows that

P n
ω (f)(x) =

∑
b∈β

1b(x)
∑

a∈αn−1
0 , Tna⊃b

v′a(x)ωn(va(x))f(va(x)).

We have that |P n
ω (f)(x)| ≤ PTn(|f |)(x) ≤ M ′′ (‖f‖1 + rnDβf) as in

the proof of proposition 1.4.
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For x, y ∈ b ∈ β,

|P n
ω (f)(x)− P n

ω (f)(y)|

≤
∑

a∈αn−1
0 , Tna⊃b

|v′a(x)ωn(va(x))f(va(x))− v′a(y)ωn(va(y))f(va(y))|

≤
∑

a∈αn−1
0 , Tna⊃b

(
Ia + IIa

)

where

Ia = |ωn(va(x))
(
f(va(x))v′a(x)− f(va(y))v′a(y))

)
|

≤M ′′d(x, y)(M

∫
a

|f |dm+m(a)(M + 1)rnDβf)

by lemma 1.3, and

IIa = v′a(y)|ωn(va(x))f(va(y))− ωn(va(y))f(va(y))|
= v′a(y)|f(va(y))||ωn(va(x))− ωn(va(y))|

≤M ′′(

∫
a

|f |dm+ rnm(a)Dβf)|ωn(va(x))− ωn(va(y))|

by the Renyi property, and Lipschitz continuity.

Now

|ωn(va(x))− ωn(va(y))| =
n−1∑
k=0

|ω(T kva(x))− ω(T kva(y))|

≤
n−1∑
k=0

rn−kDαω d(x, y)

≤ rDαω

1− r
d(x, y),

so

IIa ≤M ′′ rDαω

1− r
d(x, y)(

∫
a

|f |dm+ rnm(a)Dβf);

and the conclusion is
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Dβ(P n
ω (f))

≤
∑

a∈αn−1
0

M ′′
((

M +
rDαω

1− r

)∫
a

|f |dm+

(
M +

rDαω

1− r
+ 1

)
rnm(a)Dβf

)

= M ′′
((

M +
rDαω

1− r

)
‖f‖1 +

(
M +

rDαω

1− r
+ 1

)
rnDβf

)
.

�

Corollary 2.2 Suppose that ω : X → S1 is Lipschitz continuous on
each a ∈ α, and that Dαω <∞.

If g : X → C is measurable, and g ◦ T = λωg for some λ ∈ C, then
g ∈ L.

Proof Since T is conservative (being probability preserving) and er-
godic, we have that λ ∈ S1, and |g| is constant and hence integrable.
Also

Pωg = P (ωg) = P (λg ◦ T ) = λg.

It now follows from proposition 2.1 and [14], [24] (as remarked before)
that g ∈ L. �

Corollary 2.3 Suppose that φ : X → Rd is Lipschitz continuous on
each a ∈ α, and that Dαφ <∞.

If g : X → Rd is measurable, and φ = g ◦ T − g, then g is Lipschitz
continuous on each Ta, (a ∈ α).

If |Tα| <∞, then g ∈ L (whence also φ ∈ L).

Proof By corollary 2.2, χt(g) ∈ L ∀ t ∈ Rd, and so g is continuous.
Thus ∃ M > 0 such that ∀ w ∈ X, ∃ n ≥ 1 such that

|g(y)− g(z)| ≤Md(y, z) ∀ y, z ∈ [w1, . . . , wn].

By possibly increasing M > 0, we ensure that in addition, r(Dαφ +
M) ≤M .

Since g(Tx) = g(x)+φ(x), we have ∀ y, z ∈ [w2, . . . , wn] = T [w1, . . . , wn]

|g(y)− g(z)| ≤ (Dαφ+M)d(w1y, w1z)

= r(Dαφ+M)d(y, z) ≤Md(y, z).

Doing this n times, we get

|g(y)− g(z)| ≤Md(y, z) ∀ y, z ∈ T [wn].

�
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Theorem 2.4 (Continuity) Suppose that φ : X → Rd is Lipschitz
continuous on each a ∈ α, and that Dαφ <∞, then

‖Ps − Pt‖Hom(L,L)
≤

M ′′
(

(2 + 2M + |t|Dαφ)E|1−χt−s(φ)|+ (3 + 2M + |t|Dαφ)|s− t|Dαφ

)
.

Proof
For g ∈ L and t ∈ Rd we have

Ptg = P (ei〈t,φ〉g) =
∑
a∈α

χt(φ ◦ va)1Tav′a · g ◦ va,

whence

(Pt − Ps)g =
∑
a∈α

1Taχt(φ ◦ va)(1− χs−t(φ ◦ va))v′a · g ◦ va.

We’ll use that for x, y ∈ a ∈ α,

|χt(φ(x))− χt(φ(y))| ≤ |t|Daφd(x, y)

whence

|χt(φ(va(x)))− 1

m(a)

∫
a

χt(φ)dm| ≤ |t|Daφ ∀ x ∈ Ta,

and

|1− χt(φ ◦ va)| ≤
1

m(a)

∫
a

|1− χt(φ)|dm+ |t|Daφ on Ta. (1)

Also, using (1), ∀ x, y ∈ a ∈ α,

|(χt(φ(x))− χs(φ(x)))− (χt(φ(y))− χs(φ(y)))|

(2)

≤ |χs−t(φ(y))− χs−t(φ(x))|+ |1− χs−t(φ(y))||χt(φ(x))− χt(φ(y))|

≤ d(x, y)

(
|s− t|Daφ(1 + |t|Daφ) + |t|Daφ

1

m(a)

∫
a

|1− χs−t(φ)|dm
)
.
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In particular, we have that, ∀ x, y ∈ Ta, a ∈ α,

|(Ps − Pt)g(x)|

≤
∑
a∈α

1Ta(x)|1− χs−t(φ(va(x)))|v′a(x)|g(x)|

≤M ′′
∑
a∈α

1Ta(x)

(∫
a

|1− χs−t(φ)|dm+m(a)|s− t|Daφ

)
‖g‖∞ by (1)

≤M ′′
(
E(|1− χs−t(φ)|) + |s− t|Daφ

)
‖g‖∞.

For x, y ∈ b ∈ β,

|(Ps − Pt)g(x)− (Ps − Pt)g(y)| =∣∣∣∣ ∑
a∈α
Ta⊃b

(χt(φ(va(x)))− χs(φ(va(x))))v′a(x)g(va(x))−

(χt(φ(va(y)))− χs(φ(va(y))))v′a(y)g(va(y))

∣∣∣∣ ≤∑
a∈α
Ta⊃b

(
v′a(x)|g(va(x))||(χt(φ(va(x)))− χs(φ(va(x))))− (χt(φ(va(y)))− χs(φ(va(y))))|

+ |1− χs−t(φ(va(y)))||v′a(x)g(va(x))− v′a(y)g(va(y))|
)

=
∑

a∈α, Ta⊃b

(Ia + IIa).

By lemma 1.3 and (1)

IIa = |v′a(x)g(va(x))− v′a(y)g(va(y))||1− χs−t(φ(va(x)))|

≤M ′′d(x, y)((M + 1)rDβg +M‖g‖∞)

(∫
a

|1− χs−t(φ)|dm+m(a)|s− t|Dαφ

)
whence∑
a∈α, Ta⊃b

IIa ≤M ′′d(x, y)((M+1)rDβg+M‖g‖∞)

(
E|1−χs−t(φ)|+|s−t|Dαφ

)
.

Using Renyi’s property and (2),

Ia = v′a(y)|g(va(y))||(χt(φ(va(x)))− χs(φ(va(x))))− (χt(φ(va(y)))− χs(φ(va(y))))|

≤M ′′‖g‖∞d(x, y)

(
m(a)|s− t|Dαφ(1 + |t|Dαφ) + |t|Dαφ

∫
a

|1− χs−t(φ)|dm
)
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and∑
a∈α, Ta⊃b

Ia ≤M ′′‖g‖∞d(x, y)

(
|s−t|Dαφ(1+|t|Dαφ)+|t|DαφE(|1−χs−t(φ)|)

)
.

The conclusion is that

‖(Ps − Pt)g‖L

≤M ′′
(
E(|1− χs−t(φ)|) + |s− t|Dαφ

)
‖g‖∞

+M ′′((M + 1)rDβg +M‖g‖∞)

(
E|1− χs−t(φ)|+ |s− t|Dαφ

)
+M ′′‖g‖∞

(
|s− t|Dαφ(1 + |t|Dαφ) + |t|DαφE(|1− χs−t(φ)|)

)
≤M ′′‖g‖L

(
(2 + 2M + |t|Dαφ)E|1− χs−t(φ)|+ (3 + 2M + |t|Dαφ)|s− t|Dαφ

)
.

�

Remark
In case φ ∈ Lip2,α then (as in [38]), t 7→ Pt is C2 (T→ Hom(L,L))

with ∂Pt
∂tj
f = P (iφ(j)ei〈φ,t〉f) and ∂2Pt

∂tj∂tk
= −P (φ(j)φ(k)ei〈φ,t〉f).

§3 Periodic and aperiodic cocycles

Suppose that (X,B,m, T ) is an ergodic probability preserving trans-
formation, G is a locally compact, Abelian, second countable topolog-
ical group, and φ : X → G is measurable.

Define the skew product transformation Tφ : X × G → X × G by
Tφ(x, y) = (Tx, y+φ(x)). Evidently Tφ preserves the measure m×mG

on X ×G where mG is Haar measure on G.
We say that φ is aperiodic if there is no character γ ∈ Ĝ so that

γ ◦ φ is T -cohomologous to a constant, i.e. the equation

γ ◦ φ =
λg(x)

g(Tx)

has no solution λ ∈ S1 := {z ∈ C : |z| = 1} (the multiplicative unit
circle), g : X → S1 measurable other than λ = 1, g ≡ 1. We say that
φ is periodic if it is not aperiodic.

In case Tφ is ergodic, aperiodicity is the same as demanding that any
eigenfunction for Tφ is the lifting of an eigenfunction for T (defined on
X).
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In this section, we consider a probability preserving, mixing Gibbs-
Markov maps (X,B,m, T, α) and we discuss the aperiodicity of Lip-
schitz continuous functions φ : X → G. We begin with sufficient
conditions for aperiodicity. The results are analogous to those of [27]
and [28].

Theorem 3.1
Let (X,B,m, T, α) be a probability preserving, mixing Gibbs-Markov

map, and suppose that ϕ : X → S1 is α-measurable.
If g : X → S1 is measurable, λ ∈ S1 and ϕ = λ · g · g ◦ T , then g

is α∗-measurable where α∗ is the finest partition with the property that
each Ta is contained in an atom of α∗.

We’ll say that a Gibbs-Markov map (X,B,m, T, α) is almost onto if
α∗ = {X}mod m; equivalently ∀ b, c ∈ α, ∃ n ≥ 1, b = a0, a1, . . . , an =
c ∈ α such that Tak ∩ Tak+1 6= ∅ (0 ≤ k ≤ n− 1).

Corollary 3.2 Let T : X → X be a probability preserving, almost onto
Gibbs-Markov map with respect to the partition α.

1) Suppose that ϕ : X → S1 is α-measurable and λ ∈ S1. If g : X →
S1 is measurable, and ϕ = λg · g ◦ T , then g is constant.

2) Suppose that φ : X → G is α-measurable, then either φ is aperi-

odic, or ∃ γ ∈ Ĝ, λ ∈ S1 such that

γ ◦ φ ≡ λ.

To prove this theorem, we consider skew products over (X,B,m, T, α)
as in [27] and [28].

Let (Y, C, µ) be a standard σ-finite measure space and suppose that
{Ta : a ∈ α} are non-singular transformations of Y (i.e. µ ◦ T−1

a ∼ µ).
Define the Y -skew product over α τ : X × Y → X × Y by

τ(x, y) = (T (x), Ta(x)y)

where x 7→ a(x) is the so-called α-name of x (i.e. x ∈ a(x) ∈ α).

We have that

τn(x, y) = (T nx, Tan(x)y)

where x 7→ an(x) ∈ αn−1
0 is the αn−1

0 -name of x, and T(a0,...,an−1) :=
Tan−1 ◦ · · · ◦ Ta0 .

The Frobenius-Perron operators Pτn : L1(m×µ)→ L1(m×µ) satisfy

Pτnf(x, y) =
∑
b∈β

1b(x)
∑

a∈αn−1
0 , τna⊃b

v′a(x)PTa(f(va(x), ·))(y)
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where PTa : L1(µ) → L1(µ) is the Frobenius-Perron operator corre-
sponding to Ta.

Definition ([28]) A Markov map (X,B,m, T, α) is called quasi-
Markov if whenever τ is a Y -skew product over α, g ∈ L1(m × µ)+

satisfies Pτg = g, then [g > 0] is α× C-measurable.

We prove

Theorem 3.3 Any probability preserving, mixing Gibbs-Markov map
is quasi-Markov

and deduce theorem 3.1 from it.

For f : X×Y → R measurable and y ∈ Y let fy : X → R be defined
by fy(x) := f(x, y). Set

‖|f‖|L :=

∫
Y

‖f·‖Ldµ =

∫
Y

‖f·‖∞dµ+

∫
Y

(
sup

x,x′∈b∈β

|f(x, ·)− f(x′, ·)|
d(x, x′)

)
dµ,

‖f‖L := inf {‖|g‖|L : g = f m× µ− a.e.},

and let

L = {f : X × Y → R : ‖f‖L <∞}.

Clearly f ∈ L entails the existence of g = f a.e. such that gy ∈ L ∀ y ∈
Y .

Proposition 3.4 If fn ∈ L, f ∈ L1(m× µ), and fn
m×µ−→ f ,

then

lim inf
n→∞

‖fn‖L ≥ ‖f‖L.

Proof Suppose without loss of generality that

‖fn‖L =

∫
Y

‖(fn)·‖Ldµ ≤M ∀ n ≥ 1.

It follows that for lim infn→∞ ‖(fn)·‖L =: M(·) <∞ and that for µ-a.e.
y ∈ Y, ∃ a subsequence nk(y) → ∞ so that ‖(fnk(y))y‖L → M(y) as
k →∞.

By the version of the Arzela-Ascoli theorem in §1, there are further
subsequences n′k(y)→∞ (of {nk(y)}k≥1), and functions gy ∈ L so that

fn′k(y)(x, y) = (fn′k(y))y(x)→ gy(x) ∀ x ∈ X, & ‖gy‖L ≤M(y).
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Since f(x, y) = gy(x) a.e., we have that

‖f‖L ≤
∫
Y

‖g·‖Ldµ

≤
∫
Y

lim inf
n→∞

‖(fn)·‖Ldµ

≤ lim inf
n→∞

∫
Y

‖(fn)·‖Ldµ by Fatou’s lemma

= lim inf
n→∞

‖fn‖L.

�

Now let T : X → X be a Gibbs-Markov map with respect to the
partition α, and let τ be a skew product over (T, α).

Lemma 3.5

‖Pτnf‖L ≤M ′′((M + 1)‖f‖1 + (M + 2)rn‖f‖L) ∀ f ∈ L, n ≥ 1

where M and M ′′ are as in §1.

Proof

|Pτnf(x, y)| ≤
∑
b∈β

1b(x)
∑

a∈αn−1
0 , τna⊃b

v′a(x)PTa(|f(va(x), ·)|)(y)

≤
∑
b∈β

1b(x)
∑

a∈αn−1
0 , τna⊃b

v′a(x)PTa(
1

m(a)

∫
a

|f·|dm+ rn‖f·‖L)(y)

≤M ′′
∑

a∈αn−1
0

PTa(

∫
a

|f·|dm+ rnm(a)‖f·‖L)(y).

Hence, using
∫
Y
PTafdµ =

∫
Y
fdµ,

∫
Y

‖(PTnf)·‖∞dµ ≤M ′′(‖f‖1 + rn‖f‖L).
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Next, we have for x, x′ ∈ b ∈ β,

|Pτnf(x, ·)− Pτnf(x′, ·)|

=

∣∣∣∣ ∑
a∈αn−1

0 , Tna⊃b

PTa

(
v′a(x)f(va(x), ·)− v′a(x′)f(va(x

′), ·)
)∣∣∣∣

≤
∑

a∈αn−1
0 , Tna⊃b

PTa

(
|v′a(x)f(va(x), ·)− v′a(x′)f(va(x

′), ·)|
)

≤
∑

a∈αn−1
0

PTa

(
M ′′d(x, x′)

(
M

∫
a

|f·|dm+ (M + 1)rnm(a)‖f·‖L
))

by lemma 1.3,

and it follows that∫
Y

(
sup

x,x′∈b∈β

|Pτnf(x, ·)− Pτnf(x′, ·)|
d(x, x′)

)
dµ ≤M ′′

(
M‖f‖1+(M+1)rn‖f‖L

)
.

�

Proposition 3.6 If h ∈ L1(m× µ)+ satisfies Pτh = h, then h ∈ L.

Proof It follows from lemma 3.5 that ∃ M ′′′ > 0 such that

‖Pτnf‖L ≤M ′′′‖f‖L ∀ f ∈ L.

Suppose that h ∈ L1(m × µ)+ satisfies Pτh = h. Given 0 < ε < 1,

choose fε ∈ L with ‖fε − h‖1 < ε. By the stochastic ergodic theorem
([29]),

1

n

n−1∑
k=0

Pτkfε
m×µ−→ hε

where Pτhε = hε ∈ L1(m× µ).
It follows from Fatou’s lemma that

‖h− hε‖1 ≤ lim inf
n→∞

‖h− 1

n

n−1∑
k=0

Pτkfε‖1 ≤ ‖fε − h‖1 < ε.

We claim that hε ∈ L. This follows from proposition 3.4, as

‖hε‖L ≤ lim inf
n→∞

‖ 1

n

n−1∑
k=0

Pτkfε‖L ≤M ′′′‖fε‖L.

Again, by lemma 3.5, we have
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‖hε‖L = ‖Pτnhε‖L ∀ n ≥ 1

≤M ′′(rn‖hε‖L + ‖hε‖1)

−→M ′′‖hε‖1 as n→∞
≤M ′′(‖h‖1 + 1).

To finish, set Hn := h 1
n
, then Hn ∈ L and

Hn
m×µ−→ h and supn ‖Hn‖L <∞. By proposition 3.4, h ∈ L.

�

Proof of theorem 3.3 Let (X,B,m, T, α) be a probability preserving,
mixing Gibbs-Markov map. Suppose that τ is a Y -skew product over
α and that h ∈ L1(m× µ)+ satisfies Pτh = h.

Let A := [h > 0]. Clearly τ−1A ⊃ A mod m× µ. We show that A is
α× C-measurable.

To this end, let

A1 := {(x, y) ∈ A : m([x1] \ Ay) = 0},
then A1 =

⋃
a∈α a × Ba where Ba = {y ∈ Y : m(a \ Ay) = 0}. We

show that A1 = A mod m× µ.
We first claim that if this is not the case, then ∃ N ≥ 2, s =

[s0, . . . , sN ] ∈ αN−1
0 and C ∈ C, µ(C) > 0 such that s× C ⊂ A \ A1.

To see this we note that by proposition 3.6, h ∈ L and so for µ-a.e.
y ∈ Y , x 7→ h(x, y) is continuous X → R.

It follows that for m× µ-a.e. (x, y) ∈ A, ∃ n ≥ 1 x ∈ a ∈ αn−1
0 such

that m(a \ Ay) = 0 whence A =
⋃
n≥1, a∈αn−1

0
a× Ca where Ca = {y ∈

Y : m(a \ Ay) = 0}; and our claim is established.

Let p � m × µ be that finite (τ -invariant) measure with density
d p

dm×µ = h then

(A,B × C, p, τ) is conservative and so ∃ n > N such that p((s × C) ∩
τ−n(s× C)) > 0. It follows that also p((s× C) ∩ τn(s× C)) > 0.

Since n > N , T ns ∈ σ(α) and (s0×Y )∩τn(s×C) = s0×C ′ for some
C ′ ∈ C. We have that µ(C ∩ C ′) > 0 because (s × C) ∩ τn(s × C) =
s× (C ∩ C ′).

The conclusion is that s0×C ′ ⊂ τnA ⊂ A whence s0×C ′ ⊂ A1; and
p(A1∩(s×C)) ≥ p((s0×C ′)∩(s×C)) > 0 contradicting s×C ⊂ A\A1.

�

Proof of theorem 3.1 This proof is that of lemma 3 in [28]. Let Y =
[0, 1) equipped with µ = Lebesgue measure. Define the transformations
Ta : Y → Y by Tay = y + ψ(a) mod 1 where ϕ = λe2πiψ and let τ
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be the corresponding skew product. The probability p = m × µ is
τ -invariant. If h(x, y) = g(x)e2πiy then

h ◦ τ(x, y) = h(Tx, y + ψ(x)) = g(Tx)λϕ(x)e2πiy = h(x, y).

We claim that h is α×C-measurable. To see this, note that if A ∈ B×C
is τ -invariant, then Pτ1A = 1A and by the quasi Markov property,
A ∈ α × C. It follows that any measurable, τ -invariant function is
α× C-measurable; for example h.

It now follows that g is α-measurable and an easy computation using
that g ◦ T is also α-measurable shows that g is indeed α∗-measurable.

�

To complete this section, we now turn to the periodic case.
Let (X,B,m, T, α) be a mixing Gibbs-Markov map with respect to

the partition α and invariant probability m, and let φ : X → Rd be
Lipschitz continuous on each a ∈ α with Dφ := supa∈αDaφ <∞.

Recall from §2 that Pt ∈ Hom (L,L) is a D-F operator, whence
r(Pt) ≤ 1.

Proposition 3.7
Let t ∈ Rd, the following are equivalent:

1) r(Pt) = 1
2) ∃ g : X → S1 Lipschitz continuous and z ∈ S1 such that Pt(g) = zg,
3) χt(φ) is cohomologous to a constant.

Proof
The equivalence of 1) and 2) are shown in [24]. We show equivalence

with 3).
Suppose that χt(φ) = zgg ◦ T where z ∈ S1 and g : X → C. By

ergodicity of T , we may assume that g : X → S1. It follows that
Pt(g) = P (gχt(φ)) = P (zg ◦ T ) = zg, whence by corollary 2.2 g is
Lipschitz continuous. Conversely, suppose that ∃ g : X → S1 Lipschitz
continuous and z ∈ S1 such that Pt(g) = zg whence | < χt◦φg, zg◦T >
| = | < Ptg, zg > | = ‖g‖2. By the Cauchy-Schwartz inequality, χt ◦ φg
and g ◦ T are linearly dependent and χt(φ) is cohomologous to the
constant z. �

Set

Q := {t ∈ Rd : χt(φ) is cohomologous to a constant}

Proposition 3.8 Q is a closed subgroup of Rd and ∃ z ∈ Q̂ such that
χt(φ) is cohomologous to, and only to z(t).
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Proof Evidently Q is a subgroup of Rd. Also, for each t ∈ Q, ∃ ! z(t) ∈
S1 such that χt(φ) is cohomologous to z(t) (as non-unicity would imply
∃ z ∈ S1, z 6= 1 such that z is cohomologous to 1, an impossibility due
to the weak mixing of T ).

To see that Q is closed suppose that tn ∈ Q satisfy Ptngn = z(tn)gn
where gn ∈ L, |gn| = 1 a.e.. Suppose also that tn → t ∈ Rd and
z(tn)→ ζ ∈ S1.

By proposition 2.1 ∃ M,k ≥ 1, 0 < θ < 1 such that
‖P k

tnh‖L ≤ θ‖h‖L +M‖h‖1 ∀ n ≥ 1, h ∈ L
and it follows that

‖gn‖L = ‖P k
tngn‖L ≤ θ‖gn‖L +M ∀ n ≥ 1 whence ‖gn‖L ≤ M

1−θ .
By the Arzela-Ascoli theorem ∃ nk → ∞, g ∈ L such that ‖gnk −

g‖1 → 0. Clearly |g| = 1 a.e., and to see that t ∈ Q, we must show
that Ptg = ζg by proposition 3.7.

By theorem 2.4, Ptn
Hom(L,L)−→ Pt, whence

‖Ptg − ζg‖1 ≤ ‖Ptg − Ptgn‖1 + ‖Ptgn − Ptngn‖L + ‖z(tn)gn − ζg‖1

≤ ‖g − gn‖1 +
M

1− θ
‖Pt − Ptn‖Hom(L,L)

+ |z(tn)− ζ|+ ‖g − gn‖1

→ 0

as n→∞. �

In particular, if Q = Rd then ∃ c ∈ Rd such that eit(φ−c) is a cobound-
ary in S1 ∀ t ∈ Rd. By [22] and [32], φ − c is a coboundary in Rd.
By corollary 2.3, the transfer function is Lipschitz continuous on each
a ∈ α.

More generally,

Proposition 3.9 If Q is not a discrete subgroup of Rd then ∃ a vector
subspace V ⊂ Q, v ∈ V , and Lipschitz continuous functions g : X →
V, ψ : X → V ⊥, Lipschitz continuous on each a ∈ α, such that φ =
g ◦ T − g + v + ψ and such that Q(ψ) ∩ V ⊥ is a discrete subgroup of
V ⊥.

Proof For each t ∈ Rd, {u ∈ R : ut ∈ Q} is a closed subgroup of R
and hence either discrete or = R. Set V := {t ∈ Rd : ut ∈ Q ∀ u ∈ R}.
It follows that V ⊂ Q is a vector subspace of Rd and that Q(φ) ∩ V ⊥
is a discrete subgroup of V ⊥.

Taking projections we obtain functions φ0 : X → V, ψ : X → V ⊥

Lipschitz continuous on each a ∈ α such that φ = φ0 + ψ.
We check that Q(ψ) ∩ V ⊥ = Q(φ) ∩ V ⊥ and hence is a discrete

subgroup of V ⊥. Also Q(φ0) ∩ V = Q(φ) ∩ V = V whence by the
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above ∃ v ∈ V and g : X → V Lipschitz continuous on each a ∈ α,
such that φ0 = g ◦ T − g + v. �

§4 A Nagaev-type Spectral theorem

Let (X,B,m, T, α) be a mixing Gibbs-Markov map with respect to
the partition α and invariant probability m, and φ : X → Rd be
Lipschitz continuous on each a ∈ α, and Dαφ := supa∈αDaφ <∞.

Theorem 4.1
1) There are constants ε > 0, K > 0 and θ ∈ (0, 1); and functions
λ : B(0, ε)→ BC(0, 1), N : B(0, ε)→ Hom(L,L) such that

‖P n
t h− λ(t)nN(t)h‖L ≤ Kθn‖h‖L ∀ |t| < ε, n ≥ 1, h ∈ L

where ∀|t| < ε, N(t) is a projection onto a one-dimensional subspace
(spanned by g(t) := N(t)1) and g(t) satisfies

‖g(t)− 1‖L ≤ K(|t|+ E(|eitφ − 1|)).

2) If φ is aperiodic, then ∀ M̃ > 0, ε > 0, ∃ K ′ > 0 and θ′ ∈ (0, 1)
such that

‖P n
t h‖L ≤ K ′θ′n‖h‖L ∀ ε ≤ |t| ≤ M̃, h ∈ L.

By theorem 2.4, t 7→ Pt is continuous Rd → Hom (L,L), and by propo-
sition 2.1 Pt is a D-F operator ∀ t ∈ Rd. The proof of the theorem is
established by two lemmas about D-F operators.

The next two lemmas are well known. Similar statements can be
found in [35], [36] and [38]. We suppose that (C,L) is adapted, and
write ‖P‖ := ‖P‖Hom (L,L)

for P ∈ Hom (L,L).

Lemma 4.2
Suppose that P0 ∈ Hom(L,L) satisfies P0 = µ0 +Q0 where µ2

0 = µ0,
dimµ0L = 1, µ0Q0 = Q0µ0 = 0 and such that the spectral radius of
Q0, r(Q0) < 1, then
∃ ε > 0, λ : B(P0, ε) → C, N1, Q : B(P0, ε) → Hom (L,L) holomor-
phic, such that

P n = λ(P )nN1(P ) +Q(P )n (n ≥ 1)

and where N1(P ) is a projection onto a 1-dimensional subspace. More-
over, |λ(P )| ≤ 1 and ∃ K ∈ R+, θ ∈ (0, 1) such that ‖Q(P )n‖ ≤
Kθn ∀ n ≥ 1, P ∈ B(P0, ε).

The proof of lemma 4.2 is standard using [15], chapter VII, §3.6.
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Lemma 4.3
Suppose that K ⊂ Hom(L,L) is a compact set of D-F operators, none

of which has an L-eigenvalue on S1 (the unit circle), then
∃ K ∈ R+ and θ ∈ (0, 1) such that

‖P n‖ ≤ Kθn ∀ n ≥ 1, P ∈ K.

Proof
We first show that maxP∈Kr(P ) < 1.
For P ∈ K and z ∈ ρ(P )

RP (z) = (zI − P )−1.

For b > r(P ),

M(P, b) := sup
|z|≥b
‖RP (z)‖ <∞.

If P ′ ∈ Hom(L,L) and ‖P − P ′‖ < M(P, b)−1 then ∀ |z| > b

∞∑
n=1

‖
(
(P ′ − P )RP (z)

)n‖ <∞,
whence

RP (z)
N∑
n=0

(
(P ′ − P )RP (z)

)n → (zI − P ′)−1

in Hom(L,L) as N →∞ and B(0, b)c ⊂ ρ(P ′) which implies r(P ′) ≤ b.
For each P ∈ K, choose rP ∈ (r(P ), 1). As above, for each P ∈
K, ∃ εP = M(P, rP )−1 such that

r(Q) ≤ rP ∀ Q ∈ B(P, εP ).

By compactness of K, ∃ P1, . . . , PN ∈ K such that

K ⊂
N⋃
k=1

B(Pk, εPk)

with the consequence that

r(P ) ≤ r0 := max
1≤k≤N

rPk < 1 ∀ P ∈ K.

To complete the proof choose

max
P∈K

r(P ) < b < 1.

We have that (z, P ) 7→ (zI − P )−1 is continuous {|z| = b} × K →
Hom(L,L).
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Therefore

sup
|z|=b, P∈K

‖(zI − P )−1‖ =: K <∞.

Now, for n ≥ 1,

P n =
1

2πi

∮
|z|=b

(zI − P )−1zndz =
1

2π

∫ 2π

0

(beitI − P )−1bn+1ei(n+1)tdt

whence

‖P n‖ ≤ 1

2π

∫ 2π

0

‖(beitI − P )−1‖bn+1dt ≤ Kθn+1.

�

Proof of theorem 4.1
The first statement follows from lemma 4.2, and theorem 2.4.

By proposition 3.7, the aperiodicity of φ implies that for t 6= 0, Pt
has no eigenvalue on S1.

By theorem 2.4, {Pt : ε ≤ |t| ≤ M̃} is compact in Hom(L,L), and so
by lemma 4.3, ∃ θ ∈ (0, 1) and K > 0 so that ‖P n

t ‖Hom(L,L) ≤ Kθn

for n ≥ 1, ε ≤ |t| ≤ M̃ . �

Remark
It follows from lemma 4.2 and the remark at the end of §2 that

if φ ∈ Lip2,α, then t 7→ λ(t) = λ(Pt) is C2. It can be shown as in

[38] that ∂λ
∂tj

(0) = iE(φ(j)) and ∂2λ
∂tj∂tk

(0) = − limn→∞
E(φ

(j)
n φ

(k)
n )

n
. Thus,

λ(t) = 1 + iE(〈φ, t〉) + t∗At
2

+ o(|t|2) as t→ 0 where Aj,k = ∂2λ
∂tj∂tk

(0).

The next section is devoted to an analogue of this when the marginal
distributions are in the domain of attraction of a non-normal, stable
distribution.

§5 Expansion of the eigenvalue

Definition
A random variable X on R is called stable if for all a, b > 0 there

are c > 0 and v ∈ R such that aX + bX ′
d→= cX + v where X ′ is an

independent copy of X and Y
d→= Z means that the random variables

Y and Z have the same distribution.
In this case necessarily ap + bp = cp for some 0 < p ≤ 2, and p is

called the order of X.
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We’ll denote a stable random variable with order p ∈ (0, 2] by Xp.
It is known that (up to translation) Xp has a characteristic function of
form

gXp(t) := E
(
eitXp

)
=

{
e−c|t|

p(1−iβsgn(t) tan( pπ
2

)) p 6= 1,

e−c|t|+i
2βc
π
t log 1

|t| p = 1

where c > 0, β ∈ R are constants, and an absolutely continuous dis-
tribution function with smooth, positive density fXp .

Throughout this section, we let (X,B,m, T, α) be a mixing, proba-
bility preserving Gibbs-Markov map, and let

φ : X → R

be Lipschitz continuous on each a ∈ α, with Dαφ := supa∈αDaφ < ∞
and distribution G in the domain of attraction of a stable law with
order 0 < p < 2 equivalently ([16], [18], [23], [30]):

L1(x) := xp(1−G(x)) = (c1+o(1))L(x), L2(x) := xpG(−x) = (c2+o(1))L(x)

as x → +∞ where L is a slowly varying function on R+ and where
c1, c2 ≥ 0, c1 + c2 > 0.

Let the operator Pt : L → L be defined (as in §4) by Ptf =
PT (χt(φ)f), let ε > 0 and λ(t) := λ(Pt) (|t| < ε) be as in theorem

4.1, and let E(eitφ) = Ĝ(t).

Theorem 5.1 (Expansion of the eigenvalue)

Re log λ(t) = −c|t|pL(|t|−1)(1 + o(1)),

and

Im log λ(t)

=


tγ + cβ|t|psgn(t) tan(pπ

2
) + o

(
|t|pL(1/|t|)

)
(p 6= 1),

tγ + 2βc
π
CtL(1/|t|)) + t(H1(1/|t|)−H2(1/|t|)) + o

(
|t|L(1/|t|)

)
(p = 1)

as t→ 0, where

Hj(λ) =

∫ λ

0

xLj(x)dx

1 + x2
+ o(L(λ)) as λ→∞ (j = 1, 2),

C =

∫ ∞
0

(
cos y − 1

1 + y2

)
dy

y
,
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and the constants c > 0, β, γ ∈ R are defined by

β =
c1 − c2

c1 + c2

, c =

{
(c1 + c2)Γ(1− p) cos(pπ

2
) p 6= 1,

(c1+c2)π
2

p = 1;

γ =


0 p < 1,∫∞
−∞

(
x

1+x2
+ sgn(x)

∫ |x|
0

2u2

(1+u2)2
du

)
G(dx) p = 1,∫∞

−∞ xG(dx) p > 1.

Remark
The expansion of Ĝ is given by theorem 2.6.5 in [23] in case p 6= 1,

and by theorem 2 in [4] in case p = 1. As a corollary, we obtain that
under the conditions of theorem 5.1

| log λ(t)− log Ĝ(t)| = o

(
|t|pL(1/|t|)

)
as t→ 0.

Lemma 5.2

E(|1− eitφ|) =

{
O(|t|) 1 < p < 2,

O
(√
|t|L( 1

|t|)
)

p = 1

as t→ 0.

Proof These estimates follow from the expansion of Ĝ (see theorem
2.6.5 in [23] in case p 6= 1 and theorem 2 in [4] in case p = 1). �

In the next 5 lemmata, h : R+ → R+ is locally integrable and slowly
varying at ∞; η > 0, and g : [−η, η]× R+ → R satisfies

lim
t→0

sup
x∈R
|g(t, x)−K| = 0

for some constant K ≥ 0. We’ll denote ‖g‖ := supx∈R, |t|≤η |g(t, x)|.
Lemmas 5.3-5 with g constant follow from lemmas 2.6.1-2 in [23],

and lemma 5.6 with g constant corresponds to lemma 2 in [4].
The proofs of the lemmas can be easily extracted from their corre-

sponding prototypes (with g constant) and so are not given.

Lemma 5.3 For 0 < p < 2, if the function u → u−ph(u)g(t, u) is
decreasing for every fixed t, then∫ ∞

0

sin(y)

yp
h(
y

t
)g(t,

y

t
)dy =

{
(K + o(1))h(1

t
)Γ(1− p) cos(pπ

2
) if p 6= 1

(K + o(1))h(1
t
)π

2
if p = 1.
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Lemma 5.4 For 0 < p < 1, if the function u → u−ph(u)g(t, u) is
decreasing for every fixed t, then

∫ ∞
0

cos(y)

yp
h(
y

t
)g(t,

y

t
)dy = (K + o(1))h(

1

t
)Γ(1− p) sin(

pπ

2
).

Lemma 5.5 Let 1 < p < 2, then∫ ∞
0

cos(y)− 1

yp
h(
y

t
)g(t,

y

t
)dy = (K + o(1))h(

1

t
)Γ(1− p) sin(

pπ

2
).

Lemma 5.6 Suppose that the function u→ u−1h(u)g(t, u) is decreasing
for every fixed t, then∫ ∞

0

[
cos y − 1

1 + y2

]
1

y
h(
y

t
)g(t,

y

t
)dy = (K+o(1))h(

1

t
)

∫ ∞
0

[
cos y − 1

1 + y2

]
1

y
dy.

Lemma 5.7 Let

H̃g(λ) :=

∫ ∞
0

xh(x)g( 1
λ
, x)dx

(1 + x2)(1 + x2

λ2
)
, H(λ) :=

∫ λ

0

xh(x)dx

1 + x2
,

and suppose that ∃ ε > 0 such that supx∈R+
|g( 1

λ
, x) − 1| = O(λ−ε) as

λ→∞, then

H̃g(λ) = H(λ) + o(h(λ)) as λ→∞.

Proof This corresponds to lemma 3 in [4], and is deduced from it. Set

H̃(λ) :=

∫ ∞
0

xh(x)dx

(1 + x2)(1 + x2

λ2
)
.

It is shown in lemma 3 of [4] that

H̃(λ) = H(λ) + o(h(λ)) as λ→∞.

The lemma is therefore a consequence of

|H̃g(λ)− H̃(λ)| = o(h(λ)) as λ→∞.
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To see this

|H̃g(λ)− H̃(λ)| ≤
∫ ∞

0

|g(
1

λ
, x)− 1| xh(x)

(1 + x2)(1 + x2

λ2
)

≤ sup
x∈R+

|g(
1

λ
, x)− 1| H(λ)

= O(H(λ)λ−ε)

= o(h(λ)) as λ→∞

because both h and H are slowly varying at ∞. �

Proof of theorem 5.1 Let g̃t = (
∫
X
g(t)dm)−1g(t) denote the eigen-

function of Pt with eigenvalue λ(t) satisfying
∫
X
g̃t dm = 1, then

λ(t) = λ(t)

∫
X

g̃t dm =

∫
X

Ptg̃t dm =

∫
X

P (g̃te
itφ) dm =

∫
X

g̃te
itφ dm.

By theorem 4.1

‖g(t)− 1‖L = O
(
|t|+ E|1− eitφ|

)
as t→ 0,

whence

‖g̃t − 1‖∞ = O
(
|t|+ E|1− eitφ|

)
as t→ 0.

By lemma 5.2,

‖g̃t − 1‖∞ =

{
O(|t|) 1 < p < 2,

O
(√
|t|L( 1

|t|

)
p = 1

as t→ 0.

Denote by F0 the σ-algebra generated by φ and let ĝt◦φ = E(g̃t|F0),
then

λ(t) =

∫
X

ĝt ◦ φ exp[itφ] dm =

∫ ∞
−∞

ĝt(x) exp[itx]G(dx),

sup
x∈R
|ĝt(x)− 1| ≤ ‖g̃t − 1‖∞ =

{
O(|t|) 1 < p < 2,

O
(√
|t|L( 1

|t|

)
p = 1

as t→ 0,

and ∫ ∞
−∞

ĝt(x) G(dx) = 1 ∀ t ∈ R.

For |t| small enough, grt := Re ĝt ≥ 0 and we may write

ĝt = grt + ig+
t − ig−t

where g±t := (±Im ĝt) ∧ 0 ≥ 0.
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For ∗ = r,+,−, set gt = g∗t , then dGt := gtdG is a (positive) measure
on R. Note that

lim
t→0

sup
x∈R
|gt(x)−K| = 0

where K = K∗ = 1 for ∗ = r and K = 0 otherwise.
Define distribution functions Gj, Gj

t (j = 1, 2) on R+ by

G1
t (x) := Gt(x)−Gt(0), G2

t (x) := Gt(0)−Gt(−x),

G1(x) := G(x)−G(0), & G2(x) := G(0)−G(−x).

We have that

Gj
t(∞)−Gj

t(x) =
hj(x)

xp
gj(t, x),

where (as x→∞)

hj(x) :=

{
xp(1−G(x) = (c1 + o(1))L(x) j = 1,

xpG(−x) = (c2 + o(1))L(x) j = 2;

and

g1(t, x) :=

∫∞
x
gt(u) G(du)∫∞
x
G(du)

, & g2(t, x) :=

∫ −x
−∞ gt(u) G(du)∫ −x
−∞G(du)

and it follows that supx∈R |gj(t, x)−K| → 0 as t→ 0.

First let 0 < p < 1, then

∫
R
(1− eitx) Gt(dx)

=

∫ ∞
0

(1− eitx) G1
t (dx) +

∫ ∞
0

(1− e−itx) G2
t (dx).
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Integration by parts and substitution of the above gives (for j = 1, 2)∫ ∞
0

(1− exp[−(−1)jitx])Gj
t(dx) = i(−1)jt

∫ ∞
0

exp[−i(−1)jtx]gj(t, x)
hj(x)

xp
dx

= i(−1)j sgn(t)

∫ ∞
0

exp[−i(−1)jy sgn(t)]gj(t, y/|t|)
hj(y/|t|)
(y/|t|)p

dy

=

∫ ∞
0

sin[y] gj(t, y/|t|)
hj(y/|t|)
(y/|t|)p

dy

+ i(−1)j sgn(t)

∫ ∞
0

cos[y] gj(t, y/|t|)
hj(y/|t|)
(y/|t|)p

dy

= |t|p
∫ ∞

0

sin[y] gj(t, y/|t|)
hj(y/|t|)

yp
dy

+ i(−1)j|t|p sgn(t)

∫ ∞
0

cos[y] gj(t, y/|t|)
hj(y/|t|)

yp
dy.

Applying lemmas 5.3 and 5.4 we obtain∫
R
(1− exp[itx])Gt(dx)

= (K + o(1))h1(1/|t|)|t|pΓ(1− p)
[
cos(

pπ

2
)− i sgn(t) sin(

pπ

2
)
]

+ (K + o(1))h2(1/|t|)|t|pΓ(1− p)
[
cos(

pπ

2
) + i sgn(t) sin(

pπ

2
)
]

= (K + o(1))L(
1

|t|
)|t|pΓ(1− p) [(c1 + c2) cos(pπ/2)− i sgn(t) (c1 − c2) sin(pπ/2)]

= (K + o(1))cL(1/|t|)|t|p(1− i sgn(t) β tan(pπ/2)).

Finally

1− λ(t) =

∫
(1− exp[itx])grt (x)G(dx)

+ i

∫
(exp[itx]− 1)g+

t (x)G(dx)− i
∫

(exp[itx]− 1)g−t (x)G(dx)

= (1 + o(1))cL(1/|t|)|t|p(1− i sgn(t) β tan(pπ/2)).

The case
1 < p < 2 is treated analogously using lemmas 5.3 and 5.5, and

replacing∫
R
(1− eitx)Gt(dx) with

∫
(1− exp[itx] + itx) Gt(dx).
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We turn to the case p = 1. Write∫
(1− eitx +

itx

1 + x2
) Gt(dx)

=

∫ ∞
0

(1− eitx +
itx

1 + x2
) G1

t (dx) +

∫ ∞
0

(1− itx

1 + x2
− e−itx) G2

t (dx).

Integration by parts gives∫ ∞
0

(1− e−(−1)jitx − (−1)j
itx

1 + x2
)Gj

t(dx)

= (−1)jit

∫ ∞
0

(
e−(−1)jitx − 1− x2

(1 + x2)2

)
hj(x)gj(t, x)dx

x
=

|t|
∫ ∞

0

sin[|t|x]
hj(x)gj(t, x)dx

x
+ (−1)jit

∫ ∞
0

(
cos[tx]− 1− x2

(1 + x2)2

)
hj(x)gj(t, x)dx

x
.

Now∫ ∞
0

(
cos[tx]− 1− x2

(1 + x2)2

)
hj(x)gj(t, x)dx

x

=

∫ ∞
0

(
cos[tx]− 1

1 + (tx)2

)
hj(x)gj(t, x)dx

x

+

∫ ∞
0

x(1− t2)hj(x)gj(t, x)dx

(1 + x2)(1 + (tx)2)
+

∫ ∞
0

2xhj(x)gj(t, x)dx

(1 + x2)2

=

∫ ∞
0

(
cos[tx]− 1

1 + (tx)2

)
hj(x)gj(t, x)dx

x
+ (1− t2)H̃gj(1/|t|) + γjt

where

γjt :=

∫ ∞
0

2x2

(1 + x2)2
(Gj

t(∞)−Gj
t(x))dx =

∫ ∞
0

2xhj(x)gj(t, x)dx

(1 + x2)2

and

H̃gj(λ) :=

∫ ∞
0

xhj(x)gj(t, x)dx

(1 + x2)(1 + x2

λ2
)
.

Changing variables, and using lemmas 5.3 and 5.6 respectively, we
obtain that∫ ∞

0

sin[|t|x]
hj(x))gj(t, x)dx

x
=

∫ ∞
0

sin[x]
hj(x/|t|))gj(t, x/|t|)dx

x

=
Kcjπ

2
L(

1

|t|
) + o

(
L(

1

|t|
)

)
as t→ 0,
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and ∫ ∞
0

(
cos[tx]− 1

1 + (tx)2

)
hj(x)gj(t, x)dx

x

=

∫ ∞
0

(
cos[x]− 1

1 + x2

)
hj(x/|t|)gj(t, x/|t|)dx

x

= CKcjL(
1

|t|
) + o

(
L(

1

|t|
)

)
as t→ 0.

By lemma 5.7,

H̃gj(λ) = KHj(λ) + o(L(λ)) as λ→∞

where Hj(λ) :=
∫ λ

0

xhj(x)dx

1+x2
, and t2Hj(1/|t|) = o

(
L(1/|t|)

)
as t → 0

since Hj is slowly varying.
Putting everything together we obtain∫ ∞

0

(1 +
itx

1 + x2
− eitx)G1

t (dx) +

∫ ∞
0

(1− itx

1 + x2
− e−itx)G2

t (dx)

= KL(
1

|t|
)|t|(c1 + c2)π/2− itL(1/|t|)(c1 − c2)CK

− itK(H̃1(1/|t|)− H̃2(1/|t|))− it(γ1
t − γ2

t ) + o

(
|t|L(

1

|t|
)

)
= L(

1

|t|
)|t|(c1 + c2)Kπ/2− itL(1/|t|)(c1 − c2)CK

− itK(H1(1/|t|)−H2(1/|t|))− it(γ1
t − γ2

t ) + o

(
|t|L(

1

|t|
)

)
.

Define

γt := γ̃1
t − γ̃2

t +

∫
R

x

1 + x2
ĝt(x)G(dx)

where

γ̃1
t :=

∫ ∞
0

(∫ x

0

2u2

(1 + u2)2
du

)
ĝt(x)G(dx),

γ̃2
t :=

∫ 0

−∞

(∫ −x
0

2u2

(1 + u2)2
du

)
ĝt(x)G(dx),
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then

1− λ(t) + itγt = it(γ̃1
t − γ̃2

t ) +

∫
(1 +

itx

1 + x2
− exp[itx])grt (x)G(dx)

+ i

∫
(1 +

itx

1 + x2
− exp[itx])g+

t (x)G(dx)− i
∫

(1 +
itx

1 + x2
− exp[itx])g−t (x)G(dx)

= c|t|L(1/|t|) + it(H1(1/|t|)−H2(1/|t|))− it2βc
π
CL(1/|t|) + o

(
|t|L(1/|t|)

)
where the constants are as in the theorem.

Finally, to complete the proof of theorem 5.1, we note that:
γt ≡ 0 in case 0 < p < 1;
in case 1 < p < 2,

γt :=

∫
R
xĝt(x)G(dx) = γ +O(|t|) as t→ 0;

and in case p = 1,

γt =

∫ ∞
−∞

(
x

1 + x2
+ sgn(x)

∫ |x|
0

2u2

(1 + u2)2
du

)
ĝt(x)G(dx)

= γ +O

(√
|t|L(

1

|t|
)

)
as t→ 0.

�

§6 Local limit theorems

Again, throughout this section, we let (X,B,m, T, α) be a mixing,
probability preserving Gibbs-Markov map. Let

φ : X → R

be Lipschitz continuous on each a ∈ α, with Dαφ := supa∈αDaφ <∞.
We assume that the m-distribution G of φ is in the domain of at-

traction of a stable law with order 0 < p < 2 equivalently ([16], [18],
[23], [30]):

L1(x) := xp(1−G(x)) = (c1+o(1))L(x), L2(x) := xpG(−x) = (c2+o(1))L(x)

as x → +∞ where L is a slowly varying function on R+ and where
c1, c2 ≥ 0, c1 + c2 > 0.

Throughout this section, we use notations from §4 and write:

Nj(t) := Nj(Pt) (j = 1, 2), λ(t) := λ(Pt).

Also, let φn :=
∑n−1

k=0 φ ◦ T k (n ≥ 1).
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Theorem 6.1 (Distributional limit theorem)
Under the above conditions,

φn − An
Bn

D−→ Xp

where

nL(Bn) = Bp
n, An =


0 0 < p < 1,

γn 1 < p < 2,

γn+ 2n
π

(H1(Bn)−H2(Bn)) p = 1.

Proof We claim first that

n log λ(
t

Bn

)− itAn
Bn

→ log gXp(t) as n→∞.

This follows from theorem 5.1 as in the independent case.
Using theorem 4.1 (1),∫

X

eit(
φn
Bn
−An
Bn

)dm = e−it
An
Bn

∫
X

P n
(
eit

φn
Bn

)
dm

= e−it
An
Bn

∫
X

P n
t
Bn

1dm

= e−it
An
Bn λ(

t

Bn

)n
∫
X

g(
t

Bn

)dm+O(θn).

The theorem follows since g(s)
L→→ g(0) ≡ 1 as s→ 0. �

Theorem 6.2 (Conditional lattice local limit theorem)
Suppose that φ : X → Z is aperiodic, let An, Bn be as in theorem

6.1, and suppose that kn ∈ Z, kn−An
Bn

→ κ ∈ R as n→∞, then

‖BnPTn(1[φn=kn])− fXp(κ)‖∞ → 0 as n→∞,

and, in particular

Bnm([φn = kn])→ fXp(κ) as n→∞.

Proof By theorem 4.1, ∃ δ > 0, θ ∈ (0, 1) such that ∀ |t| ≤ δ,

‖P n
t 1− λ(t)ng(t)‖L = O(θn) ∀ |t| ≤ δ,

and that

‖P n
y 1‖L = O(θn) ∀ δ ≤ |y| ≤ π.
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By theorem 5.1 and since L is slowly varying at infinity, by possibly
shrinking δ > 0, we can ensure in addition that

−Re log λ(t) ≥ c

2
|t|pL(

1

|t|
) ∀ |t| ≤ δ,

and that ∃ 0 < ε = ε(δ) such that

L(Bn|t| )

L(Bn)
≥ |t|ε ∀ n ≥ 1, |t| ≤ δBn.

It follows that, uniformly on X,

2πBnPTn(1[φn=kn]) = BnPTn

(∫ π

−π
e−itkneitφndt

)
= Bn

∫ π

−π
e−itknPTn(eitφn)dt

= Bn

∫ π

−π
e−itknP n

t 1dt

= Bn

∫
|t|≤δ

e−itknλ(t)ng(t)dt+O(Bnθ
n)

=

∫ δBn

−δBn
e−it

An
Bn λ(

t

Bn

)ng(
t

Bn

)eit(
An−kn
Bn

)dt+ o(1)

=

∫ δBn

−δBn
e−it

An
Bn λ(

t

Bn

)neit(
An−kn
Bn

)dt+ o(1)

→
∫
R
gXp(t)e

−iκtdt

= 2πfXp(κ)

as n→∞ by dominated convergence, since for |t| ≤ δBn,

|λ(
t

Bn

)n| ≤ e−
c
2
|t|p

L(Bn|t| )

L(Bn) ≤ e−
c
2
|t|p+ε ,

which latter function is integrable on R. �

Theorem 6.3 (Conditional non-lattice local limit theorem)
Suppose that φ : X → R is aperiodic, let An, Bn be as in theorem

6.1, let I ⊂ R be an interval, and suppose that kn ∈ Z, kn−An
Bn

→ κ ∈ R
as n→∞, then

BnPTn(1[φn∈kn+I])→ |I|fXp(κ) as n→∞
where |I| is the length of I, and in particular

Bnm([φn ∈ kn + I])→ |I|fXp(κ) as n→∞.
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Proof We use the method of Breiman (see [11]).

Suppose that h ∈ L1(R), ĥ ∈ L1(R), and that ĥ ≡ 0 off [−M,M ].
Arguing as in the proof of theorem 6.2, we obtain δ > 0, and 0 <

θ < 1 such that, uniformly on X:

BnPTn(h(φn − kn)) =
Bn

2π

∫ M

−M
ĥ(x)PTn(eix(φn−kn))dx

=
Bn

2π

∫ M

−M
ĥ(x)e−iknxP n

x 1dx

=
Bn

2π

∫
|x|≤δ

ĥ(x)e−iknxλ(x)ng(x)dx+O(Bnθ
n)

=
1

2π

∫
|x|≤δBn

ĥ(
x

Bn

)e−i
kn
Bn

xλ(
x

Bn

)ng(
x

Bn

)dx+ o(1)

=
1

2π

∫
|x|≤δBn

ĥ(
x

Bn

)e−i
kn
Bn

xλ(
x

Bn

)ndx+ o(1)

→ 1

2π

∫
R
ĥ(0)gXp(x)e−iκxdx

=

∫
R
h(x)dxfXp(κ)

by dominated convergence as again, for some ε > 0, ∀ |t| ≤ δBn,

|λ( t
Bn

)n| ≤ e−
c
2
|t|p+ε , which latter function is integrable on R.

Let k(x) = sin2 x
x2

, then k > 0, k ∈ L1(mR) and k̂ has compact
support.

It follows from theorem 10.7 in [11] that if U is a vague neighbour-
hood of mR, then ∃ η > 0 and t1, . . . , tN ∈ R such that for µ a Radon
measure on R:∣∣∣∣ ∫

R
eitjxk(x)dµ−

∫
R
eitjxk(x)dx

∣∣∣∣ < η (1 ≤ j ≤ N) =⇒ µ ∈ U.

Thus, for h : R→ R continuous with compact support,

BnPTn(h(φn − kn))→
∫
R
h(x)dxfXp(κ)

uniformly on X. The theorem follows from monotone approximation
of 1I by non-negative continuous functions with compact support. �

We conclude this section with a local limit theorem for processes with
marginals in the domain of attraction of multidimensional symmetric
p-stable distributions.

Definition
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A random vector X is called stable if for all a, b > 0 there are c > 0

and v ∈ R such that aX+ bX ′
d→= cX+v where X ′ is an independent

copy of X.
In this case necessarily ap + bp = cp for some 0 < p ≤ 2, and p is

called the order of X.
The stable random vector X is called nondegenerate if its distribution

is absolutely continuous on Rd.

As is well known (see [40])
the random vector X = (X1, . . . , Xd) has symmetric p-stable distribu-
tion

if and only if
E(ei〈u,X〉) = e−cp,ν(u).

Here cp,ν(u) :=
∫
Sd−1 |〈u, s〉|pν(ds) where ν is a symmetric measure on

Sd−1 (called the spectral measure). It is known that X is nondegenerate
iff the support of ν is not contained in any subspace of Rd (equivalently
cp,ν(u) > 0 ∀ u ∈ Rd \ {0}). In this case, we call the spectral measure
nondegenerate.

Definition
The distribution of the symmetric random vector Y = (Y1, . . . , Yd) is

in the strict domain of attraction of a symmetric p-stable distribution
(0 < p ≤ 2) if there are constants Bn (necessarily regularly varying
with index p) such that

dist.
Sn
Bn

→ dist.Z

where Z has symmetric p-stable distribution, and
Sn = X(1) + · · · + X(n) where {X(1), . . . , X(n)} are independent and
distributed as Y .

As is well known (see [4])
the random vector X = (X1, . . . , Xd) is in the strict domain of at-
traction of a symmetric p-stable distribution with spectral measure
ν

if and only if
there is a function L : R+ → R+, slowly varying at ∞ such that

E(eit〈u,X〉) = e−cp,ν(u)|t|pL( 1
|t| )(1+o(1)) as t→ 0 ∀ u ∈ Rd−1 \ {0}.

Lemma 6.4 Let (X,B,m, T, α) be a probability preserving Gibbs-
Markov map, and let

φ : X → Rd

be Lipschitz continuous on each a ∈ α and aperiodic.



40 ©J. Aaronson and M. Denker

If

E(ei
〈u,φn〉
B(n) )→ e−cp,ν(u)∀ u ∈ Rd

where p ∈ (0, 2], cp,ν(u) > 0 ∀ u ∈ Rd and B(n) is 1/p-regularly
varying at ∞, then

− log λ(u) ∼ cp,ν(ũ)

B−1( 1
|u|)

as u→ 0 where ũ = |u|−1u ∈ Sd−1.

Proof
To see this note first that

E(ei〈u,φn〉) = E(P n
u 1)

and therefore by theorem 4.1,

E(ei〈u,φn〉) = λ(u)nE(g(u)) +O(θn)

uniformly on B(0, δ) as n→∞, whence

E(ei
〈u,φn〉
B(n) )− λ(u/Bn)n → 0

as n→∞ uniformly in u ∈ Sd−1.
It follows from our assumption that

E(ei
〈u,φn〉
B(n) )→ e−cp,ν(u)

as n→∞ uniformly in u ∈ Sd−1, whence

λ(u/Bn)n → e−cp,ν(u)

as n→∞ uniformly in u ∈ Sd−1.
Since ν is nondegenerate, ∃ K ⊂ (0, 1) compact such that e−cp,ν(u) ∈

K ∀ u ∈ Sd−1. The function z 7→ log z is uniformly continuous on K,
whence

−n log λ(u/Bn) → cp,ν(u)

as n→∞ uniformly in u ∈ Sd−1.
It follows that

− log λ(
1

B(n)
u) ∼ cp,ν(u)

n

as n→∞, uniformly in u ∈ Sd−1.
For s > 0, set Ns = [B−1( 1

|s|)], then

s =
1

B(B−1(1
s
))

=
1

B(λsNs)
:=

µs
B(Ns)
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where λs → 1 as s → 0+ and hence also µs → 1 as s → 0+; and we
now have that

− log λ(su) ∼ − log λ

(
µs

B(Ns)
u

)
∼ cp,ν(u)

Ns

∼ cp,ν(u)

B−1(1
s
)

as s→ 0+ uniformly in u ∈ Sd−1; which proves the lemma. �

Theorem 6.5
Let (X,B,m, T, α) be a mixing, probability preserving Gibbs-Markov

map, and let G be a subgroup of Rd of form G = A(Rk × Z`) where
k + ` = d and A ∈ GL(d,R).

Suppose that

φ : X → G

is aperiodic, Lipschitz continuous on each a ∈ α, and that dist.φ is in
the domain of attraction of a nondegenerate symmetric p-stable distri-
bution for some 0 < p < 2 with normalising constants Bn and density
fp, then ∀ compact neighbourhood V with mG(∂V ) = 0, uniformly on
X,

Bd
nPTn(1[φn∈V ])→ fp(0)mG(V ) uniformly on X as n→∞.

Proof It follows from lemma 6.4 that

− log λ(tu) = cp,ν(u)|t|pL(
1

|t|
)(1 + o(1))

as t→ 0 uniformly in u ∈ Sd−1.
We fix δ, ε > 0 and c > 0 such that

− log λ(tu) ≥ c|t|pL(
1

|t|
) ∀ t < δ, u ∈ Sd−1

and

L(λ/r) ≥ rεL(λ) ∀ λ large, and 0 < r ≤ δλ.

We give a proof in the discrete case only, (the other being analogous
and using the method of Breiman as in theorem 6.3).

PTn(1[φn(·)=z])(x)

=

∫
Ĝ

γ(z)P n
γ 1(x)dγ

=

∫
B(0,δ)

γ(z)λ(γ)ng(γ)(x)dγ +O(θn).
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Changing to polar coordinates,∫
B(0,δ)

z(γ)λ(γ)ng(γ)(x)dγ

=

∫
Sd−1

(∫ δ

0

rd−1z(ru)λ(ru)ng(ru)(x)dr

)
dµ(u)

=
1

Bd
n

∫
Sd−1

(∫ δBn

0

rd−1z(ru/Bn)λ(ru/Bn)ng(ru/Bn)(x)dr

)
dµ(u)

where µ is Lebesgue measure on Sd−1.
For each u ∈ Sd−1, n ≥ 1 and r < δBn,

|λ(ru/Bn)n| ≤ e
−cnr

p

B
p
n
L(Bn

r
)

= e−c
rpL(Bnr )

L(Bn) ≤ e−cr
p+ε ∀ n large.

The latter function is integrable and so by the dominated convergence
theorem,∫

Sd−1

(∫ δBn

0

rd−1z(ru/Bn)λ(ru/Bn)ng(ru/Bn)(x)dr

)
dµ(u) −→∫

Sd−1

(∫ ∞
0

rd−1e−r
pcp,ν(u)dr

)
dµ(u)

=

∫
Rd
e−cp,ν(z)dz = fp(0).

�

§7 skew products

Let (X,B,m, T, α) be a mixing, probability preserving Gibbs-Markov
map, and let G be a subgroup of Rd of form G = A(Rk × Z`) where
k + ` = d and A ∈ GL(d,R).

Suppose that

φ : X → G

is aperiodic, Lipschitz continuous on each a ∈ α andDαφ := supa∈αDaφ <
∞.

The skew product (see [41]) is Tφ : X ×G→ X ×G defined by

Tφ(x, g) = (Tx, g + φ(x)).

It follows from the ergodicity of T that Tφ is either conservative, or
totally dissipative ([41], see also e.g. proposition 8.1.1 of [3]). In this
section, we use the additional structure of T and φ to establish stronger
ergodic properties for Tφ.
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Recall from [1] (or [3], chapter 3) that a conservative, ergodic, mea-
sure preserving transformation S of a σ-finite measure space (Y, C, ν) is
called pointwise dual ergodic if there are constants an →∞ such that

1

an

n−1∑
k=0

PSkf →
∫
Y

fdν a.s. ∀ f ∈ L1(ν).

The sequence of constants an is unique up to asymptotic equality and
is called the return sequence of S and is denoted an ∼ an(S).

We suppose in addition throughout that either E(φ) = 0 and
E(‖φ‖2) < ∞; or that dist.φ is in the strict domain of attraction of
a nondegenerate p-stable distribution for some 0 < p < 2, specifically
suppose that

φn
Bn

D→→ Xp

where Bn > 0 and Xp is nondegenerate p-stable with 0 < p ≤ 2 and
that Bn ∝

√
n in case p = 2.

Theorem 7.1
1) Tφ is totally dissipative if

∑∞
n=1

1
Bdn

< ∞, and conservative if∑∞
n=1

1
Bdn

=∞.

2) If Tφ is conservative, then it is pointwise dual ergodic with return
sequence

an(Tφ) ∼ fXp(0)
n∑
k=0

1

Bd
k

.

Proof
1) Let h ∈ L and let V ⊂ G be a compact neighbourhood with

mG(∂V ) = 0, then, as in the proof of theorem 6.5,

PTnφ (h⊗ 1V )(x, y) = PTn(h(·)1V (y − φn(·)))(x) ∼
fXp(0)E(h)mG(V )

Bd
n

uniformly in x ∈ X and y ∈ any compact subset of G.
Thus, by [3] §1.3, Tφ is conservative iff

∑∞
n=1

1
Bdn

= ∞, and totally

dissipative otherwise.
2) If Tφ is conservative, set an := fXp(0)

∑n
k=0

1
Bdk

. It follows that

1

an

n∑
k=0

PTkφh⊗ 1V →
∫
X×G

h⊗ 1V dm×mG
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a.e. ∀ h ⊗ 1V as above. Fixing V0 ⊂ G with mG(V0) = 1, we have by
Hurewicz’s ergodic theorem that

1

an

n∑
k=0

PTkφ f(x, y) ≈
∑n

k=0 PTkφ f(x, y)∑n
k=0 PTkφ 1⊗ 1V0(x, y)

→ E(f)(x, y)

a.e. ∀ f ∈ L1(m × mG) where E(f) ◦ Tφ = E(f) and
∫
X×G E(f)1 ⊗

1V0dm×mG =
∫
X×G fdm×mG.

Thus E(h⊗ 1V ) is constant ∀ h⊗ 1V as above. Since the linear span
of such h ⊗ 1V is dense in L1, E(f) is constant ∀ f ∈ L1 and Tφ is
ergodic, and pointwise dual ergodic.

�

Proposition 7.2 If G is discrete and Tφ is conservative, then Tφ is
exact.

Proof In case G is discrete, we have that Tφ is an aperiodic Markov
fibred system with the Renyi property, and hence exact if conservative
(by theorem 3.2 in [6]). �

We finish this section with some

Remarks about the periodic case
Let (X,B,m, T, α) be a mixing Gibbs-Markov map with respect to

the partition α and invariant probability m, and let φ : X → Zd be
Lipschitz continuous on each a ∈ α with Dφ := supa∈αDaφ <∞.

By theorem 4.1,
there are constants ε > 0, K > 0 and θ ∈ (0, 1); and functions λ :
B(0, ε)→ BC(0, 1), N : B(0, ε)→ Hom(L,L) such that

‖P n
t h− λ(t)nN(t)h‖L ≤ Kθn‖h‖L ∀ |t| < ε, n ≥ 1, h ∈ L

and for g(t) = N(t)1

‖g(t)− 1‖L ≤ K(|t|+ E(|eitφ − 1|)).

We consider Tφ for φ periodic (i.e. not aperiodic).
It follows from proposition 3.7 that |λ(t)| = 1 ∀ |t| small iff φ is

cohomologous to a constant.
Assume now (as in §5 and §6) that |λ(t)| < 1 ∀ 0 < |t| < ε.
It follows that

q := {t ∈ Td : χt(φ) is cohomologous to a constant}

is a finite subgroup of Td.
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Let z ∈ q̂ be such that χa(φ) is cohomologous to z(a) ∀ a ∈ q. It is
standard that ∃ ζ : X → q̂ such that

χa(φ) = z(a)ζ(a)ζ(a) ◦ T ∀ a ∈ q.

It follows from corollary 2.2 that ζ is Lipschitz continuous on each b ∈ α
with Dαζ <∞.

In this situation for a ∈ q and k ≥ 1 we have

χa(φk) =
k−1∏
j=0

χa(φ)◦T j =
k−1∏
j=0

(z(a)ζ(a)◦T jζ(a)◦T j+1) = z(a)kζ(a)ζ(a)◦T k

whence ∀ t ∈ Td and f ∈ L,

P k
t+af = P k(χt(φk)z(a)kζ(a)ζ(a) ◦ T kf)

= z(a)kζ(a)P k(χt(φk)ζ(a)f)

= z(a)kζ(a)P k
t (ζ(a)f)

and for |t| < ε,

‖P k
t+af − ζ(a)z(a)kλ(t)kN(t)ζ(a)f‖L ≤ Kθk‖f‖L.

Now assume that z(t) 6= 1 ∀ t ∈ q \ {0}.
For ε > 0 so that {B(a, ε) : a ∈ q} are disjoint, if

ρ = ρ(ε) := max
t/∈

⋃
a∈qB(a,ε)

r(Pt) ∨ θ,

then ρ < 1 and

P k(1[φk=0])(x) =

∫
Td
P k
t 1(x)dt

=
∑
a∈q

∫
B(a,ε)

P k
t 1(x)dt+O(ρk)

=
∑
a∈q

z(a)kζ(a)(x)

∫
B(0,ε)

P k
t (ζ(a))(x)dt+O(ρk)

=
∑
a∈q

z(a)kζ(a)(x)

∫
B(0,ε)

λ(t)kN(t)ζ(a)(x)dt+O(ρk)

=
∑
a∈q

z(a)kζ(a)(x)

∫
B(0,ε)

λ(t)kg(t)(x)Λ(t)(ζ(a))dt+O(ρk),

where Λ(t) ∈ Hom(L,R), N(t)h = Λ(t)(h)g(t).
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Since z(a)q = 1 ∀ a ∈ q and {zk : 0 ≤ k ≤ q−1} = q̂, it follows that

q−1∑
k=0

1{y∈X: ζ(a)(y)=z(a)kζ(a)(x)} = 1

whence

Λ(t)(

q−1∑
k=0

z(a)kζ(a)(x)ζ(a)) = Λ(t)(1) = 1.

It follows that uniformly on X with q = |q|,
qn−1∑
k=0

P k1[φk=0] =
n−1∑
κ=0

q−1∑
`=0

P qκ+`(1[φqκ+`=0])

=
n−1∑
κ=0

∑
a∈q

∫
B(0,ε)

Λ(t)

(
q−1∑
`=0

λ(t)`z(a)`ζ(a)(x)ζ(a)

)
λ(t)qκg(t)(x)dt+O(1)

=
n−1∑
κ=0

q

∫
B(0,ε)

λ(t)qκg(t)(x)dt(1 + o(1)) +O(1).

Set un = un(ε) :=
∫
B(0,ε)

λ(t)ndt, then as in the proof of theorem 6.5,

un ∝
1

Bd
n

and it follows that Tφ is:
totally dissipative if

∑∞
n=1

1
Bdn

<∞,

and
conservative if

∑∞
n=1

1
Bdn

= ∞. Moreover, in case
∑∞

n=1
1
Bdn

= ∞, we

have that
qn−1∑
k=0

P k1[φk=0] ∼ q
n−1∑
κ=0

uqκ

whence Tφ is pointwise dual ergodic with

an(Tφ) ∝
n−1∑
κ=0

uqκ ∝
n∑
k=1

1

Bd
k

.

Now suppose that

q0 := {t ∈ Td : χt(φ) is a coboundary} = {t ∈ q : z(t) = 1} 6= {0}
and set

G := q⊥0 := {n ∈ Zd : χt(n) = 1 ∀ t ∈ q0}
a finite index subgroup of Zd. It is not hard to see that ∃ K : X →
Zd, ψ : X → G Lipschitz continuous on each b ∈ α such that ψ =
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φ + K −K ◦ T (indeed, here ζ(a) = χa(K)); and that for no t ∈ Ĝ is
χt(ψ) a coboundary.

Now let F ⊂ Zd be finite such that Zd =
⋃
g∈F (g + G) disjointly.

Let π : X × Zd → X × Zd be defined by π(x, n) = (x, n+K(x)), then
π−1 ◦ Tφπ = Tψ, whence each of the sets π−1(X × (g+G)) (g ∈ F ) is
Tφ-invariant. If Tφ is conservative, this is the ergodic decomposition of
Tφ, moreover:

Theorem 7.3 Suppose that φ : X → Zd is Lipschitz continuous on
each a ∈ α and Dαφ < ∞, then Tφ is either totally dissipative or
conservative according to whether

∑∞
n=1

1
Bdn

converges or diverges (re-

spectively).
If Tφ is conservative then each of its ergodic components is pointwise

dual ergodic with asymptotic type an(Tφ) ∝
∑n

k=1
1
Bdk

.

Note that it follows from [6] (see also [3]) that in case Tφ is conser-
vative, its ergodic components are open.

Now consider T : R→ R defined by Tx = x+ v(x) where v : R→ R
is:
odd (v(−x) = −v(x)), 1-periodic (v(x+ 1) = v(x)), and piecewise C2,
increasing and onto. Noting that T (x + 1) = T (x) + 1 we can write

I = [−1
2
, 1

2
] and

R ∼= I × Z by (x, n) −→ n+ x.

T is conjugate to

τφ : I × Z→ I × Z defined by τφ(x, n) = (τx, n+ φ(x))

where τ : I → I is defined by

τx =
{

(x+ v(x)) +
1

2

}
− 1

2
,

and φ : I → Z is defined by

φ(x) =
[
(x+ v(x)) +

1

2

]
.

Here
{
·
}

, and
[
·
]

denote fractional and integral parts respectively.
Evidently the map τ : I → I is piecewise onto.

Theorem 7.4
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Suppose that v′ ≥ c > 0 and that sup |v′′|
(1+v′)2

< ∞, then there is

a probability p ∼ Lebesgue measure such that τ is a piecewise onto
Gibbs-Markov map, and φ : (−1

2
, 1

2
)→ Z is aperiodic.

Proof We have that τ ′ = 1 + v′ ≥ 1 + c > 1, and τ ′′ = v′′, whence τ is
an expanding, piecewise onto interval map satisfying Adler’s condition
(see example 2 in §1). As in example 2, τ is a (piecewise onto) Gibbs-
Markov map.

There is an invariant probability p ∼ Lebesgue measure with Lips-
chitz continuous log-density, whence by proposition 1.1, τ is a (piece-
wise onto) Gibbs-Markov map with respect to p (see e.g. lemma 2.1 in
[6] or [3] chapter 4).

Since φ : I → Z is onto, its aperiodicity follows from corollary 3.2.
�

Corollary 7.5
1) ∃ µ ∼ Lebesgue measure with periodic, Lipschitz continuous log-

density.
2) Either T is totally dissipative, or T is pointwise dual ergodic and

exact.

Proof By theorems 7.1 and 7.4. Note that µ(A) =
∑

n∈Z p(A + n)
where p is the invariant measure for τ . �

Theorem 7.6 Suppose that

m([v ≥ t]) ∼ L(t)

tp
as t→∞

where L is slowly varying at ∞ and p ∈ (0, 2) and set

Bp
n = nL(Bn),

then T is conservative iff
∑∞

n=1
1
Bn

=∞
and in this case

an(T ) ∝
n∑
k=1

1

Bk

.

Proof By theorem 7.2. �
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Bull. Soc. Math. France 65 (1937), 132–148. MR1505076

[15] Nelson Dunford and Jacob T. Schwartz, Linear operators. Part I, Wiley Clas-
sics Library, John Wiley & Sons, Inc., New York, 1988. General theory, With
the assistance of William G. Bade and Robert G. Bartle, Reprint of the 1958
original, A Wiley-Interscience Publication. MR1009162

[16] William Feller, An introduction to probability theory and its applications. Vol.
II, John Wiley & Sons, Inc., New York-London-Sydney, 1966. MR0210154

[17] B. V. Gnedenko, The theory of probability, “Mir”, Moscow, 1982. Translated
from the Russian by George Yankovsky [G. Yankovskiı]. MR676302

[18] B. V. Gnedenko and A. N. Kolmogorov, Limit distributions for sums of in-
dependent random variables, Translated from the Russian, annotated, and re-
vised by K. L. Chung. With appendices by J. L. Doob and P. L. Hsu. Revised
edition, Addison-Wesley Publishing Co., Reading, Mass.-London-Don Mills.,
Ont., 1968. MR0233400



50 ©J. Aaronson and M. Denker

[19] Y. Guivarc’h, Propriétés ergodiques, en mesure infinie, de certains systèmes
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Markov et applications aux difféomorphismes d’Anosov, Ann. Inst. H. Poincaré
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d’opérations non complètement continues, Ann. of Math. (2) 52 (1950), 140–
147. MR0037469

[25] Tosio Kato, Perturbation theory for linear operators, Die Grundlehren der
mathematischen Wissenschaften, Band 132, Springer-Verlag New York, Inc.,
New York, 1966. MR0203473

[26] A. N. Kolmogorov, A local limit theorem for Markov chains, Select. Transl.
Math. Statist. and Probability, Vol. 2, 1962, pp. 109–129. MR0150810

[27] Zbigniew S. Kowalski, Ergodic properties of skew products with Lasota-Yorke
type maps in the base, Studia Math. 106 (1993), no. 1, 45–57. MR1226423

[28] , Quasi-Markovian transformations, Ergodic Theory Dynam. Systems
17 (1997), no. 4, 885–897. MR1468106

[29] Ulrich Krengel, Ergodic theorems, De Gruyter Studies in Mathematics, vol. 6,
Walter de Gruyter & Co., Berlin, 1985. With a supplement by Antoine Brunel.
MR797411
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