For Lecture 1
1. Let F be a field with p elements, for some prime number p. We saw in class how to generate a pair-wise independent distribution on Fn (for n<p) with support size |F|2. Do the same for an arbitrary field F and n < |F|. 

2. Let F be a field, n<|F|.

Find a k-wise independent distribution X=X1,...,Xn over Fn with support size Fk. 

Prove that any k-wise independent distribution X=X1,...,Xn over Fn has support size at least Fk. 

Let D be a distribution over {0,1}n. A linear test is ( ({0,1}n .The bias of the test is |Pr{x (  D} [( · x =1] - Pr{x (  D} [( · x =0]|. We say a distribution D is ε-biased, if it has bias at most ε for every non-empty linear test. We say X=X1,...,Xn is k-wise ε bias, if every k random variables from the sequence are ε-biased (with respect to non-empty linear tests of length k).

3. Prove that a k-wise independent distribution X=X1,...,Xn over {0,1}n with support S must have |S| ≥ Ω(nk/2). 

Guided solution:

Prove that X has 0-bias with regard to any linear test ( ({0,1}n of size 0 < |( | ≤ k.

Let A be the s ( n matrix having the elements of S as rows. For any test (define v=v(() ( {1,-1}s by vi=1 if (A()i=0 and -1 otherwise. Prove that

{v(() | 0 < |(| ≤ k/2}  is a set of orthogonal vectors.

Conclude that |S| ≥ B(k/2,n), where B(r,n) is the number of words of weight at most r in the n dimensional Boolean cube.

4. Prove that the sequential deterministic algorithm we gave in class for finding a cut of size at least |E|/2 is correct. 

5. n coins are laid covered on a table, k < n/3 of which are pure gold and the rest copper, and you are told to uncover and take 2n/3 coins!!! You are allowed to use any algorithm, no matter what its complexity is, but the adversary knows your algorithm and places the gold coins based on your algorithm. 

Show that if you are deterministic, you get no gold.

Show that if you use n random coins you can almost certainly get Ω(k) gold coins.

Show that with O(log n) random coins, you can guarantee Ω(k) gold coins with probability at least 1-O(1/k)

Show that for ε ≥ 1/k, with O(log log n+ log(1/ε))  coins, you can guarantee Ω(k) gold coins with probability at least 1- ε  

For Lecture 2

1. Prove: If   NP ( BPP   then   NP=RP.

2. ZPP is the class of languages L, for which there exists a probabilistic polynomial time TM M that answers {yes,no,quit} and for every input x,

a. M either answers quit or gives the correct answer, and,

b. the probability M answers quit is at most 1/2

Prove that ZPP=RP ( coRP.

3. Prove:  MA ( (2
4. If  NP( P|poly then AM=MA. 

5. MAM=AM

6. NP^BPP  ( MA ( BPP^NP

7. MA ( NP^{Promise-BPP}

For Lecture 3

1. Prove: MA ( AM

2. Prove: if  coNP ( AM    then   PH=AM

3.  Prove that any language (decidable or not) is in Size(O(2^n n)). 
4. Prove that almost all languages require circuit size at least Ω(2n/n)

5. Two circuits C and C' are equivalent, if they induce the same truth table. C is optimal if there is no equivalent, smaller circuit. 

Consider the language COPT. Input: a circuit C. C is in the language iff C is optimal. 
Prove that COPT is in (2
For Lectures 4 and 5

1. Prove that 0-1-Perm-mod-2 (Input: 0-1 matrix A, output Perm(A) mod 2) is in P.

2. Prove that #3SAT is #P complete under parsimonious reductions.

3. What is PNP (coNP?

4. Prove that NPNP=(2

5. Let PNP[log n] is PNP with at most O(log n) adaptive queries, where n is the input size. P||NP is PNP with any polynomial number of non-adaptive queries. Prove that  PNP[log n]  = P||NP
6. Prove that NP ( P | O(log n) implies P=NP.

7. Prove that for every s (2n, there exists a sparse set S of {0,1}n of size poly(s) such that the characteristic language 1S is not recognized by any size s circuit.

8. For any k, show a language in PH that is not in Size(nk). In what level of the hierarchy is your language?
9. Combine the previous exercise with the Karp-Lipton theorem to conclude that for any k, there exists a language in (2 ( (2  that is not in Size(nk).
10. In class we stated the IK result as: if ACIT is in P then some circuit lower bound exists. Prove a stronger version where the condition "ACIT in P" is replaced with "ACIT in NSUBEXP". 

For Lecture 6

1. Show that there exists a function f:{0,1}O(log n)  ( {0,1} that is n2 hard against circuits. 

Use it and the NW generator to give another proof that BPP ( (2 .  In fact you can prove a bit more. Show that BPP ( ZPPNP. 
2. A promise language is a pair of two disjoint sets (yes and (no. An algorithm solves a promise problem if it solves all inputs in those sets. 
Show that PromiseRP=promiseP    implies that  PromiseBPP=PromiseP.

3. Show that the NW generator derandomizes not only BPP but also PromiseBPP.
4. Define the promise problem xSAT: Input: a pair of two SAT sentences ((,().(yes – The first sentences is satisfiable and the second is not. (no – The second sentences is satisfiable and the first is not. 

a. Prove that xSAT is in Promise-NP ( coNP.

b. Show a Cook reduction from SAT to xSAT.

For Lecture 7 
1. Two norm one vectors v1,v2 ( Rd are almost orthogonal if |<v1 | v2>| ≤ε.

· Show how to convert a (l,a) design S1…,Sm ( [t] into:

· A set of m nearly orthogonal vectors.

· A binary error correcting code of length t with m codewords and large distance.
2. Prove that for every l,a ≥ 1, there exists an (l,a) design S1…,Sm ( [t] with t=O(l2 / a) and m=2Ω(a).
3. How many orthogonal vectors can one put into Rd? How many (-almost orthogonal vectors can you put into Rd? Upper bound, Lower bound  (is it tight?), constructive bound?
4. For any constant d≥2 build a circuit computing x(…(xn in depth d and size 2^{O(n1/(d-1) )}. 
      Hint: For d=3, divide to (n problems of size (n.
5. A circuit is standard if it uses only AND and OR gates over literals (inputs xi or negated inputs not xi). Show how to convert any size s, depth d circuit into a standard circuit of size O(s) and depth d computing the same function. 
For Lecture 8 

1. Prove that the first eigenvalue of D-regular undirected graphs is 1.

2. Prove that if λ is an eigenvalue of an undirected bipartite graph, then do does –λ. Prove that a D-regular, undirected connected graph G  is bipartite iff λn=-1.
3. Let H be a group and S a set of generators. The Caylely graph C(H,S) is defined as follows: The vertices are labeled with elements of H , and (a,b) is an edge iff a=bs-1 for some s in S. 

· What is C(Zn,{1,-1})

· What is C(Z2n,{e1,…,en}), where ei has 1 in the I'th coordinate and 0 otherwise.

·  (The next  part requires prior knowledge). 
a. Prove that if H is Abelian then the characters of H form an orthonormal basis for C(H,S).

b. Calculate the eigenvalues and the spectral gap of the two Cayley graphs given above. 

4. Let G be an undirected graph, A its adjacency matrix.

a. Prove that: λ2 (A) = max v(1    <v,Av> /<v,v>
b. Prove that for any undirected graph G, h(G) ≥ (d-λ2)/2    

Remark: In class we proved the same result from the mixing lemma, but for min{-λn, λ2) rather than λ2).

5. Prove that in any D-regular, undirected graph with N vertices, if D≤N/2 then min{-λn, λ2) ≥ ((D/2). 

Hint: Calculate Tr(A2) in two different ways.
Qutions about S2(P)               
