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Abstract

This thesis reports on the design and implementation of a cryptographic voting system,

namedWombat. The system is designed to retain the ”look and feel” of standard paper-

based plurality voting, while enhancing security using methods from modern electronic

voting literature. To achieve this, the system executes twovoting processes in parallel: one

is electronic andend-to-end verifiable, while the other is paper based and emulates more

traditional processes (to which the voters are accustomed). Consistency between the two

processes is enforced by means of a new specially-tailored paper ballot format.

In addition, this work examines the practicality of the Wombat protocol through im-

plementation and field testing in two student council elections with over 2000 voters and

party premiership elections with almost 900 voters. Duringthese field test the usabilty,

performance and voter satisfaction was examined. Overall,voters trusted the system and

found it comfortable to use.

Parts of this work were presented in EVote2012.
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Chapter 1

Introduction

The foundations of modern cryptographic voting systems were laid in the 1990’s introduc-

ing powerful techniques such as homomorphic tallying and mixing networks. Almost all

early work assumes the voter has access to some trusted computational device at voting

time. In 2004, Chaum [Cha04] and independently Neff [Nef04]proposed cryptographi-

cally secure voting systems in which the voter has access to no computational device at

voting time, and since then most research has focused on suchbare-handed, end-to-end

verifiablevoting systems.

In 2008 Benaloh [Ben08] suggesteddual voting. In Benaloh’s system the voter fills in

a plaintext ballot and a scanning machine produces from it a printed plaintext ballot (that is

cast into a ballot box) together with a cryptographic encryption (that is uploaded to a public

web page) and an electronic receipt (that the voter takes home). The system is end-to-end

verifiable using standard cut-and-choose techniques.

There are several advantages to dual voting. Cryptographicvoting, in general, is more

vulnerable than paper-based voting toglobal failures and attacks. This can be demonstrated

with a simple global failure. Many cryptographic protocolsuse a k-out-of-n threshold en-

cryption scheme. It may happen that (accidently or deliberately) too many keys are lost, in

which case, the elections’ results cannot be recovered. Paper-based systems are, in contrast,

more resilient to global failures. Thus, dual voting systems supply the stronger guarantees

of end-to-end verifiability characteristic to electronic cryptographic voting while retaining

resiliency against global failures.
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Another major advantage of dual voting is psychological. Dual voting systems often

retain the look and feel of paper-based systems, which makesthese systems more familiar

and trusted to voters used to paper-based voting. Furthermore, during the experiments it

became evident that people trust paper, probably because paper is something one can hold

and readon his own. The fact that Wombat had paper backup made it easier for Meretz

Party to decide in favor of using it.

In dual ballot systems, an adversary wishing to forge the elections needs to break both

the paper based and the cryptographic systems. On the downside, it is enough to break one

system to breach privacy.

Finally, in dual ballot systems it should be decided in advance when to count which

system. Indeed, in some states (like California) the law requires to count paper ballots,

while in others, only a sample is required. The following options seem reasonable:

• Use the paper-based system as backup only for disaster recovery, e.g., when private

keys are lost, or when the bulletin board goes down during theelection.

• Count both systems (for all polling stations or for a sample of them) and if they

substantially differ hold a police investigation.

While the theory of cryptographic voting is extensive, and quite well understood, not

too many cryptographic voting systems have been actually tested in practice. Helios [Adi08,

APMjQ09], which is a web based voting system, had been used inseveral elections totaling

more than 25,000 voters. Pret-a-Voter was tested at the University of Surrey Student Union

elections in 2007 [BHP+09]. A recent version of Pret-a-Voter [LR08] also supports dual

voting. Punchscan was used at the University of Ottawa in 2007 [EC07]. Scantegrity II was

used at the Takoma Park, Maryland municipal elections in 2009, servicing over 1,700 vot-

ers [CCC+10]. Scantegrity II also supports dual-voting. Except for Helios, those systems

use pre-prepared ballots.

A common criticism on cryptographic voting systems concerns theusability issue. It

is often said that cryptographic voting systems are too complicated for the common voter.

This work sets to design and implement a dual ballot system that retains the feel and look

of paper based elections in Israel, trying to prove that suchsystems suffer from no usability

issues. This work describes the implementation of a bare-handed, end-to-end verifiable,
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dual (paper and electronic) system with ballots printed on-demand (as opposed to pre-

prepared ballots). The design is closest to Benaloh’s system [Ben08] adapted to Israel’s

paper-based system.

Wombat was successfully tested thrice. It was first used in anthe Interdiciplinary Cen-

ter at Herzlya student council election held in May 2011, again in Meretz’s party leader

election held in February 2012, and again in the 2012 IDC student council elections.

An essential part of this work has been published in [BNNFR+12].

1.1 Thesis Outline

The rest of this thesis is arranged as follows: Chapter 2 reviews the entities, trust model,

desired properties and cryptographic tools used by the Wombat and many other end-to-

end verifiable protocols. Chapter 3 describes and analyzes the Wombat protocol in detail.

Chapter 4 details the implementation of the Wombat protocol, the three elections in which

it was used and a security analysis performed on Wombat’s implementation.
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Chapter 2

Preliminaries

This chapter will sketch the desired properties of any end-to-end verifiable voting protocol,

the entities that may play a roll in an election, the cryptographic tools used by Wombat and

its trust model. As these are common to many cryptographic election systems, this chapter

will provide only short explanations.

2.1 Desired properties

The most crucial property required from electronic voting systems isintegrity, meaning that

it is impossible to forge the election results. Another crucial property isprivacymeaning

that no one can link a voter to his vote, and even further, a voter cannot convince a coercer

what his vote was, even when the voter cooperates with the coercer (such a system is

coercion-freeor incoercible).

A system isvoter-verifiableif any voter can verify that his vote was correctly recorded

and is included in the tally. A system isuniversally-verifiableif anyone can verify that all

recorded votes are properly tallied. A system having both properties isend-to-end verifi-

able.

One can roughly divide the new voting systems into two classes: voting systems where

ballots are pre-prepared before election day [Cha04,RP05,FCS06,AR06,CEC+08,CCC+08],

and voting systems where ballots are printed on-demand in the voting booth behind cur-

tains [Nef04,MN06,Ben06,Ben08,SDW08]. On-demand systems often have easy interface
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to the voter (often using touch screens). Regarding privacy, in print-on-demand voting the

voter often has to tell his choices to the voting machine - thus losing privacy towards the

voting machine, whereas pre-prepared ballots avoid this problem. On the other hand, when

ballots are printed in advance it is crucial to guarantee that these ballots are kept secret

(and in particular that the ballots are not, e.g., photocopied by an adversary) leading to

the chain of custodyproblem. Another privacy issue in print-on-demand systemsis the

possibility of subliminal channels where the booth leaks information about the votes to

outsiders. [FB09,AN09,GGR09] show how to mitigate these types of attacks.

2.2 Cryptographic tools

Wombat uses only standard cryptographic primitives used inother cryptographic election

protocols and therefore they will be mentioned without muchdetails.

ElGamal encryption. ElGamal [Gam85] is an asymmetric homomorphic encryption scheme

which works over a multiplicative groupG of prime orderq.

Zero-knowledge proof of 1-out-of-ℓ re-encryption. [CDS94] presents a zero-knowledge

proof that a cipher-textc is an encryptionc = Ench(m, r) of some messagem from a

set of elementsm1, m2, . . . , mℓ. The proof does not reveal any other information about

m (or anything else). The proof is an efficient three-move, honest-verifier zero-knowledge

public-coin protocol. Combining it with the Fiat-Shamir method [FS86] results with an

efficient non-interactive zero-knowledge proof thatc is an encryption of a message from

the specific domain.

(t, n)-treshold verifiable ElGamalkey generation. A scheme based on [Ped91, Ped92]

that generates an ElGamal public key andn secret shares distributed amoung parties such

that anyt parties may decrypt any message but anyt− 1 parties cannot.
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Mix-net. A single trusted party can easily generate an ElGamal publickey and later de-

crypt a list of ciphertexts and output the resulting plaintexts in random order. A mix-

net [Cha81] is a protocol executed by multiple parties that provides the same functionality,

but in a weaker trust model where only a certain fraction of the parties are required to

remain uncorrupted.

More precisely, the parties first execute a distributed key generation protocol to gen-

erate a joint ElGamal public key such that the correspondingsecret key is(t, n)-threshold

verifiable secret shared among the parties. This means that at leastt honest parties must co-

operate to recover the secret key and no set of up tot− 1 parties has any knowledge about

the secret key. Given a list of ciphertexts, the parties thenemploy a protocol to jointly

decrypt the ciphertexts and at the same time randomly permute the resulting plaintexts

without leaking any knowledge about the permutation used.

Wombat uses auniversally verifiablemix-net where the parties prove that they mixed

and re-encrypted correctly using honest-verifier, public-coin zero-knowledge proofs. An-

other possibility was to use homomorphic tallying, howevermix-nets support more com-

plex voting schemes.

Fiat-Shamir heuristic. A cryptographic scheme presented in [FS86] that allows to trans-

form honest-verifier public coin zero-knowledge proofs to non-interactive proofs verifiable

by any outside party.

2.3 Entities

Voter. Any person who is registered for voting. He does not have any access to the

internet or any computational power at the voting booth (hands-free voting).

Election officials. Officials appointed by the government entrusted with running the vot-

ing process and tallying the paper votes.

Polling station committee. A group of officials appointed by the government to a specific

polling station in which they are entrusted with managing the voting process, including
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identifying voters before they are allowed to vote. The committee has a computer with a

scanner and connection to the internet, used to identify voters and upload the ciphertext

part of their ballot onto the bulletin board. The uploading may be deferred till the end of

the election day.

Voting machine. A deterministic box (i.e., a machine that does not use randomness of

its own), built and programmed by the government. It has a touch screen and a printer as

its only input/output devices. It gets as input the voter’s choice and prints a dual-ballot

containing the voter’s choice in the plaintext part and an ElGamal encryption of the vote

in the ciphertext part, together with some authentication info (see below for details). The

voting machine must be kept behind curtain to keep the voter’s privacy.

Smart cards. Each voting machine is equipped with two smart cards (and each smartcard

is associated with a specific voting machine). The smart cards generate the randomness

used by the voting machine in a secure and verifiable manner (see 3.3 for a discussion of

the role of the smart cards in the system).

Dual-ballots. Paper notes, printed by the voting machine. Ballots are divided into two

detachable parts: the electronic ballot and the physical (plaintext) ballot. The electronic

ballot has the encrypted vote along with a digital signaturecertifying the electronic ballot.

The physical ballot has the actual vote printed on it. It can be folded into half, and then

glued using some standard adhesive strip, thereby hiding the plaintext inside.

Ballot box. Identical to ballot boxes in current election processes.

Bulletin board. Secured and authenticated public database, accessible through a web

site interface, which contains the public key for thresholdencryption, signature and public

keys of all parties participating in the elections, all the casted encrypted votes and audit

information about the tallying process. The bulletin boardis accessible through the web by

all voters and participating parties. The bulletin board supports (1)read request, which can

be requested by anyone, and (2)append request, which can be requested only by official
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authenticated players. All bulletin board answers are signed with its signature key. The

bulletin board’s public key is known to all parties before the election starts (as that key

cannot just be published on the bulletin board).

Mix-Net Mixing network is the electronic module responsible for generating public en-

cryption key and decrypting the votes in verifiable and privacy preserving manner. It is

composed of several computers executing a predefined protocol where any quorum of pre-

defined size can successfully decrypt the votes. See 2.2 for further information.

Mix-Net parties - A set of officials, each one controlling a single mix-net server. The

mix-net parties should typically be either appointed by thegovernment or by the candidates,

although this does leave room for representatives of neutral bodies and institutions serving

the general public as part of their observing the election. After executing the mix-net, these

parties publish their results and audit information on the bulletin board.

Auditors - There are four types of auditors:

• Auditors assuring the orderly conduct of the elections process and overseeing polling

station committees.

• Auditors verifying that the electronic ballot appears on the web.

• Auditors auditing the voting machines.

• Auditors for the tallying process.

Auditors of the first type are officials appointed by the government. Auditors of the

second type are the voters themselves or anyone given accessto their receipt. Auditors of

the third type are officials appointed by the government and the voters themselves. Anyone

can be an auditor of the fourth type.
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2.4 Trust model

This section will explain the assumptions required to achieve the desired properties of the

protocol.

Assumptions assuring integrity. The polling station workers are semi-honest, i.e., they

will not allow to upload encrypted votes or to cast plaintextvotes that were not created by

legitimate voters.

Assumptions assuring incoercibility (and privacy). The voting booth will not collabo-

rate with any coercer or with any of the smart cards it uses. Furthermore, the smart cards

are manufactured by different companies and do not collaborate among themselves. Third,

the smart cards can be initialized only once and their internal memory cannot be read or

modified externally. Last, there is no dishonest subset of the mix-net parties large enough

to be able to decrypt messages.
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Chapter 3

The Protocol

The protocol is based on the protocols from [Ben06,Ben08]. Since the voting booth prints

ballots on-demand, the protocol prevent the voting booth from using subliminal channels to

compromise the voter’s privacy and does so by splitting someof the booth’s functionality

to external smart cards. For more details see 3.3.

3.1 High Level Description

This section will describe the voting protocol, as seen fromthe voter’s point of view.

The voter first enters the polling station and identifies himself to the polling station

committee. Given permission, the voter proceeds to the voting booth and makes his selec-

tion on a touch screen. The voting machine then prints adual-ballot. At this point in the

process the voter can either audit the machine, or, use the ballot for casting. Is is similar to

Benaloh’s [Ben06]cast-or-auditmethod.

The dual-ballot is a paper note, divided into two detachableparts: the electronic ballot

and the physical (plaintext) ballot (see Figure 3.1). The electronic ballot has the encrypted

vote along with a digital signature certifying the electronic ballot. The physical ballot has

the actual vote printed on it. It can be folded into half, and then glued using some standard

adhesive strip, thereby hiding the plaintext inside.

If the voter intends the ballot for casting, the voting machine prints ”For Casting” on the

ballot (see Figure 3.1). The voter then folds and glues the physical ballot (see Figure 3.3)
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and exits the voting booth. The electronic ballot is scannedby the polling station committee

and the information is uploaded to the public electronic bulletin board. The committee

stamps both parts of the ballot and detaches them in front of the voter. The physical ballot

is cast into the ballot box and the electronic ballot is takenhome by the voter as a receipt

(see Figure 3.4).

If the voter intends the ballot for auditing the voting machine prints additional audit

information on the ballot (see Figure 3.2). Audit ballots allow checking the consistency

of the voting machine, and inconsistent audit ballots serveas a proof that a given voting

machine does not function correctly. Audit ballots cannot be used for voting, and instead

the voter enters again to the voting booth to actually vote.

Figure 3.1: Dual-ballot before folding. Since it

is for casting, there is no barcode in the lower

part of the ballot.

Figure 3.2: Audit ballot. The audit information

is printed in the barcode in the lowest part of the

ballot.

Tallying. Once the polling stations close, the electronic tallying process takes place pub-

licly on the bulletin board. The tallying is performed by theuniversally verifiable mix-net

(see 2.2 for details). Manual tallying of the paper ballots may be performed at the polling

station after it is closed. The decision whether to count/sample the paper ballots or not is

left to the discretion of the officials organizing the elections and a policy defining when

paper ballots are tallied should be published prior to the elections.
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Figure 3.3: Folding a ballot (screenshot from the voting machine).

Figure 3.4: The casting process.

3.2 Detailed Description of the Protocol

This section will lay out in details the full protocol from cryptographic point of view.

3.2.1 Setting up the election

The mix-net parties jointly generate a master public-key using the distributed key genera-

tion of the threshold ElGamal cryptosystem. LetG, q, g be the public parameters and leth
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be the generated threshold ElGamal public key.

The bulletin board and all polling station committee computers generate signature key-

pair. The bulletin board’s public key is distributed to all participants separately from the

bulletin board.

Last, the election officials initialize two smart cardsSC1, SC2 for each voting booth.

The initialization of smart cardSCi consists of generation of a unique identification number

idi, generation of a signature key pair (possibly the same for all booths) and setting the

internal counterrnd cnti = 1. Also, the election public-key is stored on the card along

with the list of valid candidates. All the smart cards’ public keys are stored on the bulletin

board.

3.2.2 Election day

Voting. The voter enters the polling station and identifies himself.Given permission of

the poll workers, the voter enters the voting booth. The voter chooses his vote v using a

touch screen.

Denote the smart cards bySC1, SC2. The booth itself is a deterministic machine that

cannot generate randomness. The booth requests randomnessfrom the smart cards (to

avoid the subliminal channel problem). Each smart cardi ∈ {1, 2} increases by one its

internal counterrnd cnti, and returns amessage consisting of

[rnd cnti, ri, g
ri, SignatureSCi

(idi|rnd cnti|g
ri)] whereg is the generator from the

election public key andri is uniformly random.

The booth encrypts the vote byc = Ench(v, r1+r2). It also generates a non-interactive

zero knowledge proofπc thatc is an encryption of a valid vote (using1-out-of-ℓ zeroknowl-

edge proof from 2.2). The booth sends[rnd cnt1, rnd cnt2, c, πc] to SC1 (SC1 is chosen

before the election day, e.g. the smart card with lower id number). The smart card verifies

that the proofπc is valid forc, and that its internal countersig cnt1 is smaller thanrnd cnt1.

If all verifications pass, the smart card sets its internal countersig cnt1 = rnd cnt1 and

returns[SignatureSC1
(id1|rnd cnt1|rnd cnt2|c)]. Otherwise it returns an error message.

(The1-out-of-ℓ zero-knowledge proof is required to prevent the voting machine from leak-

ing previous votes in the encrypted message, thereby violating voter privacy.)
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The booth prints the first and second parts of the ballot (see Figure 1). More specifically,

in the physical ballot part it printsv and in the electronic ballot it prints:

id1, id2

rnd cnt1, rnd cnt2

gr1, SignatureSC1
(id1|rnd cnt1|g

r1)

gr2, SignatureSC2
(id2|rnd cnt2|g

r2)

c = Ench(v, r1 + r2), SignatureSC1
(id1|rnd cnt1|rnd cnt2|c)

The counters are used to prevent chain voting and reuse of randomness.

The voting machines have shielded printer outputs such thatthe voter can see that a

ballot is printed but cannot extract it before he chooses whether to audit the ballot or not.

Using the information printed in the electronic ballot, anyone can verify that the en-

cryption was computed with randomness that was produced by the smart cards. That can

be checked simply by verifying all signatures, and, computinggr1gr2 and comparing it with

the first element ofEnch(v, r1 + r2).

Now, the voter can (but does not have to) audit the voting machine and verify that

this ballot was properly produced. If the voter wishes do check it, he presses ”Audit the

machine” on the touch screen. Otherwise, the voter presses ”Cast”.

Auditing the machine. The booth prints ”Audit information:r1, r2” in the bottom of

the ballot. After the voter exits the booth the poll-workersverify that all signatures are

valid and that the randomness counters are equal and increased by one over the counters

of previously casted ballots. The poll workers also verify using the randomness printed

as audit information that the ciphertext printed on the electronic part of the ballot really

encrypts the plaintext printed on the other part. If so, theystamp the ballot and the voter

can return to the booth to continue his voting. The voter may also verify those properties

at home.

14



Casting. If the voter presses ”Cast” the booth prints ”For Casting” inthe bottom of the

ballot. The voter folds the first part of the ballot. Next, thevoter leaves the voting booth

and presents his folded ballot to the poll workers. The poll workers verify that his ballot

is not yet detached. They scan the electronic ballot, verifyits signatures and randomness

counters, stamp both parts of the ballot and detach the physical ballot from the electronic

one. All of this is done in front of the voter. The physical ballot is publicly casted to the

ballot box and the stamped electronic part is uploaded to thebulletin board and returned to

the voter as receipt.

The voter then leaves the polling station with the electronic ballot.

3.2.3 Tallying

After the election is over, for each polling station the mix-net takes all the encrypted votes

c1, c2, ..., cN and passes it through a (re-encryption) mix-net. The mix-net is made ofn

mixes, each one belongs to a different party. After the last mix outputs a list of ciphertexts,

c′1, c
′

2, ..., c
′

N
, verifiable threshold decryption is executed byt parties. The result of this

decryption is the tally result for this specific polling station.

In parallel, the physical ballots may be counted according to the policy of the officials

organizing the elections.

3.2.4 Auditing

Auditability of casting. The voter can check whether his casted electronic vote is posted

correctly on the bulletin board. Also, he can choose to auditthe voting machine and receive

an audit ballot that he can check at his home, using his own computer. Because the machine

has to commit to the ballot by printing it before it knows whether it is audited or not, the

machine has to decide whether to ”cheat” or not before knowing whether the ballot will be

audited.

Auditability of tallying. Universal verifiability of the tallying is achieved using the stan-

dard primitives of verifiable shuffles and verifiable threshold decryption. Anyone can
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download a program to check those proofs using his own computer. Anyone with suffi-

cient knowledge can write a program to verify those proofs himself.

Cross checking. At the end of the election the organizers will have two parallel systems

that can validate each other. The decision whether to count the paper based system or not

should be determined before the elections.

3.3 Informal Security Analysis of the Protocol

This section will analyze the Wombat protocol in order to show it meets the reuired prop-

erties from 2.1.

3.3.1 Integrity

In order to manipulate the results of the election, one must affect votes by either:

• Producing invalid ballots, or,

• Tampering with the contents of the ballot box, or,

• Changing votes to the bulletin board, or,

• Forging the tallying computation.

To prevent the first,

• The validity of all the electronic ballots is verified beforethe mix-net operation.

• A voter or an auditor can verify that the machine encrypts a correct vote by choosing

to audit the machine after entering a vote.

The second issue is solved by the assumption that the pollingstation committee is

semi-honest and the ballot box is placed in a widely-visiblespot in the polling station, so

the polling station officials will not allow the ballot box tobe tampered by anyone.

The issue of changing the bulletin board is addressed by two requirements. First, the

polling station must sign any vote it uploads to the bulletinboard and keep a confirmation,
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signed by the bulletin board, that the votes were uploaded. That way, if some legitimate

votes are missing from the bulletin board, the polling station could prove to auditors and/or

the government that it indeed uploaded the votes. Second, atthe end of the elections day,

the voting station committee should verify that the number of votes in the bulletin board

matches the number of voters that voted in that polling station.

The issue ofBallot Stuffing, i.e., adding legal votes by unauthorized party, is addressed

by the counters mechanism. For the polling station committee to do ballot stuffing it would

need to produce legal ballots with increasing counters and legal signatures. In order to

produce them they will have to have access to the voting machine and station computer. As

was assumed, the polling station committee is semi-honest and the contradictory interests

of the members of the committee and external oversight will be enough to prevent ballot

stuffing.

The fourth concern is handled by the verifiable mix-net and verifiable decryption pro-

cess. Each mixnet party has to output a non-interactive zero-knowledge proof that it mixed

and re-encrypted its input ciphertexts into its output ciphertexts correctly. Each party par-

ticipating in the decryption process produces a similar proof. Together they prove with

probability exponentially close to 1 that the plaintexts are valid decryptions of the input

ciphertexts. Usingt-threshold decryption system assures that as long as there are at leastt

honest decryption parties, the decryption process cannot be obstructed.

As explained before, an important feature of the system is the cross-check of the elec-

tronic tally against the paper tally, and the way this cross-check can address concerns re-

garding the assumptions underlying the electronic system.

3.3.2 Privacy

Assumptions. Obviously, the voter has to disclose his choice to the votingmachine. In

order to lower the risk of data leakage from the voting machine, it is assumed that only

one among the two smartcards and the voting machine is malicious, in which case privacy

would still be preserved. As for the mix-net, in which in theory the link between a voter

and his vote may be disclosed, the protocol assumes that there is at least one honest party

(a maximum oft−1 malicious parties) participating in the mix-net protocol,in which case
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privacy would still be preserved.

Subliminal channels. If the voting machine is capable of picking its own randomness, it

can pick randomnessr such that the last two digits ofgr which are printed on the ciphertext

part of the ballot and uploaded to the bulletin board, are identical to the candidate’s index.

To prevent this, the voting machine’s output is made deterministic and uses the smart cards

to generate the needed randomness.

In practice, the voting booth knows the votes and the smartcards know only the random-

ness, so they cannot generate randomness that discloses anyinformation on the actual votes.

This makes the booth’s public output fully determined by thesmart cards’ randomness, so

the booth cannot leak any information. As stated in the system’s trust model (see 2.4), only

one of the three components, the booth and the two smart cards, may be malicious. If any

two of them are malicious then it is possible to leak information (e.g., the booth sends the

vote to one smart card which uses this information to choose randomness that depends on

that vote).

Using the smartcards does not help if the booth may request new randomness from the

two smartcards until that randomness serves its malicious purpose. The prevent this, the

smartcards increase their internal counters for every randomness requested. These counters

are printed on the ballot and provide a way to verify that the booth does notskiprandomness

requests.

Gaps in the printed counters may occur as a result of three cases:

• A smart card is skipping legitimate counter values.

• The voting machine is repeatedly querying a smart card for randomness as described.

• A voter has printed several ballots which he did not hand in tothe polling station

committee for stamping.

The third case may be distinguished from the rest by logging the generation of random-

ness in the voting machine or even with real time monitoring,i.e., using a counter display

outside the voting booth that enables the polling station committee to follow the voting

booth’s counters throughout election day. If the polling station committee finds regular
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gaps in the counters of the smart cards, then it should decommission the voting machine

and send it to forensic analysis by election officials and/orauditors.

Finally, a voting machine may leak information by printing astring that encodes current

and past votes, instead of printing a valid ballot. This would normally be detected only at

the end of election day when all ballots are decrypted, so it does not pose an integrity threat

but it does pose a privacy threat. The1-out-of-ℓ encryption zero-knowledge proof is used

to prevent this attack. In order for the ballot to be processed, the ciphertext needs to be

signed by one of the smartcards. For the smart card to sign a ciphertext, the voting machine

has to produce a zero-knowledge proof that the ciphertext isan encryption of a valid vote.

As the voting machine and the smart cards are not collaborating (see 2.4) and therefore the

machine cannot obtain a signature on an invalid ciphertext.

Is should be noted that in systems where the booth prints paper ballots, there is always

the possibility of ”local” subliminal channel. Consider a booth with a printer that prints the

barcode slightly (say 1mm) shifted to the right or to the left, depending on the last vote.

Such channel and similar ones are hard to discover. However,this attack is only local since

the channel receiver has to see the actual receipt.

3.3.3 Incoercibility

Regular coercibility. The cryptographic assumptions imply that any two distributions of

ElGamal encryptions for different parties are computationally indistinguishable. Therefore

the coercer cannot distinguish between a vote for his preferred party and a vote for the

voter’s preferred party.

Chain voting. Chain voting is a scenario in which the coercer is able to obtain a single

legal ballot for his chosen candidate and take it outside thepolling station. Outside, he can

record the ciphertext part of the ballot. Next, he gives thatballot to a voter, demanding

that the voter vote with the coercer’s ballot, present the stamped receipt as proof that he

did, and provide the coercer with another legal ballot for the same candidate. The counters

mechanism prevents this scenario. A ballot held by the coercer becomes invalid when

another person uses the same voting machine, increasing thecounters to a value above the
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counter printed on the coercer’s ballot.

Coercion to vote randomly. In this scenario a coercer attempts to force a voter to vote

randomly by demanding a receipt with specific statistical properties, which is easy to gen-

erate if the voter agrees to pick a candidate according to therequired property but hard to

generate if the voter insists on voting according to his preference.

Because the voter makes his choice before the random string is shown to his, thus

making the randomness independent of the voter’s choice, the voter cannot be coerced

according to this scenario.
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Chapter 4

Implementation and Experiments

4.1 Implementation

4.1.1 Objectives

The ultimate goal of Wombat was to adhere as much as possible to the current system, and

make Wombat simple enough for voters, election officials andauditors so that it can be run

by parties with minimal skills. And to do this without compromising on system secrity.

Wombat was implemented in the Java programming language, using virtually only open

source components. The interoperability between the different modules was to be imple-

mented using Web Services. Where secure communication was needed, Wombat used Web

Services over the HTTPS protocol.

4.1.2 The voting booth

The voting booth machine is a metal box containing a PC, touchscreen and an industrial

printer capable of printing both text and 2D-barcodes. In order to prevent the user from

extracting the ballot before due time, the printer output slot was protected by a transparent

plastic slot, so that the voter could see the partially printed ballot but not extract it.

The software was designed to run on a Live Linux OS, although as the PC came off

the shelf set up with Windows XP which was eventually used forthe elections. The soft-

ware configuration consisted of the booth’s private signature key, all possible candidates
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with their full names and numeric representation, mapping between track and available

candidates for that track and the public threshold key and smart card keys.

In the IDC student council election, when a voter entered thevoting booth, he was

asked for his track number. Accordingly, the voter was askedto vote for the corresponding

races.

After several tests examining how volunteer subjects operate the booth with little to no

instructions beforehand, it was decided to hide the ballot auditing feature. Instead of asking

the voter explicitly whether he would like to audit the ballot, the voter could audit his ballot

only by pressing a hidden button while the ballot was printed. This way the voting process

for the common voter became simpler while still allowing ballots to be audited by auditors

and sophisticated voters. The instructions for auditing the voting booths were available at

the polling station on election day and also on the election website before the elections.

Figure 4.1: Screenshot of the Printing window with the (transparent) audit button.

4.1.3 The polling station committee

The polling station manager computer had three tasks: to access the database of eligible

voters assigned to that polling station and their track number, to keep track of voters that

voted, and to periodically upload scanned votes to the bulletin board. It was made of a

PC running Windows XP and attached to a barcode scanner, compatible with 1D barcodes

and 2D barcodes. The computer was pre-configured with the public signature keys of the

voting machines in the polling stations and of the smart cards in each voting booth. It run

a Java GUI software that used the barcode-scanner to scan voter identification cards and
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mark voters in the database. The same program also scanned ballots, verified the signatures

on them and accumulated votes in the database. In addition, the polling station committee

had a paper stamp to stamp voted ballots as described by the protocol.

The polling station also had a dedicated computer for accumulating the scanned votes

from polling station manager computers (over a LAN), as wellas for managing the voter

registry and for provisioning and monitoring the entire system. The PC ran a MySQL

database server and, in addition, a program uploading the signed accumulated votes file to

the bulletin board every few minutes.

4.1.4 The website (www.wombat-voting.com)

The website was installed on a virtual private server (VPS) on the internet. The standard

software installed on the server included Linux operating system, Apache Web Server,

MySQL database and Oracle Weblogic Application Server, Thededicated software on that

server was divided between a module for uploading the votes to the database and the web-

site which displays information about the election processand which allows searching the

database for a specific vote (or viewing all votes together).The uploading server was im-

plemented as a Java EE application that runs on the Weblogic application server. It exposed

a Web Service interface for uploading scanned votes.

The website itself was written in PHP using the Wordpress infrastructure. It contained

explanations about the voting, auditing and tallying processes, all public keys, the mix-net

proofs of correctness, the uploaded votes file and signatureand election results. The site

further allowed voters to find their votes inside the vote filethereby making sure that their

vote participated in the tallying process.

Although the internet was used for communication network between the different mod-

ules of the system, this is not mandatory. In case one worriesaboutDenial of Service

attacks, the system can be setup to communicate over a private network, and use the web-

site only as a front-end.
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4.1.5 Android ballot verifier

In order to allow voters who used the audit feature to audit their vote more easily, an open

source Android application was developed for the project. The application allows voters to

take a picture of the ciphertext part of the ballot and the audit part of the ballot (if it exists)

using the smartphone’s camera. The Smartphone would then verify that the signatures on

the ballot are correct. If the ballot is an audit ballot then it would verify the ciphertext was

generated using the randomness specified in the audit part. If it is ”For Casting” ballot, then

it would verify that the ciphertext information is posted correctly on the website. It should

be noted that the application was developed independently of Wombat by Tel-Aviv Univer-

sity students, thus demonstrating the feasibility of having external observers of Wombat -

may they be voters, candidates or neutral parties - develop their own auditing tool.

4.1.6 Mix-Net

The mix-net was implemented using Verificatum [Ver11], which is a free and open source

implementation of an ElGamal based mix-net. The goal is to befaithful to cryptographic

theory, yet general and fast enough for practical applications. Most of the code is written in

Java, but native arithmetic code is also available for improved speed. The complete protocol

is a combination of several subprotocols, most importantlythreshold key generation, mix-

net and verifiable threshold decryption.

Due to lack of computers on which to run the mix-net, the Wombat system has several

Linux LiveUSBs, with a full distribution of Linux and verificatum installed. In this way,

the mox-net could be run on any available computer.

4.1.7 Unimplemented functionality

Due to time constraints and limited resources not all planned features were implemented in

time for the first IDC elections. These features were replaced as follows:

Smartcards. Due to lack of testing time, smartcards loaded with the smartcard applica-

tion were not deployed to the voting machines. Instead, the machines were set with internal

smartcard simulator.
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Multiple polling stations. Wombat currently supports only one polling station with mul-

tiple booths. The only addition required in order to supportmore is key managment feature

in the web service.

Merkle hash trees. In Wombat’s original design the polling stations would upload only

the newer votes to the website. In order to make sure that the website does not remove

chunks of votes from the list, the posted votes were to be protected by Merkle Hash

Tree [Mer87]. Due to time restrictions, it was decided that the polling station should upload

all the votes to the website every time, signed by the pollingstation as a single file.

Secure communication. The Wombat protocol specifies that the communication be-

tween the polling station committee and the bullettin boardshould be ’secure’. Wombat’s

original design required an SSL connection. Due to resourcerestrictions and the fact the all

the information that passes between the bullettin board andthe polling station committee

is public, we have decided to replace SSL with a simple challenge response protocol.

4.2 Elections with Wombat

The Interdisciplinary Center’s student council electionstook place for three consecutive

days, May 17th to 19th, 2011. There were several simultaneous runs: 78 candidates com-

peted over 56 available seats in the student council, in addition to runs for the student coun-

cil president and vice president, and runs for representatives of 27 special tracks. About

2097 voted out of about 6000 registered voters (about 33it took a voter 1-2 minutes to vote,

comprising of about 30 seconds of interacting with the polling station worker before voting,

one minute interacting with the voting machine and 30 seconds of interaction with polling

station workers after voting. After the closing of the polling stations, the mix-net was run

on a single machine. The whole process took slightly less than 20 minutes and the election

results were announced 45 minutes after the closing of the polling station on the last day of

the elections. No contentions were filed.

Meretz is a small political party in Israel, with about 3The party council consists of

about 950 members and elects the party’s leader. There was a high turnoff at the elections
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with about 830 voters (about 88of the voters were over 50 years of age. The Meretz party

leadership elections were a simple plurality vote.

The second IDC student council elections were held between May 22th and May 24th

2012. The number of candidates, eligible voters and actual voters was almost the same as

in the first elections.

In order to educate potential voters about the system, in both elections the voting pro-

cess was explained in the website in advance. Furthermore, at the entrance to the polling

station one of the developers stood and explained the process to waiting voters and what

they had to do once inside the polling station. There were also large posters explaining the

process posted outside the polling station.

4.2.1 Lessons Learned

Without guidance, many voters did not fold their ballot at all or folded it incorrectly (in

both elections). This was partly due to bad design of the ballot that made it possible to

fold the ballot in two different ways. When one of the system developers demonstrated the

correct folding before entering the voting booth the error rate virtually dropped to zero.

The developers of Wombat explained to interested voters thedangers of DRE voting

(i.e., where a computer simply stores the votes internally). Voters quickly understood the

issue and many of them reported that they feel better knowingthey can actuallyseetheir

vote in plaintext. Also, many voters (especially the younger ones) enjoyed voting with the

new technology, and as a result, were more open-minded to learn about the system.

4.2.2 The Questionnaire

In the first election, voters were asked to fill in an on-line questionnaire or participate in an

exit survey. The online questionnaire was composed of 10 questions, 2 of which admin-

istrative, 6 about the voter’s understanding of the voting process and his/her satisfaction

and two about the perceived privacy and integrity of the system. In total, 481 voters par-

ticipated in the survey, 403 of them answering the on-line survey and 78 the exit survey.

The survey response rate was just under 23%. About 37% of those who answered were

female and 62% were male; with 4 voters declining to state their gender. In general, survey
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participants were well distributed among seven fields of study. The majority (about 73%)

of survey participants verified their ballot. It should be noted that the high participation

rate is due to a lottery of two campus parking lots (a desirable bonus) among those who

participated.

Information on a voter’s satisfaction with the voting process was captured via the survey

question, ”Thinking about your overall experience at the polls today, how satisfied are you

with your voting experience?”. Over 85% of respondents reported being satisfied.

Voters were also asked their opinion over the simplicity of the voting process. The

majority of survey respondents believed the voting processwas clear and simple. Across all

survey participants, 60% of respondents strongly agreed that the voting process was clear

and simple; with just over 1% of respondents strongly disagreeing. About three-quarters

of survey respondents agreed with the statement that they understood why the ballot was

separated.

Furhter discussion of the questionnaire and its implications can be found at [BNNFR+12].

4.3 Security Analysis of the Implementation

Guy Lando and Bar Perach have performed a security analysis of the Wombat implemen-

tation and have published a detailed report of their findings[LP12]. The analysis confirms

the security the Wombat protocol under the stated assumptions and presents implementa-

tion exploits only. It lists 50 different findings, each representing a bug, missing feature

or other weakness of the implementation. These findings are then combined into 7 attack

scenarios of which 6 were implemented according to the report. The report concludes by

stating that most of the findings are easy to fix and if all findings are fixed the implementa-

tion can be considered secure. If these finding are not fixed, however, using them or simply

publishing them may damage the system’s credibility.

This work cannot list and answer all findings. However the findings can be grouped

into several categories with common properties.

Many of the findings exist due to insufficient development time before the first elections

the used Wombat. Findings 4, 5, 10, 12, 14, 24, 25, 27, 34, 35, 40, 42 and 50 could be found

and averted had there been more time for development and testing. Other findings exist due
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to lack of experience in secure programming and security in general in the development

team. Findings 5, 13, 15, 16, 20, 21, 25, 26, 29, 30, 31 and 32 could have been averted

if the the development team of Wombat had the needed experience in programming secure

systems.

Another part of the findings (8, 9, 17, 33 and 39) refer to the storage of and access

control to different components of the wombat system before, during and after elections.

These issues are chain of custody issues and appropriate procedures should be defined by

the election authority to restrict the access to system componets.

A third part of the findings refers to the wombat website and fails to make a distinction

between the site’s functions as a bulletin board (receiving, validating and publishing the

signed file containing all the votes) and its functions as a verifier, enabling a voter to verify

that his vote is in the votes file. Findings 2, 3 and attack scenarios 5.1, 5.2, 5.3 attack

only the verifier functionality of the website. If Wombat is used in future elections of more

significance, third parties will write independent verifiers to make sure that a given vote is

in the votes file and thus preventing these findings of damaging the system.

A final set of findings (43, 44, 45, 47, 48 and 49) are merely informative. They do not

create any weakness in the system but allow an adversary to gain more information about

different components of Wombat.

Several of the findings deserve a more detailed explanation:

• Finding 1 shows how an adversary could crash the voting boothapplication by press-

ing two buttons simultaneously and then gain control over the booth. This attack is

used to create a ballot with a very high serial number. The report doesn’t mention

that the voting booth will continue to create ballots with high numbers, and the voting

process will continue. Also, this attack is easy to recognize.

• Finding 5 describes a man-in-the-middle scenario where theadversary can gain a

valid polling station signature on malicious votes file by intercepting the communi-

cation between the polling station and the bulletin board. The finding is caused by

faulty implementation of the challenge-response protocolthat was used instead of

SSL due lack of resources. See 4.1.7 for further details.

• Finding 7 refers to a feature added to the system for the Meretz elections. The party
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required the ability to vote with pre-printed ballots for persons with special needs.

Therefore a bypass for the serial numbers verification was added to the system. The

risks were explained in detail to Meretz’s personnel and they were accepted.

• Finding 11 refers to system’s source code, potential voterslist and other information

accessed with encryption. This information is public and therefore there is no need

to protect it.

• Finding 19 states that the bulletin board erases the old votes file whenever a new

votes file is successfully uploaded. The bulletin board alsosaves a copy of the old

file as backup, making all denial-of-service attacks that use this finding recoverable.

• Finding 23 discusses the bulletin boards administrative console being accessible

through the internet but shows no actual attack that uses console.

• Finding 37 describes a bug in the polling station committee software that allows to

scan a ballot after faulty identification scan. To turn this bug into an actual attack the

person manning the computer is required to collude with the adversary by scanning

a ballot even though the computer shows an error in the identification scan.

• Finding 41 states that it is possible to make the same encryption exist twice in the

votes file. If that happens, the mixnet code will find the duplicate and remove it.

• Finding 46 shows that the random number generator used to create the ElGammal

encryptions in the voting booth is weak. That finding can endanger voter privacy

because an adversary can guess the randomness used in the ElGammal encryption

and decrypt the voter’s receipt. The finding was caused due tothe unimplemented

smartcard functionality, which would have made the voting booth deterministic.

The security analysis report then discusses how the findingscan be used to undermine

Wombat’s properties by presenting several scenarios.

• Scenario 2.1 requires a chain of custody breach to acquire the polling station’s com-

mittee private key in order to perform a ballot stuffing attack.
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• Scenario 2.2 changes the votes file but cannot the polling station’s signature on the

votes file. Such an attack can be discovered by independent verifiers in real elections.

• Scenario 2.3 describes a legitimate ballot stuffing scenario, however it requires the

adversary to create ballots with valid smartcard or smartcard simulation signature.

• Scenarios 2.4 and 2.5 only change the behavior of the websitewithout modifying

the votes file stored in the bulletin board and therefore are attacks against the verifier

functionality of the website. In real elections, there willbe additional verifiers to

mitigate a weakness in the website.

• Scenarios 3.1 and 3.4 will indeed disable the system but willdo so in a recoverable

and noticeable way.

• Scenario 3.2 states that the old votes file is erased whenevera new file is uploaded.

However, as mentioned a backup is saved on the bulletin board. Therefore this sce-

nario cannot cause loss of casted votes.

• Scenario 3.4 doesn’t describe any actual attack because thefindings it uses are po-

tential only.

• In scenario 3.5, a ballot with very high serial number is created and used to disable

further voting. However, as stated, this attack will not disable voting because any

newer ballots will be created with even higher serial number.

• Scenario 4.1 requires that plaintext paper ballots be examined for fingerprints in order

to compromise voter privacy. That can be done with any paper based system.

• Scenarios 4.2, 4.4 and 4.5 require a chain of custody violation in order to gain access

to Wombat’s components.

• Scenario 4.3 allows violation of voter privacy by publishing private information about

him, but it doesn’t allow to discover the voter’s vote.

• Scenario 4.6 demands that the voting booth print a small signal in the voter recipt

that reveals his vote. This attack is possible in all voting systems where the printer or

voting booth that print the voter’s receipt also know his vote.
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• Scenarios 5.1 to 5.9 deal with undermining confidence in Wombat by changing the

content of the website or publishing some of the finding of thesecurity analysis.

• Scenario 6.2 describes what is in essence a chain voting attack. The coercer creates

a ballot with high serial number and forces a voter to use. In order for the voter to

be able to use it, he needs to do so before any other voters can create and use a ballot

with even higher serial number.

In conclusion, the security analysis exposes many weaknesses in Wombat’s implemen-

tation, though some can be mitigated. It is important to resolve these findings before using

Wombat again.
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