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Abstract. Delivering popular web pages to the clients results in high
bandwidth and high load on the web servers. A method to overcome this
problem is to send these pages, requested by many users, via multicast.
In this paper, we provide an analytic criterion to determine which pages
to multicast, and analyze the overall saving factor as compared with
a unicast delivery. The analysis is based on the well known observation
that page popularity follows a Zipf-like distribution. Interestingly, we can
obtain closed-form analytical expressions for the saving factor, that show
the multicast advantage as a function of the site hit-rate, the allowed
latency and the Zipf parameter.

1 Introduction

One of the largest problems in the web is to deliver the content efficiently from
the site to the user. High load on the server and on the network leads to long
delays or more extremely denial of services. Increasing the capacity for delivering
the content results in a high cost of extra servers and extra bandwidth. Moreover,
the capacity is planed to some value, though larger than the average load, but
almost always cannot accommodate the peak load. This is specially correct for
popular pages were the access pattern may be unpredictable and very unstable
(e.g. the famous Starr report case).

There are several methods to try to overcome the problem. One is to use
caches [13, 7, 1]. However, caches are not effective for frequently changing content
or for long files (e.g video, audio). A different possibility that we consider in this
paper is to use multicast [4, 8, 6], i.e., to deliver the content simultaneously to
many (all) users via multicast dynamic tree. Obviously, one may also combine
both caching and multicasting to further improve the solution.

At first, it may seem that multicast could be effective only if many users
requests exactly the same content at exactly the same time, which can occur
mainly in real time events. However, it is well known (see, e.g., [8]) that one



can cyclicly transmit by multicast a page until all users requested the page in
the multicast tree receive it. Note that each user needs to receive one cycle from
the time that he joins the tree (which does not need to be a beginning of a
new cycle) assuming that there are no faults. A more efficient methods that
overcomes possible packet losses can be achieved by using erasure codes, e.g.,
[11, 3].

The multicast advantage is manifested by combining together overlap re-
quests to a single transmission. This way the server load and bandwidth decrease
dramatically since all overlapped users appear almost as a single user. Hence,
the most attractive pages (files) to multicast are pages that are popular, i.e.,
have many hits per second, and pages that are large. Fortunately, the access
pattern to pages of a site are far from being uniform. Any non-uniformity on
the distribution of the access pattern to pages enhances the advantage of using
multicast since it results in more popular, hence higher concurrency, pages. It
has been observed [2, 10, 9] that indeed the access pattern for pages in a site
is highly non-uniform and obeys a Zipf-like distribution with o parameter that
is in the range of 1.4 — 1.6. With this distribution, a fixed number of pages ac-
count for almost all requests for pages (say 95%). As in many other events, Zipf
distribution occurs naturally, and so we assume that this is the request pattern
in order to obtain quantitive expressions for the multicast advantage. We will
present, the results in terms of the Zipf parameter o and note that even for the
pure Zipf distribution, i.e. for parameter o = 1, and furthermore even for Zipf-
like distribution with o < 1, a small number of pages (maybe not as small as
for @ > 1) still account for most of the requests. Since a Zipf-like distribution
has a heavy tail, assuming such a distribution on the access pattern is one of the
weakest possible assumptions in terms of the advantage of multicast.

It is worthwhile to mention that the popular pages may change over time. An
appropriate system that keeps track of the access pattern can easily maintain the
list of the hot pages. Hence, such a system can decide which pages to multicast
at each point in time according to the estimated parameters of the access rate
and the size of the pages.

We next discuss the results of this paper. We start, in section 2, by an anal-
ysis of a site in which all the information regarding the access pattern and file
distribution is given. The analysis is based on a criterion we derive, that deter-
mines which pages to multicast. This criterion assumes that the page access rate
is given, or estimated, and it also depends on the allowable delay to receive the
page, which in turn, determines the bandwidth in which the page is multicasted.
The major result of our paper appears in section 3, and contains a set of analyt-
ical expression for the gain in bandwidth (and server load) in serving a typical
site by selective multicast (i.e., multicast of hot pages) as compared with the
standard unicast serving. For the typical site we assume that the access pattern
follows a Zipf-like distribution with some parameter a. The overall saving band-
wiz factor achieved depends on the access rate to the site and the latency that
we allow for pages. Section 4 extends the analysis to a site with various typical
file groups. The paper is summarized in section 5.



2 Analysis for a Given Site

We make the following notations

— n the number of pages in the site.

— p; probability of requesting page i for 1 < i < n given that a page was
requested from the site.

— S; is the size of page i, in bits, for 1 <i < n.

— X the average access rate in hits per unit time, to the site. We note that
A = N)Ag where N is the size of the population accessing the site and Ag is
the average access rate of a person from the population to the site.

As a step toward an analysis for a typical site we make an analysis for a
given site with the probably unrealistic assumption that all the above parameters
(n,pi, Si, A) are known. In this section we first compute the minimal required
bandwidth to serve this site by unicast. We then consider serving the site by
selective multicast, where we first determine which pages worth multicasting
and then compute the resulting bandwidth. By that we estimate the gain in
serving this site by multicast. Note that we assume that the site is planned to
have the ability of serving all requests and not to drop/block some of them.

2.1 Serving by unicast

Using the above notation the amount of bits per unit time generated on the
average in serving the page i is Ap;S;. Consider now

B, = ikpisi = Aipisi :
i—1 i=1

This formula is the information theoretic lower bound on the required band-
width for serving all the pages by unicast, since the total average number of bits
requested per unit time must by equal (on the average) to the total number of
bits transmitted. Note that the lower bound is independent of the transmission
rate of the pages. Moreover, the above formula stands for the minimum possible
bandwidth in the ideal case where we can store the requests in a queue and out-
put continuously exactly the same number of bits per time without any bound on
the latency encountered for delivering the files. The actual bandwidth required
by any practical system to support all requests (in particular, with bounded la-
tency) needs to be higher than this. Nevertheless, we essentially demonstrate the
multicast bandwidth advantage by showing that multicast requires less (some-
times much less) bandwidth than this information theoretic bound.

2.2 Serving by selective multicast

In serving a file ¢ by multicast, a carousel transmission (or better, a coded stream
using, e.g., Bandwiz block-to-stream code [11]) of the file is transmitted at some



particular bandwidth w; and all requests for the file are handled by receiving
from this multicast transmission. The bandwidth advantage in serving a file this
way comes from the fact that the file is served at the fixed bandwidth w; and
this bandwidth allocation is sufficient no matter how many requests the file has
during its transmission. In unicast, on the other hand, each request requires an
additional bandwidth allocation.

One may conclude that multicast can lead to an unbounded saving compared
with unicast, simply by allocating a small bandwidth w; to serve the file i.
But there is a price for that. The latency in receiving the file, whose size is
S; will become large. A reasonable multicast bandwidth allocation is such that
the desired latency L; is guaranteed. Note that the information theoretic lower
bound computed for unicast was independent of the latency we allow to deliver
any file (although the realistic bandwidth, higher than that, does depend on it as
discussed above). Thus, as the allowed latency is larger, the multicast advantage
is larger.

In view of this discussion, we assume that the bounds on the latencies for
the various files are imposed on the system. We use the following definitions:

— Let L; be the latency we allow for delivering page i using multicast.
— Thus, w; = S;/L; is the rate that we chose to transmit page i.

We note that the value of w; and L; are functions of the typical capability of
the receivers and network conditions. For example, w; should not be larger than
the typical modem rate if typical receivers access the site through a modem.
This implies that L; cannot be small for large files. Also for small files it does
not pay to have small L; since creating the connection from the receiver to the
site would dominate the delay. Hence we conclude that L; is never very small
and may be required to be reasonably large. As will be seen, the larger the Ly,
the better is the multicast advantage.

Out of the bandwidth allocated to unicast, the portion of the minimal band-
width required to transmit the file 7 is Ap;S; (which is the amount of bits per unit
time requested of this file). Thus, in using multicast, we reduce the bandwidth
to all the pages in which

Ap;iSi > w;
and in this case we replace Ap;S; by the bandwidth by w;. The above formula,

which provides the criterion for transmitting the file by multicast, is equivalent
to

ApiLi > 1.

Hence we conclude that the total bandwidth required by the selective multi-
cast is

Bm = Z w; + Z AplSz -

il)\piLi>1 il)\piLiSI



3 Analysis for a Typical Site

We consider a site, where the various pages can be partitioned into typical
groups. In each group the pages are of similar characteristics, i.e. approximately
the same size and same required latency for delivery to the user. For example,
one group can be text HTML files, another group can be pages with images
and yet another group can be audio, or video files. We first consider one such
group of pages. It is well known and has been consistently observed that the
access pattern to the pages in a group is not uniform. In fact, the advantage of
multicast improves as the distribution becomes less uniform since one needs to
multicast less pages to deliver the same fraction of the traffic. We make one of
the weakest possible assumptions on that distribution, i.e., a family of heavy tail
distributions on the access pattern. If the distribution is more skewed then the
saving by using multicast increases.

Assumption. Among a group of pages with the same latency the popularity
of pages is distributed according to Zipf-like distribution with some param-
eter a > 0. Specifically, the probablhty of the i’th most popular page is
proportional to 1/i® or equal to ey ) = where C(a) = Y1

217,"'

The above assumption is crucial for our analysis. The typical parameter «
which is usually observed for a typical site is in the range 1.4 —1.6. In the sequel

we will use the following approx1mat10n Z AN fab z%d:n or Z?:a Ziﬂ ~

i=a+1 3o
L4 fa Ldz . In particular 7 | L ~ 1+ fn Ldz .
Now, we are ready to continue the analysis. First we consider unicast. We

can approximate the expression

B, =X ipisz
i=1

by
B, = \E(S)

where F(S) is the expected size of a random page in the group.

Using the Zipf-like distribution we can evaluate the total bandwidth required
by multicast. Recall that it is worthwhile to multicast a page if Ap;L > 1 (L is
fixed for all pages in the group) and we should multicast the most popular pages
regardless of their size. Let k be the number of such pages that are worth to
multicast. Then k is the largest integer that satisfies Apy L > 1 or

= Pk

1
—_ > — .
C(a)k =L

Following the above formula there are three different cases that we need to

analyze according the to value of the smallest &k that satisfies the above formula:

— No need to multicast any page. This is the case where the access rate is small
and the required latency is so short that it is not worthwhile to multicast even
the most popular page (smallest k£ < 1). That corresponds to AL < C(«).



— Multicast all pages. Here the access rates are high or the number of pages
is relatively small such that it is worthwhile to multicast all pages (k > n).
Here all pages are popular which corresponds to AL > C'(a)n®.

— Multicast popular pages. This is the typical case where 1 < k£ < n and we
multicast only the popular pages according to our metric. This corresponds
to C(a) < AL < C(a)n®.

Clearly, in the first case multicast saves nothing. Later we discuss the saving
when we multicast all pages. We begin, then, with the interesting case where
1 < k < mn,i.e., the case of multicasting only the popular pages.

3.1 Multicasting the popular pages

1/«
In this case we get k = K%) J where 1 < k < n.

If we plug it into the formula of the total bandwidth of the multicast (i.e.
multicast the first £ pages and unicast the rest) we get

k n
Bm:ZSi/L+ Z )\plS,
i=1

i=k+1
Since the pages in a group have similar characteristics in terms of size and
required latency we can approximate the above by the following

E(S) (AL\"* E(S)\ [ 1
Bn~ — | — —_— —
L < C > + C /(%)1/(1 r® de

s () n
B C C (AL)y1/e r®

where we drop the integer value and we set
x

0=a®=1+/-%m.
1

Next, we separate between the case & = 1 and the case a # 1. For the case
a # 1 we also consider asymptotic behavior.

the case a = 1. Clearly

"d
C’:1+/ —x:1+1nn—1n1:1nen
1 :I/'

and

/n d—x—lnn—lng—lnﬂ—lnnlnen
%L:U_ C ML AL



Hence for the range of the typical case i.e., Inen < AL < nlnen, we have

E(S)A nlnen\ Inn + 1+ InBen
B, ~ <1+ln V7 )-E(S)A( on

_ B(S)A lnen—lnhi‘fn _ B (1 lnhi‘fn
B lnen B lnen )

If we compare it to standard unicast, the saving factor is

1
AL

1— In o5
Inen

R =

Examples of the savings can be seen in Table 1. Here A is given in hits per
second for the site (i.e. total rate for all pages), L is given is seconds (4 seconds
for html page, 20 seconds for page with pictures and 300 seconds for audio or
video clip) and n is the number of pages of the site. Plots of R appear in Figure
2 as a function of A (and also for various a’s, see also below).

A |L | n |saving, a =1

200| 20 [10* 2.41
200| 4 |10° 2.40

20 |300[10® 6.19

Fig. 1. Examples of the saving factor for a =1

the case a # 1. In this case

nd 1—a_1 l—-a _
C=1+/ _:U_1+n _n «
1 xe 1l-a 11—«

and

1—a
/” dx_nl_a—(%) =
(

o _
ALyi/a T 1—«

Hence for the range
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Fig. 2. The saving factor (relative to unicast) of the bandwidth (load) of a server for
multicast with Zipf-like distribution for various values of the parameter « as a function
of the number of hits per second. The number of pages is 10,000 and the latency is 25

seconds.

we have

B zE(S))\ A_L 1/a—1+n17a_(%)1/a,1
SEOX (ALY L e
T C o) "1-a

_ BN (_a <>\L(1 - a))l/al . nl_a>

We conclude that the saving factor compared with unicast is

11—«

nl= —q
a AL(—a)\ /¥
nl=o —a ( T )
n -

Again, plots of R as a function of A and various «’s appear in Figure 2.



asymptotic expression - a > 1. It is interesting to consider the asymptotic
behavior of the saving factor for a site, as the number of pages grows. It is
not hard to show that the saving function is monotone non increasing with the
number of pages. Moreover, for the case @ > 1, it turns out that the saving
factor approaches to a limit which is bounded away from 1. Hence, to bound
the saving factor for any number of pages we can assume that the number of
pages n approaching infinity. The saving factor R in the asymptotic case, which
as will be seen has a simpler expression (independent of n), is a lower bound on
the saving factor for any n (i.e. we save at least that much). This is very useful
since the number of pages in a site is usually large and continuously growing.

For evaluating the asymptotic behavior we approximate the expression for R
by replacing n'~® with zero. Then for the range =25 < AL we have

B ~ E(_S;é)/\ (_a <>\L(i; a))l/M)

= E(S)\(AL(1 — 1/a))! /o' .

Hence the saving factor relative to unicast is
R=(AL(1—1/a))" "/

and it is independent of n.

The saving factor of the total bandwidth for a site (including both unicast
pages and multicast pages) yields by multicasting the relevant pages can be
found in Figure 3 for « = 1.4, @ = 1.6 and a = 1.8 for few examples.

A | L |saving, o = 1.4|saving, « = 1.6 |saving, a = 1.8

200| 20 7.48 15.25 27.82
200| 4 4.72 8.49 13.60
20 (300 8.39 18.07 33.31

Fig. 3. Examples of the saving factor for a« =14, a =16 and a = 1.8

asymptotic expression - a < 1. Now assume that a < 1. For the asymptotic
behavior we can approximate the expression by assuming that n! ¢ is relatively
large compare to « (i.e n is relatively large). Then for the approximate range

-«

n
AL < ——
1—a< <1—a
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we have

nl—a

s (1 ) nia (ALé}_;a)>1/a1>

= E(S)A (1 —a(A\L(1 - a)/n)l/o‘_l) .

B ~ O (_a <>\L(1 - a)>1/“1 . nl—a>

Hence the saving factor is
. 1
1—a(AL(1—a)/n)/>?

relative to unicast. This expression depends on n (as n goes to infinity, the saving
factor goes to 1, i.e., no saving) but it is a simpler expression than above.

3.2 Multicast all pages

Here we multicast all pages i.e., kK = n which corresponds to the range AL >
C(a)n®. We have By, = ", S;/L = E(S)n/L. If we compare it to unicast, we
get that the saving factor is

AL
R=—.
n
It is worthwhile to note that the above saving factor holds for all values of

a. The range for achieving this saving factor is AL > nlnen for &« = 1 and
AL > W for a # 1. The range for a # 1 can be approximated by the
range)\LZ%fora>land)\[/2%fora<1.

It is also worthwhile to mention that the case a@ = 0 (i.e. uniform distribution)
always falls in the extreme case or the low traffic. That is if AL > n it is worth
while to multicast all pages and otherwise it is not worthwhile to multicast any

page.

3.3 Properties of the saving function
We list the following useful observations:

— The saving function is continuous monotone non-decreasing as a function of
AL for any given a and n in the admissible range. This can be easily proved
by considering the saving function directly.

— The saving function is continuous monotone non-increasing as a function of
n for any given o and AL in the admissible range. This can be easily proved
for @« = 1. For a # 1 this can be proved by showing that the saving function
is monotone in n® — a which is monotone in n.

— The saving function seems to be continuous monotone non-decreasing as a
function of « (also at « = 1) for any given n and AL in the admissible range.
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4 A Site with Various Groups

In this section we assume that not all pages have a similar size and latency. We
partition the files into r groups where in each group the files are of approxi-
mately the same size and latency. For group i we denote by fi(E;(S),);)) the
average bandwidth required for group j using the standard unicast serving and
by fI,(E;(S), )\, L;) the average bandwidth required for group j using multi-
cast. Recall that we do not limit the number of pages that we multicast and
hence, the decision if to multicast a page does not conflict with the decisions
to multicast other pages. Hence the overall bandwidth is superposition of the
bandwidth of the individual groups. Thus, we have that the total bandwidth
used in unicast is

ZfZ(Ej(S)Jj))

where fi(E;(S),\;)) = \jE;(S). The total bandwidth for multicast serving is
> FL(E(S), N L)
j=1

where for group j of the extreme case
Fin(Bj(S), 7, Lj) = E;(S)n/L;
and for group j of the typical case with a =1
AL;

; ln Inen;
T (Ei(S),Aj, Lj) = E;(S)A; | 1= Wn;

where for a # 1

fgz(Ej(S)aA]"L]') = T-a 1—a; J

J —
nj TLj Qy

_aj

l/ozjfl
Ei($)XN [ _,,. (Aij(l—aj)> 4ol
7 -

5 Summary

Our main contribution in this paper is the analytical analysis of the saving
factor that can be achieved by using multicast versus using unicast in serving
a a typical site. The analysis assumes the Zipf-like distribution for the access
pattern for the pages in the site. We note that for the most interesting case
where the parameter « of the Zipf-like distribution is larger than 1 the saving
factor is almost independent of the number of pages (i.e the site may contain a
huge number of pages). We also note that a crucial parameter in determining
the saving factor is the product between A and L which is the access rate for a
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group and the maximum latency we are allowed to deliver the files. We have also
designed a simple criterion for a given site to decide in advance (or dynamically
while collecting the information on the access pattern for the site) which pages
to multicast and which pages to continue to transmit with the standard unicast.

We note that the saving factor can be further improved, if we further consider
the peak behavior and not the average behavior of the requests. In this case the
requirement for unicast bandwidth grow, while the requirement for multicast
is stable. We can change somewhat the criterion of which pages to multicast -
instead of comparing the average required rate for sending a page in unicast to its
multicast bandwidth, we compare the instantaneous demand. The exact analysis
in this case requires assumptions regarding the stochastic access pattern. Recent
studies show that requests are not coming as, say, a Poisson process, but have
a self-similar heavy tail distribution (see e.g. [12, 5]). Thus, this analysis can
be complicated. Still, an approximation for the true saving can be obtained by
using the results derived here, and choosing for A a higher value, that will reflect
the peak demand instead of the average access rate.
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