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Abstract

We consider the family of decision problems of the threshold languages L,. A threshold
language L, is the set of n bit vectors having at least g(n) “1”s. Using a new technique for
controlling the size and structure of a hypergraph by a potential function, we prove lower bounds for
these decision problems on a PRIORITY PRAM with m shared memory cells and any polynomial
number of processors. The lower bounds are almost tight for the admissible range (m < n®). By
combining our results with the results of Vishkin and Wigderson and the results of Li and Yesha we
are able to show a complexity gap between an m cell PRIORITY PRAM having an exponential (or
unlimited) number of processors and one having only a polynomial number. A consequence of our
results is that PRIORITY PRAM and ARBITRARY PRAM with m shared memory cells and any
given polynomial number of processors have the same power (up to a small factor) for computing

symmetric functions.
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1. Introduction

This paper considers the PRAM model with limited shared memory. A PRAM consists of
processors P(i), ¢ = 1,...,p, and shared memory cells C(3), ¢ = 1,...,m, through which the
processors communicate. Since we assume that the number of shared memory cells (m) is smaller
than the input size (n), there are also n read only input cells (ROM) X (1), ..., X (n). There is a
hierarchy among the different PRAM models in accordance with the way they resolve write conflicts.
The strongest model is the PRIORITY model, where the minimal index processor (among those
attempting to write to the same cell) succeeds. We prove lower bounds for the PRIORITY model
with m shared memory cells, denoted by PRIORITY(m). In order to get more powerful lower
bounds we assume that each cell in the shared memory can accommodate strings of arbitrary
length.

For a given function g = g(n), the threshold language L, (see [LY2]) is defined by

Ly={(z1,., en)|zi € {0,1} (1< i< n) and ) z; > g(n)}

i=1
By symmetry we can always assume that g(n) < n/2. The language L4, where g(n) = n/2, is called

the MAJORITY language. The complexity of the family of threshold languages has immediate

implications on the complexity of symmetric functions.

1.1 Background and Previous Work.

The first to consider this model were Vishkin and Wigderson [VW]. They proved an (./n/m)
lower bound for computing MAJORITY (g = n/2) on PRIORITY(m). Their lower bound does
not depend on the number of processors and is tight for all m < n/ log? n. The upper bound can
be easily obtained using /nm processors. For general g(n) their method produces an Q(4/g(n)/m)
lower bound. They argue that the case of a single shared memory cell (m = 1), or of a constant
number, is not only interesting from the theoretical point of view, but is also well founded in
practice. For example, the “Ethernet” can be considered as a PRAM with a single shared memory
cell. They also point out that in [GGKMRS],[K] and [V] it is implied that the size of the shared
memory may determine the hardware feasibility of the parallel machine. More lower bounds for
PRAM with small shared memory appear in [B],[FMW],[FRW] and others.

Li and Yesha made more progress on analyzing the complexity of threshold languages in this
model. In [LY2], they considered the threshold languages L4 for ¢ = o(n). They noticed that
the Q(,/g) lower bound (m = 1) can be matched using (g?_s) processors. Since this number is
exponential in n, they suggested that it is of interest to find more accurate bounds for smaller

number of processors. They present a better lower bound only for the special case where the
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number of processors is linear and g = o(n'/*). Specifically, they showed that for g = o(n'/*),
a PRIORITY(m) with O(n) processors requires depth Q(g/m) to recognize L,. For m = 1, a

matching upper bound can be easily obtained.

However, the general problem remained open, i.e. to find the complexity of the family of the
threshold languages for any polynomial number of processors. Moreover, the lower bound in [LY2]
holds only for the subfamily where g = o(n! / %). Thus, it is desirable to determine the complexity
over the entire range of g. From the fact that the threshold can be found for any g in O(y/n) steps,
even for m = 1 and using only 1/n processors, (see [VW]), it follows that the lower bound of Q(g)
cannot be obtained for every g = o(n). Hence, it is of interest to know for which range the Q(g)

lower bound holds and how it changes for bigger g.

1.2 Our Results.

We address all these problems and prove a lower bound for the general case. We assume
without loss of generality that g < n/2, since the complexity of g and n — g is the same because of
symmetry. We prove that (g/m) rounds are necessary for solving the L, decision problem for any
polynomial number of processors and for the admissible range of g. More precisely, we show that
for any € > 0, and for any constant ¢ > 0, a PRIORITY(m) with O(n®) processors requires depth

1/2—¢

Q(min(Z, ——

)). This bound is tight for m =1 and g < n'/27¢ since it can easily be obtained
by using n/g processors. It is almost tight (up to a factor of n2€) for the remaining range of g and
for all m < nf. This follows from the existence of a simple algorithm that runs using one shared
memory cell in O(nl/z) rounds and n'/2 processors, and due to the fact that the lower bound is

reduced by a factor of at most m for m cell PRAMs, compared to a single shared memory cell.

Our results thus determine the complexity of the family of the threshold problems when a
polynomial number of processors is available. Moreover, we conclude that the running time of an
algorithm that uses a polynomial number of processors will not be better than the running time of
one that uses only a linear number of processors. Our results also show that the complexity of the
problem with a polynomial number of processors is different from the complexity in the exponential
case. Thus, there is a quadratic gap between the cases. For example, for m = 1 and exponential
number of processors the complexity is ©(,/g); however, for the polynomial range, we prove that

1/2

it behaves in the following curious way. It is g for ¢ < n'/?, and it becomes n'/? for the remaining

domain up to a factor of less than n¢.

By combining our results with those of [LY2], we show that for any polynomial number of
processors and m < n¢, PRIORITY(m) and ARBITRARY(m) require the same time complexity
(up to a factor of at most n%¢) for computing any symmetric function. For m = 1 we prove that
the two models are equivalent, for a large family of symmetric functions. These results are based

on the strong connection between computing symmetric functions and threshold decision problems

(see [LY2]).



Let us briefly elaborate on the techniques that are used to prove our main lower bound. The
main new tool is the use of a potential function on a dynamic hypergraph which changes at every
step according to the actions of the processors. The set of vertices of the hypergraph corresponds
to the ROM cells. The hyperedges reflect, at each step, the main set of constraints defining the
legal inputs at that step. We perform several types of transformations on the hypergraph so as to
maintain the following invariant: all the legal inputs have the same history. The construction also
guarantees that the set of legal inputs contains at least one input in L, and at least one which
is not. Interestingly, the structure and the size of the hypergraph are controlled by the potential
function. These structures also serve to control the information that each processor can deduce

from the ROM and the shared memory.

2. The Main Lower bound

Each step of the PRAM computation consists of four phases: each processor P(%) reads from
some shared memory cell C(j5), reads from some ROM cell X (k), performs a computation and may
try to write into some shared memory cell C (). The actions and the next state of each processor
depend on the current state, the values read from the ROM and the shared memory. See [VW] and
[LY] for formal definitions.

The strongest model, the PRIORITY model, is considered. Thus, the minimal index processor
succeeds in writing when write conflicts occur. Recall that PRIORITY (m) denotes the model with
m shared memory cells (width m). Since each round of PRIORITY(m) can be simulated by 2m
rounds of PRIORITY(1), all the lower bounds of m = 1 hold for PRIORITY (m) when divided by
2m. Thus, we can concentrate in the case where m = 1.

We state our main theorem.

The Main Theorem. Let k be any positive integer. PRIORITY(1) requires Q(g/k) rounds to

recognize Lg using p processors when the following inequality holds:
(21) p[2k+4g]2k+1 < nk-l—l

Corollary 1. Let € > 0 and d = o(logn). Then Q(g/d) rounds are needed in order to recognize
L, using p = O(n?) processors for g < n'/27¢.

1/2—¢

Proof: lorg<mn we can choose k = Cd where C is large enough constant such that (2.1)

holds for large enough n.
An important special case of Corollary 1 is when d is constant.

Corollary 2. For any polynomial number of processors (g) rounds are needed to recognize L

for g < n'/?-¢.

A matching upper bound can be easily obtained using a linear number of processors as follows.

Associate a processor with each ROM cell. At each step each processor whose input bit is 1 tries
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to write its identity into the shared memory cell. Then it reads from this cell and checks if it
succeeded in writing. If it did succeed, then it halts. An input is in L, if and only if the algorithm
is alive for at least g steps.

Thus, we cannot improve the asymptotic running time using any polynomial number of pro-
cessors compared to the case of using only a linear number of them. The results also separate, as
we already mentioned, between the power of a polynomial number of processors and the power of
an exponential number, since the complexity in the latter case is ©(,/g).

Note that the complexity is monotonic (up to a constant factor) in g for g < n/2 since we can

pad the input vector by 1’s. we conclude a lower bound for the remaining range of g.

Corollary 3. For any polynomial number of processors Q(nl/z_e) rounds are needed to recognize

L, forg > nl/2-¢

This bound is almost tight as it is easy to find the exact threshold (to sum up the bits) in
O(nl/z) rounds using n'/? processors as follows. Partition the input into n'/2 blocks, each of size

1/2 2 rounds each processor sums up

n'/?, and associate a processor with each block. In the first n'/
the bits in its block. In the next n!/? rounds each processor in turn adds its result to the shared
memory cell. This results in the bit sum.

In fact, we can further decrease the n¢ gap between the upper and lower bound for g > n'/2—¢,
By choosing k = ©(y/logn) we can obtain from our main theorem an (g/k) lower bound for
g = n1/2/2®(\/@). This yields a gap of O(y/logn) for n'/2=¢ < g < n1/2/2®(\/1°?) and for
g > n1/2/2®(\/m) the gap is reduced to at most 90(v/logn)

Corollary 1 combined with the result of [VW] yields the following lower bound.

Corollary 4. For g < n*/2=¢ and d = o(logn), Q(g/d + v/9) rounds are needed to recognize L,

using O(n?) processors.

This result matches up to a constant factor the [LY2] upper bound of O(g/d + /g) using
(%) = O(n?) processors.

Recall that PRIORITY (1) can simulate each step of PRIORITY(m) in at most 2m steps. This
yields the following corollary.

Corollary 5. All the above lower bounds divided by 2m apply to PRIORITY(m). Thus, for

m < n¢ the bounds are tight up to a factor of at most n?¢ (in fact up to at most n® for any § > e).

3. The proof of the Main Theorem

In this section we prove the main theorem. In the first part the main inductive hypothesis is
presented and proved. In the second part the proof of the main theorem is completed using the

main inductive hypothesis and some of the transformations defined in the first part.
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1/2 the complexity for every g

First let us assume that p > n'/2, as for the easy case p < n
is clearly ©(n/p) which is more than what the theorem claims in this case. Let k be an arbitrary
positive integer.

We start with some definitions. Define the history of a computation through ¢ steps as a vector
Hy, ..., H;, where H; is the contents of the shared memory at step ¢. For ¢t = 0,1, ... the adversary
defines collection of inputs I; on which M has the same history through step ¢ (I; C I;_; fort > 1).
Whenever t < g/k then I; contains one input in L, and one not in L,. Thus the algorithm cannot
recognize L, in depth ¢.

Let Iy = {0,1}™. We will define sets By C {1,...,n}, B;_; C B;. The hypergraph is defined on
the vertices {1, ...,n}. At stage t the edges of the hypergraph will be F; = Ui:'ll F{, where F} is a
set of subsets (hyperedges), each of size ¢, of the vertices. Let By = ¢ and Fy = ¢.

Intuitively By is the set of indices of cells whose input bits are fixed to be 1 at the end of step ¢.
A hyperedge (sometimes referred to as edge) in the hypergraph corresponds to a constraint on the
input. The cells, whose indices are the vertices of the hyperedge, cannot all contain 1. In particular,
F} is the set of indices (edges of size 1) of the cells whose bits are fixed to be 0. Furthermore,
we do not let any processor see more than k£ 1’s from the input cells (in addition to the 1’s in the

set B; which are known to all the processors). This is done by constructing the hypergraph edges

(constraints). Let
n

q= g2k—|—4 .
Define a potential function W on the hypergraph F,

Bl '
W(F) =Y ¢t D|F.
i=1

The main inductive hypothesis for the end of step ¢t — 1 is the following:
(I1) All the inputs in I;_; have the same history through step ¢ — 1.
(I2) On all the inputs in I;_; and for any processor P(j) the set {¢|i ¢ B;_; and P(j) read
a value 1 from X (¢) during steps 1 to ¢ — 1} has a cardinality of at most k.
(I3) |Be—1| < E(t —1).
(19) W(Fi1) < g4 B — 15+ 1 25(t— 1)+ (= 1)2.
(I5) Forany s<r<k+1landallj;, 1 <i¢<vr if [{j1,....Jr} € Ff_;andfor 1 <i<s
Ji € By_1] then {js41,...,Jr} € F{°.
(16) I;—1 = {(#1,...,2pn) € Iy| z;j =1 for all j in B;_y, and zj,z;, ---z; = 0 for any
1<i<k+1and all {ji,...,5;} € F}_,}.

Clearly the main inductive hypothesis holds for t—1 = 0. We have to prove it for £ assuming it
is true for t — 1. We start step ¢ by a constraint-adding stage. The goal of this stage is to satisfy
(12) for the end of step ¢. For that we add to FF'! a set A; of hyperedges, each of size k4 1. Let
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Ay ={{j1, -y Jer1} fori=1,...,k+ 1, 7; is not in B;_; and on some input in I;_; some processor
read 1 from all the X (j;) during steps 1 through t}.

We would like to estimate the size of A; in order to evaluate the change in W. Let R.(I) be all
the sets {ji,..., Je+1} such that the j;’s are not in B;_; and on some input in I;_; processor P(l)
read a value 1 from X (j;) for all 1 < ¢ < k+ 1 during steps 1 to ¢.

For 1 <t <ty <..<ty <t—11let I} ;(t1,...,tx) be all the inputs z € I;_; such that on
input # processor P(I) read at step t;, for all 1 <4 < k, a value 1 from some ROM location X (j;),

j; is not in B;_; and all the j;’s are different.

Claim 1. All the inputs in I}_;(t1,...,t) contribute at most one set to Rq(l).

Proof: The basic idea of the proof is to prove by inductive on j, j < ¢ that during steps 1 to j
on all the inputs in I}_; (¢, ..., t), the sequence of ROM locations which P(I) has read is the same,
and unless j = t their values are also the same. The claim follows easily from this assertion and
from (12).

The assertion is clearly true for j = 0. Assume that the assertion holds up to step 7 — 1. Thus,
all the inputs in I}_; (#1, ..., tx) have the same history and on all these inputs the same sequence of
values was read by P(l) from the ROM. Thus, at step j on these inputs, P(I) will read from the
same location (denoted by j*) from the ROM. It is left to show that P(I) will also read the same
value when 7 < ¢.

We consider four cases. If j = ¢; for some i = 1, .., k then by definition the value is always 1.
If 5* € B:_y then by (I6) the value is also necessarily 1. If j* = t} for some ¢ = 1, .., k where ¢} is
the common (by induction) location in the ROM that P(l) read from at step t; on all the inputs
Il_;(t1,...,ts), then clearly the value is 1 for all these inputs. Otherwise, the value has to be 0 as
a value 1 would contradict (I2) since t], ..., ¢}, 7* would be a sequence of k + 1 different places not

in B;_; that P(l) read a value 1 from. o

Since A; C U_; Ry(l) then Claim 1 implies that

t—1 P k
Al < < —(t-1)".
ad<p(' ) < Be-
Let G} be the hypergraph after this stage. Hence

W(G) < W(Femn) + g7t - 1)

We need to remark that at almost any point in the proof the hypergraph might have redundant
edges, i.e., edges which correspond to redundant constraints. Specifically, if for some hyperedges X
and Y, X C Y then we may omit Y. This does not change the legal inputs and does not increase

the potential function as well. However, assumption (I5) should be interpreted in the following
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way. The subset {js11, ..., 7} (in (I5)) is not required to be an edge in the hypergraph, but rather
some subset of it is required to be an edge.
We define on the hypergraph F the weighted sunflower transformation as follows. For

a current hypergraph denote by d}{ji,...,7s} the number of hyperedges of size r that contain

{j1,-..,Js} as a subset (s < r). If for some s, some set {ji,...,5s} which is not an edge in the
current F' satisfies
k+1
S O i > g0
r=s+1

then we add a new edge {ji,...,js} to the current F' and omit all the edges that contain this set
as a subset. By that we create a current F'. We repeat the above transformation on the current
hypergraph as much as possible in any arbitrary order. Clearly, the number of hyperedges decreases
at each transformation and therefore the process is final. The potential function W on F' does not
increase during this process, since the potential of a new edge is at most the sum of the potentials

of the edges that it has replaced. Let Gy denote the hypergraph at the end of this process. Thus,

W(G:) < W(GY) < W(Fia) + a7 F (- 1)F .

Let I] = {(z1,...,2,) € Ip| zj =1 for all j in B;_;, and zj z,...z;, = 0 for any 1 <% < k and
all {j1,...,5:} € Gi}.

Clearly I] C I;_; since the constraint-adding stage as well as the weighted sunflower transfor-
mations could just restrict the legal inputs. Now there are 2 possible cases; The first is that no
processor writes at step ¢ on any input in I]. In this easy case we let B; = B;_;. The general
case is when there exists a processor that writes at step ¢ on some input in I;. Consider the set of
processors which write at step ¢ for some input in I]. Let P(I) be the minimum index processor in
this set. Suppose that P(l) writes at step t on # € I;. Let U, V; respectively, be the set of ROM
locations from which P(I) has read a value 0, 1 respectively, on input z by step ¢. Clearly |U;| < ¢.
In order to force P(I) to write on all legal inputs (and by that (I1) will hold at the end of step )
we need to fix the bits of V; to be 1 and of U; to be 0. We let B; = B;_; U V;; later in the proof
(after the spreading transformation) we will force the bits of U; to be 0 by adding each bit as an
edge to the hypergraph. By the definition of B; and I; and by (I2),(I5) (both for ¢ — 1), we can

easily conclude that

|B:— Bi_y| < k

and thus (I3) will hold at the end of step ¢.
Now the edges (constraints) in G% should be changed in accordance with the new information in
order to satisfy (I5). This is called the spreading transformation. For any s let Z = {ji, ..., js}

be a set of any s elements in By — B;_;. If it is a subset of any edge in G} (r > s) then we must
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create a new edge of the r — s remaining elements, and add it to the hypergraph. Moreover, since

k41

> VG, gy < g7
r=s+1

(otherwise, it would contradict the weighted sunflower transformations) then

k41

Yo g ari, L < g TN =g
r=s+1

Hence, the total potential of the edges that were created by the set Z is at most q. We perform the
spreading transformation simultaneously for all the subsets of B; — B;_; (at most 2* subsets), and
conclude that the potential function is increased by at most 2*q. Define F; to be the hypergraph
after the spreading transformation union with |U;| < t sets, each of size one, of all the individual
elements of U;. Clearly F; satisfies (I5). Moreover, each of these one element sets adds at most one

to the potential function and thus
W(F) <W(Geor) + 2%+t

Therefore
_kli
k!

which yields (I4) for the end of step ¢. Finally, we define I; according to (I6) with ¢ instead of £ — 1.

W(F) <W(Fi1)+q 5t -1)F+25¢+1¢,

This completes step t. One can easily verify that the main inductive hypothesis holds for ¢
since each assumption was satisfied at some point in the proof and remained satisfied henceforth.

Proving the lower bound using the main inductive hypothesis. We will prove that
the algorithm cannot stop in ¢ steps for ¢ < g/k. Fix some T < g/k. We first look at the following
input; z; = 1 for ¢ € By and z} = 0 otherwise. Clearly this input belongs to Ir. By (I3), |Br| < g
and therefore it is not in L4. Constructing an input in I7 which is also in L is more complicated.
We start with ! = 1 for i € By, 2!/ = 0 for i € F-. We need to find g — |Br| < g other locations
with value 1 that will be consistent with all the constraints of Fp. More precisely, we have to find
an independent set of size g in the hypergraph, which is a set of vertices of size g such that each
edge of the hypergraph contains at least one vertex not in this set. If such an independent set
exists we will set the input bits that correspond to those vertices to be 1 (in addition to the input
bits of the set B;), and the remaining vertices to 0. This will define an input in Iz which isin L

and will complete the proof.

First one can easily check that inequality (2.1) yields (as p > n!/2) that

g <n'’?/32
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and by definition of ¢ (¢ = 92,,%) and inequality (2.1)

q"‘%g'chl < n/16 .

Hence, easy computation shows that for ¢ < g,

Constructing an independent set consists of g steps. These steps are independent of the actions of
the processors after step 7. However, for simplicity of notation these pseudo-steps are referred to as
stepst =T+1,...,T+g. At each such stept =T+1,...,T+ g we perform the following operations.
First the weighted sunflower transformations are performed on the current hypergraph F;_; and
this results in an hypergraph G;. Then a vertex j (not in B;_; or G}) is chosen as will be described
later. Let By = B;_; U {j} and set the corresponding input bit to 1. Finally we perform the
spreading transformation for this vertex, i.e. the vertex is omitted from each hyperedge containing
it, and thus the size of each such hyperedge is decreased by 1.

It is left to show that at every pseudo-step ¢ it is possible to choose a new vertex {j} to add
to B;_1. That means that for any T +1 < t < T 4 g we need to show that there is a vertex
whose bit can be set to 1 consistently. Note that (I5) holds for the hypergraph G; also for these
pseudo-steps and therefore the constraints (edges) that contain vertices in B;_; are redundant.
Moreover, the edges in U;51G% that contain vertices from G are redundant as well. Thus, each
vertex j which is not in B;_; U G% can be added to B;_; to continue the process since the input
{z;=1,7i€ B;_1 U{j} and z; = 0 otherwise} is legal in the current hypergraph. Nevertheless, we
still have to show that such a vertex j always exists, i.e, |B;_1| + |GL| < n. To this end we first
observe that

|Be_1| = |Br|+ (t—1-T) < g+ g<2n'/?/32<n/16 .

Moreover, the potential function increases by at most ¢ at each of these g pseudo-steps due to the
spreading transformation. Since gq < n/16 and the potential function was at most n/4 at the end
of step T' we conclude that during the g pseudo-steps W (F;) < n/4+n/16. However, the potential

of each edge in F} C F; is 1, and each edge in F; has a non-negative potential. Hence,
Gil < |Fi| <W(F) < n/4+n/16
for the current hypergraph. Therefore
|Bi—1| + |G| < n/16 +n/4+n/16 < n

and such a j exists. Hence, for any T' < g/k we found two inputs with the same history through
the T steps, one of which is in L, and the other is not. Thus, we cannot recognize L in less than

g/k steps which completes the proof of the main theorem.
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4. The Complexity of Computing Symmetric Functions

Comparing the relative power of models is known to be an important question. It is known
that PRIORITY is strictly stronger than ARBITRARY (see [FMW],[FRW] for models without a
ROM and [LY],[LY1],[FLRY] for models with a ROM).

The question is whether this is true for symmetric functions. Note that there is a strong con-
nection between the threshold decision problem and computing symmetric functions. In [LY1] it is
shown that PRIORITY (1) and ARBITRARY (1), both without ROM, are equivalent for computing
symmetric functions of boolean inputs.

Using the results from the previous section with results from [LY2], we extend their results
and prove that for any polynomial number of processors, (in fact up to n°(1°6™)) PRIORITY (m)
and ARBITRARY (m), where m < n¢, both with ROM and the same number of processors, have
the same power, up to a factor of at most n?¢, for computing any symmetric function. For m = 1
we show that the two models are equivalent, up to a constant factor, for a large family of the
symmetric functions. In [LY2] it is proved only for linear number of processors and smaller class
of symmetric functions or for a large enough number of processors.

For any symmetric function f on n bits we associate a function f such that f(i) = j whenever

f(@) =jfor [z| =i (|7] = X_—, z;). The threshold of f was defined in [LY2] by
|f| = min{h +I|f is a constant on the closed interval [h,n —1]}.

They showed that a lower bound for L is also a lower bound for computing a symmetric function
f with threshold |f| = g. Thus using the result from the previous section we conclude the following

theorem.

Theorem 4.1. Let f be any symmetric function. For any € > 0 PRIORITY (m) with ROM and

|f| nl/2—c
‘m? m

polynomial number of processors requires (min( )) to compute f.

It is quite easy to design (see [LY2]) an algorithm in ARBITRARY (1) that matches the bound

1/2=¢ Thus for any f and m < n¢ the bounds are

up to a constant factor for m =1 and [f| < n
tight up to at most n?¢, (in fact up to nd for any 6 > €). Moreover, we conclude the following

theorem.

Theorem 4.2. Let € > 0 be any number and m < n¢. For any polynomial number of processors,
PRIORITY(m) and ARBITRARY(m), both with ROM and the same number of processors, have
the same power for computing all symmetric functions on m bits, up to a factor of at most n® for

any 8§ > e. Form =1 and |f| < n'/?2=¢ the two models are equivalent up to a constant factor.

Theorems 4.1 and 4.2 can be extended in the obvious way to the range of superpolynomial

number of processors, i.e. when the number of processors is O(n?) where d = o(logn).
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