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1. Introduction

The general setting for Ratner’s theorems is any quotient G/Γ of
a Lie group G by one of its lattices Γ and a one-parameter subgroup
t 7→ ut of unipotent elements of G. In a series of papers in the early
nineties [MR1075042; MR1062971; MR1135878; MR1106945]
Ratner proved many deep and far-reaching results about the result-
ing “unipotent flows” on G/Γ. Our goal in these notes is to de-
scribe the proof of one of these results – the classification of invari-
ant probability measures – in two concrete cases: the modular surface
SL(2,R)/SL(2,Z) together with the one-parameter subgroup ut = [ 1 t

0 1 ];
and the moduli space SL(2,R)nR2/SL(2,Z)nZ2 of doubly marked tori
together with the one-parameter subgroup ũt = ([ 1 t

0 1 ], [ 0
0 ]). In this in-

troductory section we present some background on horocycle flows and
a brief review of the earlier results before describing Ratner’s theorems.

1.1. The horocycle flow on a compact hyperbolic surface. Mod-
eling the hyperbolic plane as the upper half-space

H = {x+ iy ∈ C : y > 0}

equipped with the Riemannian metric

〈v, w〉(x,y) =
v1w1 + v2w2

4y2

every element of SL(2,R) defines an isometry of H by[
a b
c d

]
z =

az + c

bz + d

for all z ∈ H.

Exercise 1. Verify that t 7→ e2ti is a geodesic for the above metric.
1
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Solution. The geodesic equations on H are

ẍy = 2ẋẏ

ÿy = ẏ2 − ẋ2

and the given curve is easily verified to satisfy them.

The action of SL(2,R) is transitive and the stabilizer of i is the sub-
group SO(2,R) of SL(2,R) so we can identify H with SO(2,R)\SL(2,R).
In fact the action is transitive even on the unit tangent bundle T1H and
the stabilizer of the tangent vector i ∈ TiH is {±I} so we can identify
T1H with PSL(2,R). The geodesic flow on T1H is then identical to the
flow on PSL(2,R) of left multiplication by the one-parameter subgroup
A parameterized by

gt =

[
et 0
0 e−t

]
for all t ∈ R.

Every compact, closed Riemann surface X with a metric of constant
negative curvature is the quotient H/Γ of the hyperbolic plane H by
a discrete and co-compact subgroup Γ of PSL(2,R). The unit tangent
bundle of X can be identified with the quotient PSL(2,R)/Γ and the
geodesic flow on T1X is then identified with the flow on PSL(2,R)/Γ
of left multiplication by the one-paramater subgroup t 7→ gt. The
Liouville measure on T1X is identified up to normalization with the
natural projection m of Haar measure to the quotient PSL(2,R)/Γ.
In 1936, E. Hopf [MR1501848] proved that the geodesic flow on X is
“metrically transitive” or ergodic. That is, the only A invariant subsets
of X have m measure either zero or one.

In these notes we are mainly concerned with another flow on the
quotient PSL(2,R)/Γ namely the (unstable) horocycle flow arising
from the subgroup N of SL(2,R) parameterized by

ut =

[
1 t
0 1

]
for t ∈ R. Unstable horocycle orbits have the following geometric
property: all points in any given N orbit have the same “distant past”
under the geodesic flow. Precisely, since

g−tus = use
−2t

g−t

for all s, t ∈ R we see upon fixing a right-invariant metric D on PSL(2,R)
that

lim
t→∞

D(g−tusx, g−tx) = lim
t→∞

D(use
−2t

g−tx, g−tx) = lim
t→∞

D(use
−2t

, I) = 0
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for all s ∈ R and all x ∈ T1H.

Hedlund [MR1545946] proved in 1936 that, whenever Γ is discrete
and cocompact the unstable horocycle flow on PSL(2,R)/Γ is “transi-
tive” or minimal, which is to say that the orbit of every point under
the flow is dense in the space. Ergodicity of the horocycle flow was
proved by Parasyuk [MR0058883] in 1953 using work of Gelfand and
Fomin [MR0052701]. Ergodicity also follows from a later criterion
due to Moore [MR0193188] expanding upon the Mautner phenome-
non [MR0084823].

A continuous flow on a compact metric space is uniquely ergodic
if there is a unique Borel probability measure on the space that is flow
invariant. Furstenberg [MR0393339] proved in 1973 that the horocy-
cle flow on PSL(2,R)/Γ is uniquely ergodic whenever Γ is discrete and
cocompact.

1.2. Unipotent flows on Lie groups. The situation of general lat-
tices – those discrete subgroups Γ of PSL(2,R) for which the quotient
PSL(2,R)/Γ supports a finite measure invariant under multiplication
by PSL(2,R) from the left – is more complicated as the quotient need
no longer be compact. It is possible in this case for N to have pe-
riodic orbits. For example, every point of the form (x, i)SL(2,Z) in
SL(2,R)/SL(2,Z) ∼= PSL(2,R)/PSL(2,Z) has a periodic N orbit.

More generally, one is interested in the situation where G is a con-
nected Lie group and Γ is a discrete subgroup such that the quotient
G/Γ possesses a finite measures that is invariant under the action of
G on G/Γ by left multiplication. An example is G = SL(2,R) and
Γ = SL(2,Z). In place of the one-parameter subgroup t 7→ ut one is
interested in the action on G/Γ of subgroups U with the property that
every element of U is unipotent. An element g of a Lie group G is
unipotent if Ad(g)− id is nilpotent as a linear map of the Lie algebra
g of G. When G is a matrix group this is the same as nilpotence of the
matrix g − I.

In 1971 Margulis [MR0291352; MR0470140] proved that unipo-
tent flows on SL(n,R)/SL(n,Z) are never divergent in the following
sense: for every one-parameter subgroup t 7→ ut of unipotent elements
in SL(n,R), for every x ∈ SL(n,R), and for every compact subset K
of SL(n,R)/SL(n,Z), there is a sequence of times tn ↗ ∞ for which
utnxSL(n,Z) ∈ K. Dani [MR758891] proved the same result for
semisimple Lie groups of real rank 1 in 1984, and the general result
– for unipotent flows on quotients of semisimple Lie groups by uniform
lattices – follows by combining these two works.
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Earlier, Dani [MR629475] had generalized Furstenberg’s work to
the non-compact case, proving for lattices Γ in reductive Lie groups
G that the left action of any maximal horospherical subgroup N on
G/Γ has only algebraic measures as ergodic, invariant measures. A
subgroup N of a Lie group G is horospherical if

N = {u ∈ G : gnug−n → I as n→∞}

for some g ∈ G. In 1986, Dani [MR835804] showed the assumption
that N be maximal is unnecessary, proving the above conclusion holds
for any horospherical subgroup of G.

Exercise 2. Verify that N is a horospherical subgroup of SL(2,R).

Solution. Fix 0 < a < 1. We have(
an 0
0 a−n

)(
α β
γ δ

)(
a−n 0
0 an

)
=

(
α a2nβ

a−2nγ δ

)
so must have (

α β
γ δ

)
=

(
1 t
0 1

)
for some t ∈ R if the above expression is to converge to I as n → ∞.
With g = ga we therefore have U = N.

1.3. Ratner’s theorems. At the beginning of the 1990s Ratner [MR1075042;
MR1062971; MR1135878; MR1106945], based on methods from
her earlier work on horocycle flows [MR721735; MR657240; MR717825]
proved the following results on unipotent flows.

Theorem 1.1 (Ratner’s measure classification theorem [MR1135878]).
Let G be a connected Lie group and let U be a subgroup of G every el-
ement of which is unipotent. For every discrete subgroup Γ < G every
U invariant probability measure on G/Γ is algebraic.

Given a measure µ on G/Γ one can consider the closed subgroup
Λ(µ) = {g ∈ G : gµ = µ} of G. A measure µ on G/Γ is algebraic if
there is xΓ ∈ G/Γ such that µ(Λ(µ)xΓ) = 1. If µ is algebraic then we
can identify the orbit Λ(µ)xΓ with the quotient Λ(µ)/xΓx−1 ∩Λ(µ) to
deduce that xΓx−1 ∩ Λ(µ) is a lattice in Λ(µ).

Theorem 1.2 (Ratner’s orbit classification theorem [MR1106945]).
Let G be a connected Lie group and let U be a unipotent subgroup
of G. For every lattice Γ in G and every x ∈ G there is a closed
subgroup L < G containing U such that xLx−1 ∩ Γ is a lattice in L
with UxΓ = LxΓ.
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Theorem 1.3 (Ratner’s genericity theorem [MR1106945]). Let G be
a connected Lie group and let U be a one-parameter subgroup of G.
For every lattice Γ in G and every x ∈ G there is an algebraic measure
ν on G/Γ such that xΓ is generic for ν along U . Moreover ν is the
unique algebraic measure with support equal to UxΓ.

These results were generalized by Shah [MR1699367] to (not nec-
essarily connected) subgroups U generated by unipotent elements.

2. SL(2,R)/SL(2,Z)

In this section we prove Theorem 1.1 in the special caseG = SL(2,R),
Γ = SL(2,Z) and U = N = {ut : t ∈ R}.

2.1. Setup. Let G = SL(2,R), Γ = SL(2,Z) and X = G/Γ. The
quotient X can be identified with the space of unit co-volume lattices
in R2. That is, the space of closed, discrete subgroups of R2 on to whose
quotients the Lebesgue measure of R2 descends with total measure 1.

To see this identification, first note that a discrete subgroup of R2

must have rank at most 2 as a Z module, and if the quotient is to have
finite area then the rank must equal 2. Any such discrete subgroup can
be mapped to any other by some element of SL(2,R). Indeed SL(2,R)
acts transitively on pairs of vectors that give the columns of a matrix
with a fixed determinant. The identification is now complete since
SL(2,Z) is the stabilizer of the distinguished co-volume 1 lattice Z2.
As tori can be identified with the quotient of R2 by a lattice X is also
the space of area 1 tori together with a specific direction.

Noticing that SL(2,Z) is not the stabilizer of all such lattices is the
same as noticing that it is not a normal subgroup of G and so our points

in X are just left cosets. So the coset

(
1 1
0 1

)
gΓ is not necessarily the

same as the coset gΓ.

We will be interested in the left action of SL(2,R) and some of its
one-parameter subgroups on the quotient X = SL(2,R)/SL(2,Z) of
co-volume one lattices in R2. For any t ∈ R write

ut =

(
1 t
0 1

)
vt =

(
1 0
t 1

)
gt =

(
et 0
0 e−t

)
as parameterizations of the unstable horocycle subgroup N, the sta-
ble horocycle subgroup M, and the geodesic subgroup A respectively.



6 JON CHAIKA AND DONALD ROBERTSON

Fix a right-invariant metric D on SL(2,R) that generates the stan-
dard topology on SL(2,R) and has the property that

(1) D(ut, I) ≤ |t| D(vt, I) ≤ |t| D(gt, I) ≤ |t|
for all t ∈ R. The quantity

d(xΓ, yΓ) = inf{D(x, yγ) : γ ∈ Γ}
defines a metric on X. In particular, we have d(xΓ, yΓ) ≤ D(x, y) and

(2) d(xΓ, gxΓ) ≤ D(g, I)

for all x, y, g ∈ G.

Exercise 3. Verify that d is a metric on X and that (2) holds.

Solution. First we show that it is a metric. It follows from right
invariance of D that d is symmetric. If d(xΓ, yΓ) = 0 then we can find
γn ∈ Γ with D(x, yγn) < 1

n
for all n ∈ N. Thus γn → y−1x in G.

Therefore y−1x ∈ Γ giving xΓ = yΓ.

For the triangle inequality fix ε > 0 and γ, η ∈ Γ with

d(xΓ, yΓ) ≤ D(x, yγ) ≤ d(xΓ, yΓ) + ε

d(yΓ, zΓ) ≤ D(y, zη) ≤ d(yΓ, zΓ) + ε

both holding. We have

d(xΓ, zΓ) ≤ D(x, zηγ) ≤ D(x, yγ) + ε+ D(yγ, zηγ) + ε

≤ d(xΓ, yΓ) + d(yΓ, zΓ) + 2ε

as desired. For (2) note that d(xΓ, gxΓ) ≤ D(x, gx) = D(I, g).

2.2. The horocycle action. Our main goal in this section is the fol-
lowing striking classification of N invariant probability measures on X.

Theorem 2.1. Let µ be an N ergodic and N invariant probability mea-
sure on X. Either:

(1) µ is “Haar measure on X”; or
(2) µ is supported on a periodic orbit of N.

By “Haar measure on X” we mean the following: choose a funda-
mental domain S for the Γ action on G. Let ν be the measure on X
defined by ν(A) = m({g ∈ G : gΓ ∈ A} ∩ S), where m denotes the
usual Haar measure on G normalized so that m(S) = 1.

We will often make use of the following decomposition

(3)

(
a b
c d

)
=

(
1 0
c
a

1

)(
a 0
0 1

a

)(
1 b

a
0 1

)
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that allows us to write any element of SL(2,R) with a 6= 0 as a prod-
uct of stable horocycle, geodesic, and unstable horocycle elements. In
particular, we have

(4) usvtgau` = v
t

1+stga+log(1+st)u`+
s

1+st
e−2a

for all s, t, a, ` ∈ R with 1 + st 6= 0.

Exercise 4. Verify (4). (First check the decomposition

(5) usvt = v
t

1+stglog(1+st)u
s

1+st

of usvt. Then verify

(6) urgb = gbure
−2b

for all b, r ∈ R.)

For the remainder of this section, µ will denote an N ergodic and
invariant probability measure.

2.3. Proof of Theorem 2.1. Fix an N invariant and N ergodic prob-
ability measure µ on X. We want to show that if µ is not supported
on a periodic orbit then µ is SL(2,R) invariant. First, we prove that it
suffices to show µ is ga invariant for some non-zero a ∈ R.

Proposition 2.2. If µ is N ergodic and N invariant and ga invariant
for some non-zero a ∈ R then µ is Haar measure on X.

Before getting to the proof of the proposition in earnest, we establish
some useful general results that motivate our approach.

Our aim now is to find a ∈ R non-zero such that gaµ = µ. We begin
with some basic results.

Lemma 2.3. For every a ∈ R the measure gaµ is N invariant.

Proof. Fix s ∈ R and A ⊂ X measurable. Since
mu(usA) = µ(A) we have

(gaµ)(usA) = µ(g−ausA) = µ(usa
−2

g−aA) = µ(g−aA) = (gaµ)(A)

so gaµ is N invariant. �

Exercise 5. Prove that each of the measure gaµ is N ergodic proba-
bility measure.

Solution. We first show that it is a probability measure

(gaµ)(X) = µ(g−aX) = µ(X) = 1
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and so it is a probability measure. We see ergodicity similarly to above:
If (gaµ)(utA \ A) = 0 then

µ(g−a(utA \ A)) = µ
(
g−autA \ g−aA

)
= µ

(
uta

−2

g−aA \ g−aA
)

= 0

and by the N-ergodicity of µ this implies that µ(g−aA) ∈ {0, 1}. In turn
this gives (gaµ)(A) ∈ {0, 1} implying the N ergodicity of gaµ.

Corollary 2.4. For all a ∈ R either µ = gaµ or µ ⊥ gaµ.

Proof. It is a standard fact from ergodic theory that any two ergodic
invariant probability measures are either equal or mutually singular.
Indeed if these measures ν1, ν2 are different there exists f ∈ Cc(X) ⊂
L1(ν1)∩L1(ν2) so that

∫
f dν1 6=

∫
f dν2. Now by the Birkhoff ergodic

theorem there exists sets A1, A2 of full ν1, ν2 measure respectively such
that

lim
T→∞

1

T

T∫
0

f(Usx) ds =

∫
f dνi

for all x ∈ Ai. Since the right hand sides of the above formula are
different for the two choices of i these sets must be disjoint implying
the singularity of the measures. �

Lemma 2.5. If µ is N ergodic and ga ergodic for some a > 0 then µ
is Haar measure on X.

To prove this lemma we use the notion of generic points:

Defintion 2.6. Let µ be a Borel probability measure and let t 7→ F t

be a measurable flow that preserves µ. We say x is a µ generic point
along F if

(7) lim
T→∞

1

T

∫ T

0

f(F tx) dt =

∫
f dµ

for every f ∈ Cc(X).

That x is µ generic along F is equivalent to that statement that the
family of of measures ξT given by

ξT (A) =
1

T

∫ T

0

1A(F tx) dt

converges to µ in the weak* topology.

Exercise 6. The set of points that are µ generic for a flow is of full µ
measure if µ is ergodic for the flow.
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Solution. If fn → h in Cc(X) and x is a point such that (7) holds
for all fn in place of f then it also holds with h in place of f . Fix a
countable, dense subset F of Cc(X). By the Birkhoff ergodic theorem
the set of points for which (7) holds for all f ∈ F has full µ measure.
Since F is dense all these points are generic.

Exercise 7. Prove that lim
t→∞

d(gtvsx, gtx) for all s ∈ R.

Solution. We have gtvs = vse
−2t

gt for all s, t so

d(gtvsx, gtx) ≤ D(vse
−2t

, I)

which, for any fixed non-zero s, converges to zero as t→∞.

For clarity in the next proof we will consider the points that are ga

generic for µ, not N generic points.

Sublemma: If x is ga generic for µ then vsx is ga generic for µ for all
s.

Proof. From the above exercise with t = ia we have

|f(giavsx)− f(giax)| → 0

as i→∞. Therefore,

1

N

N−1∑
i=0

f(giax)→
∫
fdµ

implies

1

N

N−1∑
i=0

f(giavsx)→
∫
fdµ.

So if x is ga generic for µ then so is vsx. �

Proof of Lemma. Observe that the sublemma shows that if y is ga

generic for g`µ then so is vsy. Now if x is ga generic for µ then g`x is ga

generic for g`µ. So the set of points that are generic for a measure of
the form gbµ is MA invariant. Because µ is N invariant, there exists an
x so that utx is ga generic for µ for Lebesgue almost every t. So there
exists x and a full measure set of R, D so that for all t ∈ D, s, ` ∈ R
we have that vsg`utx is ga generic for some measure of the form gbµ.
The set of such vsg`utx has full measure for Haar measure on X. Since
Haar on X is ga ergodic, we have that one of these points is ga-generic
for Haar on X. So there exists b so that gbµ is the projection of Haar
to X. This implies µ is Haar on X. �
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The proposition (which generalizes from the case where µ is ga er-
godic to ga invariant) follows by showing that if µ is N ergodic and ga

invariant then the set of points that are ga generic for gsν for some
s ∈ R and ν in the ga-ergodic decomposition of µ is M and A invariant.
The proof of this is as above.

We now turn to proving that µ is ga invariant for some a ∈ R.

Proposition 2.7. If µ is not supported on a single periodic N orbit
then µ is A invariant as well.

Strategy: If, for some non-zero a ∈ R, the ergodic measures gaµ and
µ are distinct then 99% of the points that are statistically “typical”
for µ have the property that their images under ga are typical for gaµ
and are a fixed positive distance from our 99% of the µ typical points.
By the Poincaré recurrence theorem we may find x and a sequence of
points xi converging to x that are all typical for µ along their respective
u orbits. Since the xi are converging to x we can write

xi = vtigaiu`ix

with ti 6= 0 and with all ti, ai, `i → 0 as i→∞. For each i we consider
the unstable horocycle orbits of x and xi. Upon calculating

(8) us(vtigaiu`ix) = v
ti

1+sti gai+log(1+sti)−aue
2a`igau

s
1+sti

e−2ai
x

and taking i large it will be possible to find s so that the approximation

v
ti

1+sti gai+log(1+sti)−aue
2a`igau

s
1+sti

e−2ai
x ≈ gau

s
1+sti

e−2ai
x

holds. If we can choose s to have the additional property that the

points us(vtigaiu`ix) and u
s

1+sti
e−2ai

x are among the 99% of µ typical
points then the latter point will be at once both gaµ typical (by equiv-
ariance) and very close to the µ typical point us(vtigaiu`ix) (by our ap-
proximation). This contradicts the fixed positive distance introduced
in the beginning.

In the remainder of this section we make this argument precise. First
of all, what do we mean by a point that is statistically “typical” for µ?
As before we will use generic points.

Lemma 2.8. If µ is not A invariant then there exists K compact, a > 0
and c > 0 so that all of the following hold:

(1) every x ∈ K is generic for µ along N;
(2) µ(K) > 99

100
;

(3) d(gaK,K) > c.
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Proof. Since µ is not A invariant we have gaµ 6= µ for some non-zero
a ∈ R whence gaµ ⊥ µ by Corollary 2.4. By the inner regularity
of Borel measures we can find a compact set K of points that are N
generic for µ with µ(K) > 99

100
. By equivariance, the points in gaK

are all N generic for gaµ so the compact set gaK is disjoint from K.
Because two disjoint compact sets are at a positive distance, we have
the lemma. �

We now take a brief digression to prove some results on the subsets
of G that do not change µ.

Lemma 2.9. The set {t ∈ R : gaµ = µ} is closed in R for any Borel
probability measure µ on X.

Exercise 8. Prove the lemma. (Hint: Recall that the weak∗ topology
on measures is the one with respect to which µ 7→

∫
f dµ is continuous

for every f ∈ Cc(X).)

Solution. It suffices to prove that the map t 7→ gtµ is continuous
where we equip the set M(X) of Borel probability measures on X with
the weak∗ topology coming from Cc(X). But for any f ∈ Cc(X) the
map

t 7→
∫
f(gtx) dµ(x)

is continuous because the action of SL(2,R) on X is continuous. This is
because the weak* topology asks for pointwise convergence not uniform
convergence.

Exercise 9. Strengthen Lemma 2.9 to if µ is a N invariant probability
measure on X then {g ∈ G : gµ = µ} is closed.

Solution. Idea: for all f ∈ Cc(X) and h ∈ {g ∈ G : gµ = µ} we have
that

∫
f ◦ gdµ =

∫
fdµ.

Exercise 10. Show that if there exists a 6= 0 6= b so that F aµ = µ,
F bµ = µ and a

b
/∈ Q then µ is F t invariant.

We now state our goal and an issue with it: us̃x ∈ K and usvtigaix ∈
K and the distance between gaus̃x (which is in gaK) and usvtigaix is
less than c

2
.

Issue: How can we be sure these points will be in K? At the very
least there probably is some of the measure of µ that is not in K.

The next lemma addresses this issue.
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Lemma 2.10. For all ε > 0 there is T0 > 0 and E ⊂ X with µ(E) >
1− ε so that ∣∣∣∣ 1

sT

∫ T+sT

T

χK(usx) ds− µ(K)

∣∣∣∣ < ε

for all T > T0 and s ≥ ε.

Exercise 11. Prove the lemma.

Hint: Show that the Birkhoff ergodic theorem formally implies that if
F t is ν ergodic then for any f ∈ L1(ν) and ε > 0 we have

lim
T→∞

1

εT

∫ T+εT

T

f(F tx)dt =

∫
fdν

for µ a.e. x.

Corollary 2.11. If µ is not supported on a N periodic orbit then there
exists pi → x with pi, x ∈ E∩K with pi = vtigaiu`ix where ti, ai, `i → 0
and at least one of ti, ai 6= 0 for all i. Moreover, if µ is not A invariant
then pi we may assume ti 6= 0 for all i.

Proof. The first condition follows from Poincaré recurrence because
E ∩K has positive measure. Indeed, we may choose si → ∞ so that
usix→ x and usix ∈ E ∩K for all i. (See the exercise below.) Because
usix→ x we have that usix = vtigaiu`ix with ti, ai, `i → 0. If x is not N
periodic then one of ti, ai 6= 0 for all i so that si is large enough. This
implies the first sentence of the corollary. For the second sentence, if
x, gaiu`ix ∈ K then gaiµ = µ. So there exists ai → 0 so that gaiµ = µ.
So {a : gaµ = µ} is ε-dense in R for all ε and so it is all of R. This
contradicts our assumption that µ is not A invariant. �

Exercise 12. Let Z be a metric space, let ν be a Borel probability
measure on Z, and let T : Z → Z be Borel measurable and measure-
preserving. Use the Poincaré recurrence theorem to show that for any
A ∈ B with ν(A) > 0 for almost every z ∈ A there exists ni → ∞ so
that T niz → z and T niz ∈ A for all i.

Solution. Let B1, ... be a countable set of metric balls in Z so that for
all ε > 0 the union of the Bi with radius at most ε has full measure.
Let

Ei = {z ∈ Bi ∩ A : ∃n > 0 so that T nz ∈ Bi ∩ A} ∪ (Bi ∩ A)c

and by the Poincaré recurrence theorem, for every i we have ν(Ei) = 1.
If there does not exist n1, ... so that T njz → z and T njz ∈ A for all j
and z is in the full measure set so that for every ε > 0 there exists i
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with z ∈ Bi and the radius of Bi is at most ε then z /∈ ∩iEi. Because
ν(∩iEi) = 1 the exercise follows.

Proof of Proposition 2.7. We proceed by contradiction, assuming that
µ is not A invariant. Let K be the compact set given by Lemma 2.8 and

1 > c > 0, a > 0 the corresponding constants. Fix ε < min{ c
4
, 1

9
,

c
4

2e2a
}.

Let T0 > 0 and E ⊂ X be as in Lemma 2.8.

Since µ is not supported on a single N orbit, the Poincaré recurrence
theorem implies that for µ almost every x ∈ E there is a sequence
pi →∞ in R with upix→ x and upix ∈ E for all i ∈ N.

We can write upix = vtigaiu`ix so that (ti, ai) 6= (0, 0) for all i large
enough and (ti, ai, `i) → (0, 0, 0). By Corollary 2.11 we may further
assume that for all large enough i, ti 6= 0. For simplicity we assume
ti > 0 and ai > 0. Now choose i so large that

• |ti|eai−a + e2a|`i| < c
4
.

• |ti| < c
8

1
T0

.

• τ := ea−ai−1
ti

> T0.

•
c
4
τ

(1+τti)(1+(1+ c
4

)τti
>

c
4
τ

2e2a
> ε τ

1+τti

• τ
1+τti

e−2a ≥ τ
ea
e−2a > T0.

Performing some arithmetic, we see that

us(vtigaiu`ix) = v
ti

1+sti gai+log(1+sti)−aue
2a`igau

s
1+sti

e−2ai
x

as in (8). We estimate that

(9)

d(usvtigaiu`ix, gau
s

1+sti
e−2ai

x)

≤ D(v
ti

1+sti gai+log(1+sti)−aue
2a`i , I)

≤ D(v
ti

1+sti , I) + D(gai+log(1+sti)−a, I) + D(ue
2a`i , I)

≤
∣∣∣ ti

1+sti

∣∣∣+ |ai + log(1 + sti)− a|+ e2a|`i|

using (1) and (2).

If s ∈ [τ, τ(1 + c
4
)] then

ea−ai ≤ 1 + sti ≤ ea−ai(1 + c
4
)− c

4

whence a−ai ≤ log(1+sti) ≤ a−ai+ c
4

and 1
1+sti

≤ eai−a. We therefore
have

d(usvtigaiu`ix, gau
s

1+sti
e−2ai

x) ≤ c
2

from our choices together with (9).
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We next claim our choices imply there exists r ∈ [τ, τ(1 + c
4
)] so that

ur(vtigaiu`ix) and u
r

1+rti
e−2ai

x both belong to K. Indeed, first note that

(10) |{s ∈ [τ, τ(1 + c
4
)] : us(vtigaiu`i)x ∈ K}| > 8

9
τ c

4

because vtigaiu`ix ∈ E. Similarly, τ
1+τti

e−2ai > T0 and
(1+ c

4
)τ

1+(1+ c
4

)τ
e−2ai −

τ
1+τti

e−2ai > ε τ
1+τti

e−2ai gives

(11) |{s ∈ [τ, τ(1 +
c

4
)] : u

s
1+sti x ∈ K}| > 5

9
τ
c

4
.

To see this, let f(s) = s
1+sti

e−2ai and because

|{s ∈ [f(τ), f(τ(1 +
c

4
)] : usx /∈ K}| < ε(f(τ(1 +

c

4
))− f(τ))

we have

|{s ∈ [τ, τ(1 +
c

4
)] : uf(s)x /∈ K}| <

max{f ′(s) : s ∈ [τ, τ(1 + c
4
)]}

min{f ′(s) : s ∈ [τ, τ(1 + c
4
)]}

ετ
c

4
.

Now
max{f ′(s) : s ∈ [τ, τ(1 + c

4
)]}

min{f ′(s) : s ∈ [τ, τ(1 + c
4
)]}

=
1

1+τti
1

1+(1+ c
4

)τ

< 4

implying (11).

So gaurx ∈ gaK. But r ∈ [τ, τ(1+ c
4
)] so d(gaK,K) < c

2
by (9). This

contradicts the properties of K in Lemma 2.8. �

Proof of Theorem 2.1. If µ is not supported on a periodic orbit then
by Proposition 2.7 it is A invariant. By Proposition 2.2 this implies
that it is Haar measure on X. �

2.4. Concluding remarks.

Remark on the periodic case. In the case where µ is supported on
a single N orbit, there exists x ∈ X, s ∈ R so that usx = x and

supp(µ) = {utx : t ∈ R} = {utx : t ∈ [0, s)}
and µ(A) = |{0 ≤ ` < s : u`x ∈ A}|. We have that x corresponds to a
lattice with a horizontal vector (which is fixed by ut). Any such lattice
will give a periodic ut invariant measure. Indeed, if w and h are two
vectors that generate the lattice, and h is horizontal then there exists
s so that usw = w + h. However, ush = h so that lattice generated by
usw and ush is the same as the lattice generated by w and h.

Exercise 13. Show that if ubx = x for some b 6= 0 then the lattice
corresponding to x has a horizontal vector.
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Solution. Let {u, v} be a generating set for the lattice corresponding
to x. Since ubx = x we have that ubu and ubv generate the lattice
corresponding to x as well. So there exist c, d ∈ Z relatively prime with
cu2 + dv2 = u2. Thus (c− 1)u+ dv is a horizontal vector in the lattice
corresponding to x.

Remark on the aperiodic case. On the topological side the orbit
closure {usx : s ∈ R} is either a single periodic N orbit or is all of
X. On the measure side more is true than what we proved: either x
corresponds to a lattice with a horizontal vector, or x equidistributes
according to Haar measure on X.

Remarks on the proof. Lemma 2.3 only uses that A normalizes N.
Also the first paragraph of Corollary 2.4 is an important fact in ergodic
theory (and our proof). Furthermore, in the proof of Proposition 2.7
we were aided in getting invariance under A by the fact that gaµ is
ergodic. If this were not the case, there would be no reason that a
point in gaK would need to be generic. Generic points are useful for
our arguments, because two measures sharing a generic point must be
the same.

3. SL(2,R) nR2/SL(2,Z) n Z2

3.1. Setup. Let G̃ = SL(2,R)nR2. Thus G̃ is the semi-direct product
of SL(2,R) and the additive group R2 under the operation

(A, v) · (B,w) = (AB, v + Aw)

for all A,B ∈ SL(2,R) and all v, w ∈ R2. We can identify G̃ with the
subgroup {[

A v
0 1

]
∈ SL(3,R) : A ∈ SL(2,R), v ∈ R2

}
of SL(3,R) if we think of elements of R2 as column vectors.

Let Γ̃ = SL(2,Z) n Z2 and X̃ = G̃/Γ̃. We can identify X̃ with
the space of affine lattices in R2 i.e. as the space of all cosets of all
unimodular lattices in R2. It can also be thought of as the moduli
space of tori with two marked points and a preferencial direction, since
homogeneity allows us to move any one marked point to the origin. In
this guise, it can be used to help understand 3-IETs or the space of 2
identitical tori with glued along a slit.

Let

ũt =

((
1 t
0 1

)
,

(
0
0

))
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for all t ∈ R. The set Ñ = {ũt : t ∈ R} is a one-parameter subgroup of
G̃. As in the previous section, here we are interested in classifying the
Ñ invariant probability measures on X̃. In doing so we will make use
of the following one-parameter subgroups

g̃t =

((
et 0
0 e−t

)
,

(
0
0

))
ṽt =

((
1 0
t 1

)
,

(
0
0

))
of G comparable to those in Section 2 and the one-parameter subgroups

ht =

((
1 0
0 1

)
,

(
t
0

))
wt =

((
1 0
0 1

)
,

(
0
t

))
corresponding to flows in the R2 direction. Let Ã, M̃, H and W be the
one-parameter subgroups defined by these parameterizations respec-
tively.

As in Section 2 write X = SL(2,R)/SL(2,Z) and write π : X̃ → X

for the projection on the first coordinate. We will classify Ñ ergodic
and invariant probability measures on X̃ and our proof will use the
description of X̃ as a fiber bundle over X with torus fibers.

Exercise 14. Verify that the fiber of π over a lattice Λ in X can be
identified with the quotient R2/Λ.

Solution. The map (A, v)Γ̃ 7→ Λ + v is a well-defined isomorphism
from the fiber π−1Λ to R2/Λ.

If µ is a Ñ invariant probability on X̃ then the push-forward πµ is
a probability measure on X that is invariant under the one-parameter
subgroup N from Section 2. From Theorem 2.1 we know that πµ is
either Haar measure on X or supported on a periodic N orbit.

Theorem 3.1. If µ is an Ñ ergodic probability measure then there exists
a closed subgroup L of G containing Ñ, x ∈ G̃ such that L∩xΓ̃x−1 is a
lattice in L and µ is supported on an L orbit and µ is a scaled projection
of Haar measure on L.

These possibilities are:

• πµ is Haar on X and µ is Haar on X̃.
• πµ is Haar on X. There exists x ∈ X̃ and ha ∈ H so that µ is

supported on h−sSL(2,R)hsx.
• πµ is supported on a periodic N orbit, µ is supported on an orbit

of the subgroup generated by Ñ and H, and µ is the projection
of the Haar measure on this subgroup to the orbit.
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• πµ is supported on a periodic N orbit and µ is supported on a
periodic Ñ orbit.

Remark 3.2. Note that h−sSL(2,R)hs is a closed subgroup of G̃ that

contains Ñ and that it has a conjugate (probably different from itself)
that meets Γ̃ in a lattice.

3.2. Preliminaries.

Proposition 3.3. If πµ is supported on a closed horocycle then µ is
the projection of Haar measure on a closed subgroup of G̃ to X̃.

Lemma 3.4. It suffices to treat the case where πµ is supported on NΓ.

Exercise 15. Prove this.

Solution. A lattice in X has a periodic horocycle orbit if and only if
it has a horizontal vector. So we may assume that πµ is supported on
the set of lattices with a horizontal vector of a given length, say eL.
If Λ has a horizontal vector of length eL then g−LΛ has a horizontal
vector of length 1 and g−Lπµ = πg̃−Lµ is supported on the set of lattices
having a horizontal vector of length 1. If the proposition is true for this
measure, applying g̃L to g̃−Lµ gives the result for our original measure.

Proof of Proposition 3.3. By the previous lemma we may assume that
πµ is supported on NΓ. We will prove that there are two possibilities.

(1) There exists an irrational y0 so that the support of µ is{((
1 s
0 1

)
,

(
x
y0

))
Γ̃ : s, x ∈ [0, 1)

}
in which case µ is the projection to X̃ of the Haar measure on
L = 〈Ñ,H〉. Note that

L ∩ Γ̃ =

{((
1 n
0 1

)
,

(
a
0

))
: n, a ∈ Z

}
is a lattice in L.

(2) There exists y0 ∈ [0, 1) rational and p1, ..., pk ∈ [0, 1) so that µ
is supported on{((

1 s
0 1

)
,

(
pi
y0

))
Γ̃ : s ∈ [0, 1), 1 ≤ i ≤ k

}
in which case µ is supported on a periodic Ñ orbit.
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Every generic point for µ has the form((
1 s
0 1

)
,

(
u
v

))
Γ̃

for some s ∈ R and some w ∈ R2 because πµ lives on NΓ. Since the Ñ
orbit of a point generic for µ along Ñ consists entirely of points generic
for µ along Ñ, we can find a point of the form((

1 0
0 1

)
,

(
x
y

))
Γ̃

that is generic for µ along Ñ. Now

ũ1

((
1 0
0 1

)
,

(
x
y

))
=

((
1 0
0 1

)
,

(
x+ y
y

))
so if y /∈ Q then

ũn
((

1 0
0 1

)
,

(
x
y

))
=

((
1 0
0 1

)
,

(
x+ ny
y

))
equidistributes along{((

1 0
0 1

)
,

(
z
y

))
: z ∈ [0, 1)

}
and we have the first case, where as if y is rational then{

ũn
((

1 0
0 1

)
,

(
x
y

))
: n ∈ Z

}
is a finite number of points in X̃ and we have the second case. �

The next lemma implies that hsµ is Ñ ergodic for every s ∈ R, a fact
that is used freely in the next section.

Lemma 3.5. If F is an ergodic and measure-preserving flow on (X,B, µ)
and S : X → X commutes with F t for all t ∈ R then F is also ergodic
and measure-preserving on (X,B, Sµ).

Exercise 16. Prove this.

Solution. This is a consequence of symbol pushing. First, if we have
(Sµ)(F tA 4 A) > 0 then µ(S−1(F tA) 4 S−1(A)) > 0. But since S
commutes with F t this is µ(F t(S−1A)4 (S−1A)). So the ergodicity of
µ and Sµ are equivalent. Similarly

(Sµ)(F tA) = µ(S−1F tA) = µ(F tS−1A) = µ(S−1A) = (Sµ)(A)

proves that Sµ is F invariant.
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3.3. A key step. It remains to prove Theorem 3.1 when πµ is Haar
measure on X. A key technical step in this part of the argument is to
be able to write µ as an integral of probability measures on the fibers
of π. Theorem A.8 in the appendix makes precise the sense in which
this can be done.

Fix a disintegration P of µ coming from the map π. We get, for
almost every Λ ∈ X a probability measure P (Λ) = µΛ on π−1(Λ) which
we identify with a measure on R2/Λ. For each t ∈ R we can consider
the almost-surely defined maps P ′(Λ) = ũtµΛ and P ′′(Λ) = µutΛ. They
are both disintegrations of µ so must be equal πµ almost-surely. We
therefor have, for each t ∈ R the equivariance

ũtµΛ = µutΛ

for πµ almost every Λ.

The main result in this section is the following lemma.

Lemma 3.6. Either µΛ has finite support for πµ almost every Λ or
it has uncountable support for πµ almost every Λ. If the support is
finite, then the cardinality is πµ almost everywhere constant. If the
support is infinite (and thus uncountable) then µΛ has no atoms πµ
almost everywhere.

Proof. First observe that πµ is N ergodic. The cardinality of the sup-
port of µΛ is a N invariant quantity. It is a Borel measurable quan-
tity because the map on probability measures endowed with the weak*
topology to itself given by sending a measure to its atomic part is Borel
measurable. (Note that this is a non-trivial but not too hard exercise to
prove directly.) Ergodicity implies that the cardinality of the support
of µΛ is constant πµ almost everywhere.

We now study the atoms of µΛ. Let Qs ⊂ X̃ be the set of points
(Λ, w) so that µΛ({(Λ, w)}) < (ũsµΛ)({(Λ, w)}). Note that µ(Qs) <
µ(ũsQs) unless µ(Qs) = 0. Similarly if Q′s is the set of points (Λ, w)
so that µΛ({(Λ, w)}) > (ũsµΛ)({(Λ, w)}) then µ(Q′s) > µ(ũsQ′s) unless

µ(Q′s) = 0. Because µ is Ñ invariant this implies that both µ(Qs)

and µ(Q′s) are 0. So f(Λ, w) = µΛ({(Λ, w)}) is almost everywhere Ñ
invariant and so it is constant µ almost everywhere. That is, if a µ
positive measure subset of points (Λ, w) are atoms of µΛ then the size
is the same for µ almost every point. The reciprocal of this size is the
cardinality of the support of µΛ for πµ almost every Λ. Since this is
a finite number, if there are atoms, the cardinality of the support of
µΛ is finite πµ almost surely. Similarly if the support of µΛ is infinite,
there can not be atoms, so it must be uncountable. �
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Exercise 17. Show that if (Y, d) is a σ-compact metric space and φ
maps Borel probability measures to their atomic part, it is a Borel map
from Borel measures with total variation at most 1 with the weak*
topology to Borel measures with total variation at most 1 with the
weak* topology.

Solution. Let P1, ... be a sequence of countable, measurable partitions
of Y so that lim

n→∞
max{diam(P ) : P ∈ Pn} = 0.

Fix ε > 0 and n ∈ N. Write Q1, Q2, . . . for the members of Pn.
For each ν the set K(ν) = {k ∈ N : ν(Qk) ≥ ε} is finite or empty
and Q(E) = ∪k∈EPk. Let νn,ε be ν|Q(E) and we wish to prove that
Ψ(ν) = νn,ε is a Borel map. Fixing E ⊂ N finite, it suffices to prove
for every continuous function f : Y → R of compact support that

(12) ν 7→
∫
f 1Q(E) dν

is measurable on the set {ν : K(ν) = E}. Indeed, (12) shows if U is
an open in the set of measures with total variation at most 1 with the
weak* topology then Ψ−1(U) is measurable.

To prove that, first note that

(13) µ 7→
∫
f1A dν

is measurable whenever A is open and has compact closure by approxi-
mating 1A by continuous function. Then note that the collection of sets
A for which (13) is measurable forms a σ algebra.

Let νε be a weak* limit of νn,ε as n goes to infinity and observe that
it is ν restricted to its atoms of measure at least ε (and so the limit
actually exists). This is measurable because it is a pointwise limit of
measurable maps. Now let νatom be a weak* limit of ν 1

k
as k goes to

infinity. This is ν restricted to its atoms (and so the limit exists and
the map is measurable).

We now have a dichotomy when πµ is Haar measure on X. Either
the disintegration of µ over π is atomic almost surely, or has uncount-
able support and no atoms almost surely. In the next two sections we
describe what µ is in both possibilities.

3.4. Uncountable fibers. In this section we assume πµ is the projec-
tion of Haar measure on G to X, and that almost every measure µΛ in
the disintegration of µ over π has uncountable support. Our goal is to
prove that µ is Haar measure on X̃.



MEASURE RIGIDITY 21

Proposition 3.7. If µ is a Ñ ergodic and Ñ invariant measure on X̃
so that πµ is the projection of Haar measure on G to X, and if µΛ has
uncountable support for πµ almost every Λ then µ is Haar measure on
X̃.

First, we observe that it suffices to prove µ is H invariant. We will
then argue as in Section 2 that this is the case.

Lemma 3.8. If πµ is the projection of Haar on G to X and µ is H
invariant then µ is the projection of Haar on G̃ to X̃.

Proof. Consider the H ergodic decomposition of µ. The subgroup H
preserves the fibers of π and every fiber π−1(Λ) of π can be identified
with the quotient R2/Λ so almost every measure in the ergodic decom-
position is supported on some quotient R2/Λ. For πµ almost every Λ
in X any H ergodic measure on R2/Λ is Lebesgue measure. This is
because, on almost every lattice quotient, every point in generic for
Lebesgue measure along H. Since Haar measure on X̃ disintegrates
over πµ as Lebesgue measure on almost every fiber of π the lemma
follows from uniqueness of disintegrations. �

Note: the same proof gives the following: if πµ is the projection of
Haar on G to X and there exists a 6= 0 so that haµ = µ then µ is the
projection of Haar on G to X.

To conclude µ is the projection of Haar measure on G̃ to X̃ it remains
to prove that µ is H invariant.

Strategy: Suppose µ is not H invariant. As in Lemma 2.8 we can find
K ⊂ X compact consisting of points that are generic for µ along Ñ,
and a > 0 and c > 0 with µ(K) > 99

100
and d(haK,K) > c. Our goal is

to find nearby points whose Ñ orbits will diverge in the direction of H.
We cannot appeal to Poincaré recurrence to choose nearby points as in
Section 2 because we wish our nearby points to be on the same fiber of
π. (If they are not on the same fiber then there will be some divergence
in X in the A direction, which we don’t need at the moment.) Now,
if points of the form (Λ, ( xiyi )) are converging to (Λ, ( xy )) then, upon
choosing i large enough and t appropriately, we can arrange for

ũt
(

Λ,

(
x
y

))
= hx−xiwy−yiht(y−yi)ũt

(
Λ,

(
xi
yi

))
≈ haũt

(
Λ,

(
xi
yi

))
with ũt(Λ, ( xy )) and ũt(Λ, ( xiyi )) both in K contradicting separation of
K and haK.
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Lemma 3.9. If µΛ has uncountable support for a set of Λ with πµ
of measure at least 1

2
then we have for a set of (Λ, ( xy )) of µ measure

1
2

that there exists (Λ, ( xiyi )) → (Λ, ( xy )) so that yi 6= y for all i and
(Λ, ( xiyi )) ∈ K for all i.

Sublemma 1. We may assume there exists s0 > 0 so that K∩hsK = ∅
for all 0 < |s| < s0.

Proof. If x ∈ hsK then x is ũt generic for hsµ. So if x ∈ K ∩ hsK then
it is generic for hsµ and µ. So these are the same measures. So if this
is not true there exists si 6= 0, but si → 0 so that hsiµ = µ. Since
{s : hs∗µ = µ} is a closed subgroup of R, this implies µ is hs invariant,
which by Lemma 3.8 completes the proof of the proposition. �

Proof of Lemma 3.9. We prove this by contradiction. Observe that we
may assume the support of µΛ is contained in an at most countable set
of horizontal lines for a set of Λ with πµ measure 1

2
as otherwise we

could find points as requested by the conclusion of Lemma 3.9. This im-
plies that K intersected with some horizontal line segment has positive
measure. Next, observe that since the support of µΛ is uncountable, it
is non atomic and so K intersected with this horizontal line segment is
uncountable. So it contains an accumulation point, contradicting the
sublemma. �

We are now ready for the proof of Proposition 3.7.

Proof of Proposition 3.7. As in Lemma 2.10 there exists T0 > max{a, 1}
so that the µ measure of

E =

{
(Λ, ( xy )) :

9

cT

∫ T+ cT
9

T

1K(ũt(Λ, ( xy ))) dt >
98

100
for all T > T0

}
is at least 99

100
.

By Lemma 3.9 we may choose (Λ, ( xiyi ))→ (Λ, ( xy )) so that

• yi 6= y for all i;
• (Λ, ( xiyi )) ∈ E for all i;
• (Λ, ( xy )) ∈ E;

all hold. For simplicity we assume y > yi for all i ∈ N. In place of (8)
we have

(14) ũt
(

Λ,

(
x
y

))
= hx−xiwy−yiht(y−yi)ũt

(
Λ,

(
xi
yi

))
for all t ∈ R.
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Sublemma 2. If j is such that

• |yj − y| < ac
10T0

• |xj − x| < c
8

• (Λ, (
xj
yj )) ∈ E

• (Λ, ( xy )) ∈ E
all hold then there exists t so that

(a) ũt(Λ, (
xj
yj )) ∈ K

(b) ũt(Λ, ( xy )) ∈ K
(c) d(ũt(Λ, ( xy )), haũt(Λ, (

xj
yj )) < c

all hold.

Exercise 18. Prove the sublemma.

Solution. Consider the interval I = [ a
yj−y ,

a
yj−y + c

2(yj−y)
]. We claim

there exists t ∈ I satisfying the conclusions (a), (b) and (c). First
observe that by (14) and our choice of j, any t ∈ I will satisfy (c).
Second, because (Λ, (

xj
yj )) and (Λ, ( xy )) are both in E we have that

|{t ∈ I : ũt(Λ, (
xj
yj )) ∈ K}| > 99

100
|I|

and
|{t ∈ I : ũt(Λ, (

xj
yj )) ∈ K}| > 99

100
|I|

both hold. Thus the set of t ∈ I satisfying all three conclusions has
measure at least 98

100
|I|.

Condition (a), (b) and (c) together contradict the separation of K
and haK concluding the proof of Proposition 3.7. �

3.5. Atomic fibers. In this section we conclude the proof of Theo-
rem 3.1 by proving the following result.

Proposition 3.10. If πµ is Haar measure on X but µ is not Haar
measure on X̃ then µ is supported on a single h−sSL(2,R)hs orbit.

Lemma 3.11. It suffices to show that µ is invariant under a one pa-
rameter subgroup of HÃ other than H.

This result is involved and we break the proof into three steps.

Step 1. If µ is invariant under a one parameter subgroup of HÃ other
than H then there exists s ∈ R so that hsµ is invariant under Ã.

Sublemma 3. Any 1-parameter subgroup L of HÃ is either H or of
the form h−sÃhs for some s ∈ R.
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Exercise 19. Prove this.

Solution. Every one parameter subgroup is of the form t 7→ exp(Xt)

for some X in the Lie algebra of HÃ. But

exp

a 0 b
0 −a 0
0 0 0

 t

 =

eat 0 b
a
(eat − 1)

0 e−at 0
0 0 1


so, up to a time scaling, all one-parameter subgroups of HÃ distinct
from H are of the form t 7→ hs(e

t−1)g̃t = h−sg̃ths for some s ∈ R.

Sublemma 4. If for some s ∈ R the measure µ is invariant under the
one-parameter subgroup h−sÃhs then hsµ is invariant under Ã.

Proof. One verifies that

(hsµ)(g̃tA) = µ(h−sg̃tA) = µ(h−sg̃thsh−sA) = µ(h−sA) = (hsµ)(A)

for all Borel sets A. �

Step 2. If hsµ is Ã invariant then µ is supported on a single G orbit.

Write ν for hsµ. The proof of Proposition 2.2 does not generalize to
our current setting, because we don’t know that ν sits inside a G orbit
that is the support of an Ñ ergodic measure. The proof in this case is
beyond the scope of these notes, but we give an outline.

Idea: We want to show that if ν is g̃a invariant and Ñ invariant
then it is M̃ invariant. We assume a is positive, the other case being
similar. The transformation g̃a expands the Ñ flow by the maximal
rate possible. Indeed

g̃a
t⋃

s=0

ũsx =
e2at⋃
s=0

ũsg̃ax

for all t ∈ R. For ν to be invariant under g̃a there has to be a balancing
contraction. Such a contraction can only come from a conjugate of M̃.
To make this heuristic precise, one uses a notion, entropy, which goes
beyond the scope of this minicourse.

Sublemma 5. The measure ν is supported on a single G orbit.

Proof. Let (Λ, w) ∈ X̃ be a point in the support of ν. Since ν is M̃,

Ã and Ñ invariant the point (BΛ, Bw) is in the support of ν for all
B ∈ SL(2,R). So νBΛ({(BΛ, Bw)}) = c > 0 for all B ∈ SL(2,R) by
Lemma 3.6. Disintegration of measures the implies that the ν measure
of the SL(2,R) orbit of (Λ, w) is at least c. This is a Ñ invariant set and
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so by the ergodicity of ν (which is a consequence of the Ñ ergodicity of
µ) it has full ν measure. �

The sublemma establishes that µ = h−sν is supported on a single
h−sSL(2,R)hs orbit.

Step 3. The measure µ is invariant under a one-parameter subgroup of
HÃ other than H.

Lemma 3.12. The measure µ is invariant under a one parameter sub-
group of HÃ other than H.

Sublemma 6. It suffices to show for all ε > 0 that there is g ∈ HÃ\{I}
with D(g, I) < ε and gµ = µ.

Proof. Suppose we can find for every ε > 0 some g ∈ HÃ \ {I} with
D(g, I) < ε and gµ = µ. By Lemma 3.8 we get that the subgroup

can not be H. Thus if for all ε > 0 there exists g ∈ HÃ \ {I} so that
D(g, I) < ε and gµ = µ then for all δ > 0 and all t there exist s, a with
(gs, ( a0 ))µ = µ and |s − t| < δ. Let L = {g ∈ G̃ : gµ = µ} which, just
as in Exercise 9, is a closed subgroup of G̃. So, for each t there exists
a with (gt, ( a0 )) ∈ L. If it is not unique then µ is HÃ invariant. This
gives the sublemma. �

To complete the proof of Proposition 3.10 it remains to verify the
condition in the statement of the sublemma.

In analogy with (8) and (14) we calculate that

(15)
ũthawbṽs = ha+tbwbṽ

s
1+ts g̃log(1+ts)ũ

t
1+ts

= ṽ
s

1+tswb−
s

1+ts
(a+tb)ha+tbg̃log(1+ts)ũ

t
1+ts

whenever st 6= −1. Once again, fix K a compact subset of points
generic for µ along Ñ with measure at least 99

100
. Let E ⊂ X and T0 > 1

be so that µ(E) > 99
100

and that

|{0 ≤ s ≤ T : ũsx ∈ K}| > 98
100
T

for all T > T0 and all x ∈ E. Because the projection of µ to X equals
the projection of Haar measure on G to X, we can find x ∈ E, and
sequences si, ai, bi → 0 so that haiwbi ṽsix ∈ E for all i.

Suppose there is 0 < ε < 1 such that gµ 6= µ whenever D(g, I) ≤ ε.
Then whenever D(g, I) < ε we have d(K, gK) > 0. Since g 7→ d(K, gK)
is continuous there is 0 < δ < ε

9
such that

(16) ε
100
≤ D(g, I) ≤ ε⇒ d(K, gK) > δ
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holds. By shrinking ε if necessary we may assume that

(17) D(hag̃b, I) > 1
2

√
a2 + b2,

holds, which is the other side of (2).

Using (15) we will obtain a contradiction as in the proof of Propo-
sition 2.7. For convenience we assume ti > 0, ai ≥ 0 and bi ≥ 0 for all
i ∈ N. Choose i so that

• x, haiwbi ṽtix ∈ E;
• si 6= 0;
• max{|bi|, |si|, |ai|} < δ

32T0

all hold.

Let σ = min{s : D(hai+sbi g̃log(1+sti), I) = ε
8
} and consider the interval

J = [σ, 9σ
8

]. Note that by (17) we have

(18) |ai + σbi| and | log(1 + σti)| are at most ε
4

for our choice of i.

It suffices to prove that the conditions

(1) σ > T0;
(2) ε

100
< D(hai+sbi g̃log(1+sti), I) < ε for all s ∈ J ;

(3) D(ũshaiwbi ṽti , hai+sbi g̃log(1+sti)ũ
s

1+sti ) < δ
2

for all s ∈ J ;

all hold. Indeed conditions (1) and (2) imply there exists s ∈ [σ, 4
3
σ] so

that ũ
s

1+tisx and ũshaiwbi ṽtix both belong to K. Thus, by condition (3)
we have d(K, hai+sbi g̃log(1+sti)K) < δ. This contradicts (16) completing
the proof.

We outline the proof of condition (2) and leave the rest as an exercise.
First, estimate that

D(hai+
9
8
σbi g̃log(1+ 9

8
σti), hai+σbi g̃log(1+σti))

=D(hai+
9
8
σbi g̃log(1+ 9

8
σti)−log(1+σti)h−ai−σbi , I)

=D(h
ai+

9
8
σbi+

1+9
8σti

1+σti
(ai+σbi)g̃log(1+ 9

8
σti)−log(1+σti), I)

because D is right invariant.

Now as log(1+ 9
8
σti)−log(1+σti) <

1
8

log(1+σti) and 1 <
1+ 9

8
σti

1+σti
< 9

8

our bounds (2) and (18) together with the triangle inequality imply

D(h
ai+

9
8
σbi+

1+9
8σti

1+σti
(ai+σbi)g̃log(1+ 9

8
σti)−log(1+σti), I) < ε(1

9
1
4

+ 1
9

1
4
)

holds. Note that our argument here gives

D(hai+σbi g̃log(1+σti), hai+sbi g̃log(1+sti)) < ε
18
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for all s ∈ J . By the triangle inequality and the fact that σ is defined
so that D(hai+σbi g̃log(1+σti), I) = ε

8
this gives condition (2).

3.6. Concluding remarks.

Remarks on the proof. We repeatedly used the fact that if two
measures share a generic point then they are equal.

4. Dani’s proof

In this section let mX denotes Haar measure on X, with the scalings
chosen so that mX is a probability measure.

Here we reproduce Dani’s result tha nayt horospherical invariant, er-
godic probability measures on SL(2,R/SL(2,Z) is either supported on
a closed orbit or is mX . Our proof is based on Alex Eskin’s notes from
clay summer school Section 2. For a slightly different (and probably
slicker) proof see [MR1248925].

Theorem 4.1. Any N ergodic and N invariant Borel probability mea-
sure on X is either Haar measure to X or supported on a periodic N
orbit.

For every η > 0 define

Kη = {x ∈ X : the shortest vector in x has length at least ε}

which, by Mahler’s compactness criterion, is compact.

Lemma 4.2. The set Kη is compact for all η > 0.

Exercise 20. Prove this special case of Mahler’s compactness criterion
directly.

Solution. Fix η > 0. We show that Kη is sequentially compact. Let xi
be a sequence in Kη. For each i let vi be a vector of minimal positive
length in xi. Note that every lattice of unit co-volume contains a vector
of length at most 6, so the vi all lie in a compact subset of R2 \B(0, η).
Thus there exists indices ij so that vij converges to v∞ ∈ R2 \ B(0, η).
Now for each ij we consider the vectors that together with vij generate
xij . Note that if wij is such a vector then wij−kvij is too for all k ∈ Z.
So if we consider wij = aij + bij where aij is parallel to vij and bij is
perpendicular to vij then |aij | < |vij | ≤ 6. Now, the rectangle with sides
wij and vij has area 1 (because our lattice has covolume 1) and so the
wij have a convergent sequence as well.
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Lemma 4.3. There exists η > 0 so that for all x ∈ X that do not
contain a horizontal vector, there are arbitrarily large d > 0 such that
g−dx belongs to Kη.

Proof. If a lattice x has a horizontal vector then so does gsx for all s.
It therefore sufficies to exhibit η > 0 so that, for every y ∈ X without
a horizontal vector, there exists d > 0 so that g−dy ∈ Kη.

Fix y ∈ X without a horizontal vector. Since y is unimodular the
parallelogram spanned by any two vectors generating y has area 1. This
implies there exists a constant η > 0 so that, in any spanning set for
any lattice without a horizontal vector, at least one of the vectors must
have length at least η.

Suppose that v is a shortest non-zero vectors in y and that ||v|| < η.
We claim that g−dy ∈ Kη for some t > 0. Since v is not horizontal
||g−sv|| → ∞ as s → ∞ and so there exists a smallest time d so that
||g−dv|| = η. By the previous paragraph, for any 0 ≤ s < d, any vector
w such that {w, g−sv} generates g−sy satisfies ||w|| ≥ η. We conclude
that every non-zero vector in g−dy has length at least η, establishing
the lemma. �

Lemma 4.4. For all η > 0 there exists R,A,K > 0 so that for all
x ∈ Kη one has

vrgaukx 6= vsgbulx

for all (r, a, k) 6= (s, b, l) with 0 ≤ r, s < R, 0 ≤ a, b < A and 0 ≤
k, l < K. In other words, the map (r, a, k) 7→ vrgaukx is injective on
the cuboid [0, R)× [0, A)× [0, K) for all x ∈ Kη.

Proof. Fix η > 0. Since Γ is discrete we can find for every x ∈ X quanti-
ties R,A,K > 0 so that vrgaukx 6= vsgbulx whenever (r, a, k) 6= (s, b, l)
with 0 ≤ r, s < R, 0 ≤ a, b < A and 0 ≤ k, l < K. The constants
R,A,K clearly change continuously as x does so by Lemma 4.2 we can
choose these constants uniformly on Kη. �

The main step in the proof of Theorem 4.1 is the following proposi-
tion.

Proposition 4.5. If x has no horizontal vector then

lim inf
R→∞

∣∣∣∣∣∣ 1

R

R∫
0

f(utx) dt−
∫
f dmX

∣∣∣∣∣∣ = 0

whenever f ∈ Cc(X) is 1-Lipschitz.

Exercise 21. Prove Theorem 4.1 assuming Proposition 4.5.
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Solution. Assume µ is an N ergodic and N invariant probability mea-
sure on X that is distinct from Haar measure. Let x ∈ X be a generic
point for µ along N. Fix f ∈ Cc(X) so that

∫
f dµ 6=

∫
f dmX . Since

Lipschitz functions are dense in Cc(X) for the supremum norm and
therefore for the L1 norm, we may assume f is Lipschitz. We may
scale f to be 1-Lipschitz and observe that since

∫
cf dµ 6=

∫
cf dmX

the proposition implies x must have a horizontal vector. This estab-
lishes the theorem.

It is not hard to see that this proposition actually establishes more
than Ratner’s measure classification theorem: it establishes Ratner’s
orbit closure theorem and a weak form of Ratner’s genericity theorem.

Write λ for Lebesgue measure on R3.

Lemma 4.6. Define φ : R3 → SL(2,R) by φ(r, a, k) = vrgauk. There
exists σ > 0 and δ > 0 so that

σ ≤ d(φλ)

dmG

(α, β, γ) ≤ 2σ

whenever 0 ≤ |r|, |a|, |k| < δ.

Proof. The map φ is a diffeomorphism between a neighbourhood of 0 in
R3 and a neighbourhood of the identity in SL(2,R). There its Jacobian
is non-singular, so φλ and mG are equivalent on a neighbourhood of
the identity in SL(2,R). �

We turn now to the proof of Proposition 4.5. Fix f : X → R non-
zero that is 1-Lipschitz and fix ε > 0. Let η be as in Lemma 4.3. Fix
R,A,K as in Lemma 4.4 applied to our value of η. Let δ and σ be as
in Lemma 4.6. Fix L < min{R,A,K, δ, η, ε/2} such that

(19) ||f ||sup

∣∣∣∣e2L − 1

2L
− 1

∣∣∣∣ < ε

holds.

For every S > 0 define the set

E(S) =

y ∈ X :

∣∣∣∣∣∣ 1

T

T∫
0

f(uty) dt−
∫
f dmX

∣∣∣∣∣∣ < ε for all T ≥ S


and note that mX(E(S)) → 1 as S → ∞ because mX almost every
y ∈ X is generic for mX along N by Theorem A.11.
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Finally, fix x ∈ X corresponding to a lattice that does not contain a
horizontal vector. Choose S > 0 such that

mX(E(S)) > 1− εL3

||f ||supσ

holds. Fix T ≥ S and choose d > 0 such that

• g−dx ∈ Kη
• Le−2d < ε

2

• (1 + T + T 2)Le−2d < ε
• T ||f ||sup < Le2dε

all hold. This is possible by Lemma 4.3.

Since g−dx belongs to Kη the map

(r, a, k) 7→ vrgaukg−dx

is injective on [0, L]3 by our choice of L. Moreover, its image has
measure at least L3/2σ by Lemma 4.6. Now gd is a measure-preserving
homeomorphism of X so the map

(r, a, k) 7→ gdvrgaukg−dx

is also injective on [0, L]3 and its image too has measure at least L3/2σ.
Our choices T ≥ S > 0 are therefore such that∣∣∣∣∣∣ 1

TL3

T∫
0

L∫
0

L∫
0

L∫
0

f(utgdvrgaukg−dx) dk da dr dt−
∫
f dmX

∣∣∣∣∣∣ < 2ε

holds. This estimate is the same as∣∣∣∣∣∣ 1

TL3

T∫
0

L∫
0

L∫
0

L∫
0

f(utvre
−2d

gauke
2d

x) dk da dr dt−
∫
f dmX

∣∣∣∣∣∣ < 2ε

by some matrix manipulation.

For all 0 ≤ k, a, r < L and all 0 ≤ t < T we have the estimate

d(utvre
−2d

gauke
2d

x, ute
−2a

uke
2d

x)

≤ D(utvre
−2d

gau−te
−2a

, I)

= D(utvre
−2d

u−tga, I)

≤ D(utvre
−2d

u−t, I) + a
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from (2). Now

utvre
−2d

u−t = v
re−2d

1+tre−2d glog(1+tre−2d)u
t

1+tre−2d u−t

= v
re−2d

1+tre−2d glog(1+tre−2d)u
−t2re−2d

1+tre−2d

from (5). Thus

d(utvre
−2d

gauke
2d

x, ute
−2a

uke
2d

x) < a+ re−2d + tre−2d + t2re−2d

≤ L+ L(1 + T + T 2)e−2d < 2ε

holds from L < ε and our choice of d.

Combined with the fact that f is 1-Lipschitz, we see that

1

TL3

T∫
0

L∫
0

L∫
0

L∫
0

f(utvre
−2d

gauke
2d

x) dk da dr dt

and

1

TL2

T∫
0

L∫
0

L∫
0

f(ute
−2a

uke
2d

x) dk da dt

are within 2ε of each other.

The two paragraphs above combine to give

(20)

∣∣∣∣∣∣
∫
f dmX −

1

TL2e2d

T∫
0

L∫
0

Le2d∫
0

f(ute
−2a

ukx) dk da dt

∣∣∣∣∣∣ < 4ε

after a change of variables.

Claim 4.7. For all 0 ≤ a ≤ L the estimate∣∣∣∣∣∣ 1

TLe2d

T∫
0

Le2d∫
0

f(ute
−2a

ukx) dk dt− e2a

Le2d

Le2d∫
0

f(utx) dt

∣∣∣∣∣∣ ≤ T

Le2d
||f ||u

holds.

Proof. Fix 0 ≤ a ≤ L. Upon comparing the square with vertices (0, 0),
(Le2d, 0), (0, T ), (Le2d, T ) with the parallelogram with vertices (0, 0),
(Le2d, 0), (−T, T ), (Le2d − T, T ) one obtains∣∣∣∣∣∣

T∫
0

Le2d∫
0

f(ute
−2a

ukx) dk dt− Te2a

Le2d∫
0

f(utx) dt

∣∣∣∣∣∣ ≤ T 2||f ||sup

after a change of variables. Divide through by TLe2d. �
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It follows from integrating the claim over 0 ≤ a ≤ L that∣∣∣∣∣∣ 1

TL2e2d

T∫
0

L∫
0

Le2d∫
0

f(ute
−2a

ukx) dk da dt− e2L − 1

2L

1

Le2d

Le2d∫
0

f(utx) dt

∣∣∣∣∣∣
is at most T ||f ||u/Le2d so, together with (20) and our choice of d > 0,
we get ∣∣∣∣∣∣

∫
f dmX −

e2L − 1

2L

1

Le2d

Le2d∫
0

f(utx) dt

∣∣∣∣∣∣ < 5ε

and then ∣∣∣∣∣∣
∫
f dmX −

1

Le2d

Le2d∫
0

f(utx) dt

∣∣∣∣∣∣ < 6ε

follows from (19). Our choice of d can be arbitrarily large by Lemma 4.3
so the preceding equation gives

lim inf
d→∞

∣∣∣∣∣∣ 1

Le2d

Le2d∫
0

f(utx) dt−
∫
f dmX

∣∣∣∣∣∣ < 6ε

and since ε > 0 was arbitrary this establishes Proposition 4.5.

Appendix A. Results from ergodic theory

Inner regularity. Let X be a metric space. Every Borel measure µ
on X has the property that

µ(E) = sup{µ(K) : E ⊃ K compact}

for every Borel set E ⊂ X.

Poincaré recurrence.

Lemma A.1 (Poincaré recurrence Theorem). Let (X,B, µ) be a finite
measure space. If T : X → X is µ-measure preserving then for any
measurable set A we have that for µ almost every x ∈ A there exists
n(x) > 0 so that T n(x)(x) ∈ A.
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Birkhoff ergodic theorem.

Theorem A.2 (Birkhoff ergodic theorem). Let (X,B, µ) be a proba-
bility space. Let t 7→ F t be a measurable flow with respect to which µ
is F invariant and F ergodic. Fix f ∈ L1(X,B, µ). Then

lim
T→∞

1

T

∫ T

0

f(F tx) dt =

∫
f dµ

for µ almost every x. Moreover, if

sN(x) =
1

N

N−1∑
n=0

f(T nx)

then sN converges in L1(µ) to
∫
f dµ.

Corollary A.3. Let (X,F t, µ) be an ergodic probability measure pre-
serving system and f ∈ L1(µ). For every ε > 0 there exists T0 so
that

µ({x ∈ X : ∃T ≥ T0 with
∣∣ 1

T

∫ T

0

f(F tx)dt−
∫
fdµ

∣∣ ≥ ε}) < ε.

Defintion A.4. Let µ be an F t invariant measure. We say x is F t

forward generic for µ if for all f ∈ Cc(X) we have

lim
T→∞

1

T

∫ T

0

f(F sx)ds =

∫
fdµ.

We similarly define backwards generic points. A point is called generic
for µ if it is both forward and backward generic.

Corollary A.5. If µ is an ergodic measure then µ almost every point
is generic for µ. If µ and ν are different invariant probability measures
then the set of their generic points are disjoint.

Change of variables.

Theorem A.6 (Change of variables). If f : [a, b]→ R is differentiable
and U ⊂ [a, b] is measurable then

λ(f(U)) =

∫
U

f ′ dλ

where λ is Lebesgue measure.

Note that f(U) will not generally be Borel measurable but is analytic
and hence Lebesgue measurable.
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Corollary A.7. If f : [a, b] → R is differentiable and U ⊂ [a, b] is
measurable then

inf{f ′(s) : s ∈ (a, b)}
sup{f ′(s) : s ∈ (a, b)}

≤ λ(f(U))

λ(f([a, b] \ U))
≤ sup{f ′(s) : s ∈ (a, b)}

inf{f ′(s) : s ∈ (a, b)}

Disintegrations. Given separable metric spaces X, Y and a map π :
X → Y the spaceX is of course the disjoint union of the fibers π−1(y) of
π. WriteM(X) for the set of Borel probability measures on X. Equip
it with the weak∗ topology induced by the space Cc(X) of continuous,
compactly supported functions onX. Disintegration of measures allows
us to decompose any member of M(X) as an integral of probability
measures supported on the fibres of π. The following theorem makes
this precise.

Theorem A.8 (Disintegration of measures). Let X, Y be separable
metric spaces. Let π : X → Y be Borel measurable and let µ be a Borel
probability measure on X. Then there exists a µ almost-everywhere
defined map P : Y →M(X) with the following properties:

(1) for πµ almost every y the measure Py gives full measure to the
fiber π−1(y);

(2) for every Borel set B ⊂ X the map y 7→ Py(B) is measurable;
(3) for every Borel set B ⊂ X the equality

µ(B) =

∫
Py(B) d(πµ)(y)

holds.

Moreover, this map is unique in the sense that if P ′ : Y →M(X) also
satisfies the above properties then P ′y = Py for πµ almost every y.

If we have in addition a measurable flow t 7→ F t on X that descends
to a measurable flow t 7→ Et on Y in the sense that π(F tx) = Et(πx)
for all t ∈ R and all x ∈ X then we can moreover require of P that for
every t ∈ R the set

{y ∈ Y : F tPy = PEty}

has full πµ measure. Indeed, one can verify that for any fixed t ∈ R
the maps P ′y = F tPy and P ′′y = PEty satisfy statements (1) through
(3) in the disintegration theorem and must therefore be equal almost
everywhere. Note that we have for every t ∈ R a full-measure set of y
on which equivariance holds. The order of quantifiers is important.
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The ergodic decomposition.

Theorem A.9 (Ergodic decomposition). If t 7→ F t is a continuous
flow on a separable metric space X that preserves a probability measure
µ then there is a µ almost-surely defined measurable map P : X →
M(X) such that

µ(B) =

∫
Px(B) dµ(x)

for all Borel sets B ⊂ X and Px is an F invariant and F ergodic
probability measure for µ almost all x.

Properties of SL(2,R). Let X denote SL(2,R)/SL(2,Z) and ν denote
the projection of Haar measure to X.

Theorem A.10. ν(X) <∞.

Theorem A.11. The actions of the one-parameter subgroups(
1 t
0 1

) (
1 0
t 1

) (
et 0
0 e−t

)
on X are all ergodic and invariant for ν.

Theorem A.12 (KAN decomposition). Every element in SL(2,R) can
be written uniquely in the form(

cos(θ) − sin(θ)
sin(θ) cos(θ)

)(
et 0
0 e−t

)(
1 s
0 1

)
for some t, s, θ ∈ R.


