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Abstract. We prove a conjecture of G.A. Margulis on the abun-
dance of certain exceptional orbits of partially hyperbolic flows
on homogeneous spaces by utilizing a theory of modified Schmidt
games, which are modifications of (α, β)-games introduced by
W. Schmidt in mid-1960s.

1. Introduction

LetX be a separable metric space and F a group or semigroup acting
on X continuously. Given Z ⊂ X , denote by E(F, Z) the set of points
of X with F -orbits staying away from Z, that is,

E(F, Z)
def
= {x ∈ X : Fx ∩ Z = ∅} .

If Z consists of a single point z, we will write E(F, z) instead of
E(F, {z}). Such sets are clearly null with respect to any F -ergodic
measure of full support. Similarly, denote by E(F,∞) the set of points
of X with bounded F -orbits; it is also a null set with respect to a
measure as above if X is not compact. However in many ‘chaotic’ sit-
uations those sets can be quite big, see [Do] and [K1] for history and
references.

In this paper we take X = G/Γ, where G is a Lie group and Γ a
lattice in G, and consider

F = {gt : t ∈ R} ⊂ G (1.1)

acting on X by left translations. One of the major developments in
the theory of homogeneous flows is a series of celebrated results of
Ratner (see the surveys [Rt, KSS] and a book [Mo]) verifying conjec-
tures of Raghunatan, Dani and Margulis on orbit closures and invariant
measures of unipotent flows. Ratner’s theorems imply that for quasiu-
nipotent subgroups (F is quasiunipotent if all the eigenvalues of Ad(g1)
are of modulus 1, and non-quasiunipotent otherwise), the sets E(F, Z)
are countable unions of submanifolds admitting an explicit algebraic
description, see [St].
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In his 1990 ICM plenary lecture, just before Ratner’s announcement
of her results, Margulis formulated a list of conjectures on rigidity prop-
erties of unipotent flows. In the same talk Margulis conjectured that
such rigid behavior is absent if F is non-quasiunipotent, providing a
list of ‘non-rigidity conjectures for non-unipotent flows’. For example,
he conjectured [Ma, Conjecture (A)] that E(F,∞) is a thick set; that
is, its intersection with any open subset of X has full Hausdorff dimen-
sion. In fact, to avoid obvious counterexamples, one should assume
that the flow (G/Γ, F ) is absolutely non-quasiunipotent, that is, it has
no factors (G′/Γ′, F ′) (i.e., homomorphisms p : G→ G′ with F ′ = p(F )
and Γ′ = p(Γ) a lattice in G′) such that F ′ is nontrivial and quasiu-
nipotent. In 1996 Margulis and the second-named author [KM] proved
Conjecture (A) of Margulis under this hypothesis.
Note that even earlier, in the mid-1980s, Dani established the thick-

ness of E(F,∞) in the following two special cases [Da2, Da3]:

G = SLk(R), Γ = SLk(Z), and F = {gt} ,

where gt = diag(ect, . . . , ect, e−dt, . . . , e−dt)
(1.2)

(here c, d > 0 are chosen so that the determinant of gt is 1), and

G is a connected semisimple Lie group with rankR(G) = 1. (1.3)

In both cases Dani’s approach consisted in studying the set of points
x ∈ G/Γ with bounded one-sided trajectories {gtx : t ≥ 0}, and show-
ing that its intersection with any orbit of a certain subgroup of G is
a winning set for a game invented by Schmidt [Sc1]. This property
is stronger than thickness in the sense that a countable intersection
of winning sets is also winning; see [Da4] for a nice survey of Dani’s
results.
Understanding one-sided trajectories also plays a crucial role in the

approach of [KM], as well as in the present paper. In what follows we
will reserve the notation F for one-parameter subgroups as in (1.1),
and let F+ = {gt : t ≥ 0}. Also throughout the paper we will denote
by H+ the expanding horospherical subgroup corresponding to F+,
defined by

H+ def
= {g ∈ G : g−tggt →t→+∞ e} . (1.4)

Note that H+ is nontrivial if and only if F is non-quasiunipotent. It
is a connected simply connected nilpotent Lie group normalized by gt.
Moreover, it admits a one-parameter semigroup of contracting auto-

morphisms

F = {Φt : t > 0}, where Φt(g) = g−tggt . (1.5)



MODIFIED SCHMIDT GAMES 3

The main step of the proof in [KM] was to show that, in the special
case when G is a connected semisimple Lie group without compact
factors and Γ is an irreducible lattice in G, for any x ∈ G/Γ the set

{h ∈ H+ : hx ∈ E(F+,∞)} (1.6)

is thick. In the present paper we strengthen the above conclusion, re-
placing thickness with the winning property for a certain game. More
precisely, in [KW3] the notion of modified Schmidt games (to be ab-
breviated by MSGs) induced by semigroups of contracting automor-
phisms was introduced. These generalize the game devised by Schmidt
and share many of its appealing properties. In particular, winning sets
of these games are thick and the countable intersection property also
holds. All the relevant definitions and facts are discussed in §2. The
following is one of our main results:

Theorem 1.1. Let G be a connected semisimple centerfree Lie group
without compact factors, Γ an irreducible lattice in G, F a one-parameter
non-quasiunipotent subgroup of G. Then there exists a′ > 0 such that
for any x ∈ G/Γ and a > a′, the set (1.6)is an a-winning set for the
MSG induced by F as in (1.5).

We also show

Theorem 1.2. Let G, F and Γ be as in Theorem 1.1. Then there
exists a′′ > 0 such that for any x, z ∈ G/Γ and a > a′′, the set

{
h ∈ H+ : hx ∈ E(F+, z)

}

is an a-winning set for the MSG induced by F as in (1.5).

This strengthens the results of [K1], where the above sets were shown
to be thick. Because of the countable intersection property, Theorems
1.1 and 1.2 readily imply the following

Corollary 1.3. Let G, Γ and F be as in Theorem 1.1, and let Z be a
countable subset of G/Γ. Then for any x ∈ G/Γ, the set

{
h ∈ H+ : hx ∈ E(F+, Z) ∩ E(F+,∞)

}
(1.7)

is a winning set for the MSG induced by F .

This extends a result of Dolgopyat [Do, Corollary 2] who established
the thickness of sets

{
h ∈ H+ : hx ∈ E(F+, Z) ∩ E(F+,∞)

}

for countable Z in the case when the F+-action corresponds to a geo-
desic flow on the unit tangent bundle to a manifold of constant negative
curvature and finite volume.
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From Corollary 1.3 we deduce

Theorem 1.4. Let G be a Lie group, Γ a lattice in G, F a one-
parameter absolutely non-quasiunipotent subgroup of G, and Z a count-
able subset of G/Γ. Then the set

{
x ∈ E(F, Z) ∩ E(F,∞) : dim(Fx) < dim(G)

}
(1.8)

is thick.

Here and hereafter dim(X) stands for the Hausdorff dimension of a
metric space X . The above theorem settles Conjecture (B) made by
Margulis in the aforementioned ICM address [Ma]; in fact, that conjec-
ture was about finite Z ⊂ G/Γ. To reduce Theorem 1.4 to Corollary
1.3, we employ a standard (see e.g. [Da2]) reduction from G semisimple
to general G, pass from one-sided to two-sided orbits roughly follow-
ing the lines of [KM, §1], and also use an entropy argument, which we
learned from Einsiedler and Lindenstrauss, to show that the condition
dim(Fx) < dim(G) is automatic as long as x ∈ E(F, Z) ∩ E(F,∞).

Both Theorem 1.1 and Theorem 1.2 will be proved in a stronger
form. Namely, we establish the conclusion of Theorem 1.1 with H+ re-
placed with its certain proper subgroups, so-called (F+,Γ)-expanding
subgroups, introduced and studied in §5. We will show that H+ is
always (F+,Γ)-expanding; thus Theorem 1.1 follows from its stronger
version, Theorem 5.2. Such a generalization is useful for other appli-
cations as well. Namely, in §9 we apply Theorem 5.2 to Diophantine
approximation with weights, strengthening results obtained earlier in
[KW2, KW3].

As for Theorem 1.2, its conclusion in fact holds for any homogeneous
space G/Γ, where G is a Lie group and Γ ⊂ G is discrete. Further, we
are able to replace H+ by any nontrivial connected subgroup H ⊂ H+

normalized by F , see Theorem 7.1 for a more general statement. One
application of that is a possibility of intersecting sets E(F+, z) for
different choices of groups F , see Corollary 9.2.

The structure of the paper is as follows. In §2 we describe modified
Schmidt games, the main tool designed to prove our results. Then in
§3 we review reduction theory and geometry of rank-one homogeneous
spaces to state criteria for compactness of subsets of G/Γ. We develop
further properties of the compactness criteria in the following section.
Section 5 contains the definition, properties and examples of (F+,Γ)-
expanding subgroups. There we also state Theorem 5.2 which is proved
in §6. Then in §7 we deal with Theorem 1.2 via its stronger version,
Theorem 7.1, and derive Corollary 1.3. The reduction of Theorem 1.4
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to Corollary 1.3 occupies §8. Several concluding remarks are made in
the last section of the paper.

Acknowledgements. The authors are grateful to the hospitality of
the Fields Institute for Research in Mathematical Sciences (Toronto)
and Max Planck Institute for Mathematics (Bonn) where some parts of
this work were accomplished. The authors thank Jinpeng An for point-
ing out an error in a previous version of this paper, and to Uri Shapira
for useful discussions. Thanks are also due to Manfred Einsiedler and
Elon Lindenstrauss for explaining the proof of Proposition 8.4. The
authors were supported by BSF grant 2000247, ISF grant 584/04, and
NSF Grants DMS-0239463, DMS-0801064.

2. Games

In what follows, all distances (diameters of sets) in various metric
spaces will be denoted by ‘dist’ (‘diam’). Let H be a connected Lie
group with a right-invariant Riemannian metric, and assume that it
admits a one-parameter group of automorphisms {Φt : t ∈ R} such that
Φt is contracting for positive t (recall that Φ : H → H is contracting if
for every g ∈ H , Φk(g) → e as k → ∞). In other words, Φt = exp(tY ),
where Y ∈ End

(
Lie(H)

)
and the real parts of all eigenvalues of Y

are negative. Note that Y is not assumed to be diagonalizable. We

denote by F the semigroup F
def
= {Φt : t > 0} corresponding to positive

values of t. In fact, in all the examples of the present paper H will be
a subgroup of H+ as in (1.4) normalized by F as in (1.1), and F will
be of the form (1.5).
Say that a subset D0 of H is admissible if it is compact and has

non-empty interior. Fix an admissible D0 and denote by Dt the set of
all right-translates of Φt(D0),

Dt
def
= {Φt(D0)h : h ∈ H} . (2.1)

Because the maps Φt, t > 0, are contracting and D0 is admissible, there
exists a∗ such that for any t > a∗, the set of D ∈ Dt contained in D0 is
nonempty. Also, since D0 is bounded, it follows that for some c0 > 0
one has dist

(
Φt(g),Φt(h)

)
≤ c0e

−σt for all g, h ∈ D0, where σ > 0 is
such that the real parts of all the eigenvalues of Y as above are smaller
than −σ. Therefore

diam(D) ≤ c0e
−σt ∀D ∈ Dt (2.2)

(recall that the metric is chosen to be right-invariant, so all the elements
of Dt are isometric to Φt(D0)).
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Now pick two real numbers a, b > a∗ and, following [KW3], define
a game, played by two players Alice and Bob. First Bob picks t1 ∈ R

and h1 ∈ H , thus defining B1
def
= Φt1(D0)h1 ∈ Dt1 . Then Alice picks a

translate A1 of Φa(B1) which is contained in B1, Bob picks a translate
B2 of Φb(A1) which is contained in A1, after that Alice picks a translate
A2 of Φa(B2) which is contained in B2, and so on. In other words, for
k ∈ N we set

tk = t1 + (k − 1)(a+ b) and t′k = t1 + (k − 1)(a+ b) + a . (2.3)

Then at the kth step of the game, Alice picks Ak ∈ Dt′
k
inside Bk, and

then Bob picks Bk+1 ∈ Dtk+1
inside Ak etc. Note that Alice and Bob

can choose such sets because a, b > a∗, and that the intersection
∞⋂

i=1

Ai =
∞⋂

i=0

Bi (2.4)

is nonempty and consists of a single point in view of (2.2). We will refer
to this procedure as to the {Dt}-(a, b)-modified Schmidt game, abbre-
viated as {Dt}-(a, b)-MSG. Let us say that S ⊂ H is (a, b)-winning for
the {Dt}-MSG if Alice can proceed in such a way that the point (2.4)
is contained in S no matter how Bob plays. Similarly, say that S is
an a-winning set of the game if S is (a, b)-winning for any choice of
b > a∗, and that S is winning if it is a-winning for some a > a∗.

The game described above falls into the framework of (F,S)-games
introduced by Schmidt in [Sc1]. Taking H = Rn, D0 to be the closed
unit ball in Rn and Φt = e−tId corresponds to the set-up where Dt con-
sists of balls of radius e−t, the standard special case of the construction
often referred to as Schmidt’s (α, β)-game1. It was shown in [KW3]
that many features of Schmidt’s original game, established in [Sc1], are
present in this more general situation. The next theorem summarizes
the two basic properties important for our purposes:

Theorem 2.1. Let H, F and admissible D0 be as above.

(a) [KW3, Theorem 2.4] Let a > a∗, and let Si ⊂ H, i ∈ N, be
a sequence of a-winning sets of the {Dt}-MSG. Then ∩∞

i=1Si is
also a-winning.

(b) [KW3, Corollary 3.4] Any winning set for the {Dt}-MSG is
thick.

Let us record another useful observation made in [KW3]:

1Traditionally the game is described in multiplicative notation, where radii of
balls are multiplied by fixed constants α = e−a and β = e−b.
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Proposition 2.2. [KW3, Proposition 3.1] Let D0, D
′
0 be admissible,

and define {Dt} and {D′
t} as in (2.1) using D0 and D′

0 respectively.
Let s > 0 be such that for some h, h′ ∈ H,

Φs(D0)h ⊂ D′
0 and Φs(D

′
0)h

′ ⊂ D0 (2.5)

(such an s exists in light of (2.2) and the admissibility of D0, D
′
0).

Suppose that S is a-winning for the {Dt}-MSG, then it is (a + 2s)-
winning for the {D′

t}-MSG.

Based on the above proposition, in what follows we are going to
choose some admissible initial domain D0 ⊂ H , not worrying about
specifying it explicitly, and use it to define the game. Moreover, we
will suppress D0 from the notation and refer to the game as to the
modified Schmidt game induced by F . Even though the game itself,
and the value of a∗, will depend on the choice of an admissible D0, the
class of winning sets will not. Hopefully this terminology will not lead
to confusion.

3. Compactness criteria

For a Lie group G and its discrete subgroup Γ, we denote by g the Lie
algebra of G and by π the quotient map G→ G/Γ, g 7→ gΓ. In the next
three sections we will take G and Γ as in Theorem 1.1, that is, G is a
connected semisimple centerfree Lie group without compact factors. It
is well-known (see e.g. [Z, Prop. 3.1.6]) that under these assumptions,
G is isomorphic to the connected component of the identity in the real
points of an algebraic group defined over Q; in the sequel we will use
this algebraic structure without further comment. We also assume Γ ⊂
G to be non-uniform and irreducible. By the Margulis Arithmeticity
Theorem [Z, Cor. 6.1.10], either rankR(G) = 1, or Γ is arithmetic,
i.e. G(Z) is commensurable with Γ. In this section we review results
which give necessary and sufficient conditions for a subset of G/Γ to
be precompact. We will discuss each of the above cases separately.

3.1. Rank one spaces. Let rankR(G) = 1. Let P be a minimal R-
parabolic subgroup of G, U = Radu(P ) the unipotent radical of P ,

u = Lie(U), d = dim u, V =
∧d

g. Denote

ρ
def
=
∧dAd : G→ GL(V ) , (3.1)

and choose a nonzero element pu in the one-dimensional subspace∧d Lie(U) of V . Also fix a norm ‖ · ‖ on V . Then we have

Proposition 3.1 (Compactness criterion, rank one case). There is a
finite C ⊂ G such that the following hold:
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(1) For any c ∈ C, ρ(Γc−1)pu is discrete.
(2) For any L ⊂ G, π(L) ⊂ G/Γ is precompact if and only if

there is ε > 0 such that for all γ ∈ Γ, c ∈ C, g ∈ L one has
‖ρ(gγc−1)pu‖ ≥ ε.

(3) There exists ε0 such that for any g ∈ G, there is at most one
v ∈ ρ(ΓC−1)pu such that ‖ρ(g)v‖ < ε0.

Proof. This result, essentially due to H.Garland and M.S.Raghunathan,
is not usually stated in this representation-theoretic language. For the
reader’s convenience we indicate here how to deduce the Proposition
from [GR].
Let K be a maximal compact subgroup of G, let A be a maximal

R-split torus contained in P (which is one-dimensional in this case), let
α be the nontrivial character on A such that ρ(a)pu = e−α(a)pu, and
let

Aη = {a ∈ A : α(a) ≥ η} .

According to [GR, Thm. 0.6], there is a finite C ⊂ G, a compact subset
Σ ⊂ U and η ∈ R such that

(i) For any c ∈ C, cΓc−1 ∩ U is a lattice in U .
(ii) G = KAηΣCΓ .
(iii) Given a compact Σ′ ⊃ Σ, there is s > 0 such that, if c1, c2 ∈ C

and γ1, γ2 ∈ Γ are such that KAsΣ
′c1γ1 ∩KAηΣ

′c2γ2 6= ∅ then
c1 = c2 and ρ(c1γ1γ

−1
2 c−1

2 ) fixes pu.

Assertion (1) follows from (i) and a result of Dani and Margulis [KSS,
Thm. 3.4.11] applied to the lattice cΓc−1. The direction =⇒ in (2) is
immediate from (1). To deduce ⇐=, note that if gn ∈ L is written as
gn = knanσncnγn as in (ii) , and π(gn) → ∞ in G/Γ, then necessarily
α(an) → ∞. Take an infinite subsequence for which cn = c is constant

and kn → k0. Applying ρ(gn) to vn
def
= ρ(γ−1

n c−1)pu and using the fact
that ρ(σn)pu = pu and K is compact, we see that

ρ(gn)vn = ρ(knan)pu = e−α(an)ρ(kn)pu → 0.

This proves (2).
Now let Σ′ ⊃ Σ be a compact subset of U which contains a fun-

damental domain for the lattices U ∩ cΓc−1 for each c ∈ C. Given
g ∈ G, c ∈ C, γ ∈ Γ we can use Iwasawa decomposition to write

gγ−1c−1 = katn
′n̄,

where n′ ∈ Σ′, n̄ ∈ U ∩ cΓc−1, k ∈ K, and at ∈ A. With no loss of
generality assume the norm ‖ · ‖ on V is ρ(K)-invariant. Since

‖ρ(gγ−1c−1)pu‖ = ‖ρ(katn
′n̄)pu‖ = ‖ρ(kat)pu‖ = e−α(t)‖pu‖,
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there exists ε0 such that if

‖ρ(gγ−1c−1)pu‖ < ε0 (3.2)

then t ≥ s where s is as in (iii). Writing n̄ = cγ̄c−1 we see that
g ∈ KAsΣ

′n̄cγ = KAsΣ
′cγ̄γ. From (iii) it follows that for a given g,

(3.2) determines c ∈ C uniquely. Using (iii) again, and the fact that
ρ(n̄) fixes pu, we obtain (3). �

3.2. Arithmetic homogeneous spaces. Here we assume that Γ is
commensurable with the group of integer points of G, and equip g

with a Q-structure which is Ad(Γ)-invariant. Fix some rational basis
for g and denote its Z-span by gZ. Let P1, . . . , Pr be the Q-parabolic
subgroups containing a fixed minimal Q-parabolic subgroup, and let
u1, . . . , ur denote the Lie algebras of their unipotent radicals. Then it is
known [Bo1] that r = 2rankQ(G)−1, where rankQ(G) is the dimension of
a maximal Q-split torus in G. Since G/Γ is compact when rankQ(G) =
0, we will assume that rankQ(G) ≥ 1, and hence that r ≥ 1. For
j = 1, . . . , r let Pj denote the set of all conjugates of Pj, let Rj denote
all the Lie algebras of unipotent radicals of conjugates of Pj defined
over Q, let P =

⋃
j Pj and R =

⋃
j Rj .

Now for a neighborhood W of 0 in g, g ∈ G, and u ∈ R, we say
that u is W -active for g if Ad(g)u ⊂ span (W ∩Ad(g)gZ) . We will use
W -active Lie algebras for formulating a compactness criterion. It says
essentially that a sequence π(gn) leaves larger and larger compact sets
in G/Γ, if and only if the conjugated lattices Ad(gn)gZ contain smaller
and smaller spanning sets for unipotent radicals of parabolics.

Proposition 3.2 (Compactness criterion, arithmetic case). For any
L ⊂ G, π(L) ⊂ G/Γ is unbounded if and only if for any neighborhood
W of 0 in g there is g ∈ L, and u ∈ R which is W -active for g.

Proposition 3.2 was essentially proved in [TW, Prop. 3.5], and will
be reproved in this paper. The ‘if’ direction follows immediately from
the discreteness of gZ, and the converse is proved using reduction the-
ory. We postpone the proof of the converse to §4, where the stronger
Proposition 4.1 is proved.

For j = 1, . . . , r and for u ∈ Rj , let pu = u1∧· · ·∧udj ∈ V̂j
def
=
∧dj g,

where u1, . . . ,udj ∈ gZ form a basis for the Z-module u ∩ gZ (pu is
uniquely determined up to a sign). Define

ρj
def
=
∧djAd : G→ GL(V̂j) and Vj = span

(
ρj(G)puj

)
. (3.3)

Each pu corresponding to u ∈ Rj is contained in Vj , since all elements
of Rj are in the same ρj(G)-orbit. Also each Vj is irreducible since puj
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is fixed by a parabolic subgroup of G. Fix a norm on each Vj . Since
gZ is discrete, infu∈R ‖pu‖ > 0. Hence, for any L ⊂ G precompact, we
also have

min
j

inf
u∈Rj , g∈L

‖ρj(g)pu‖ > 0.

For any ε > 0 and any j there is a neighborhoodW of 0 in g such that
if u ∈ Rj is W -active for g, then ‖ρj(g)pu‖ < ε. For each j = 1, . . . , r,
let

ℓj(g)
def
= inf{‖ρ(g)pu‖

1/dj : u ∈ Rj}, ℓ(g) = min
j
ℓj(g).

With this notation we can formulate another compactness criterion
which follows immediately from the preceding discussion.

Corollary 3.3. For any L ⊂ G, π(L) ⊂ G/Γ is precompact if and only
if infg∈L ℓ(g) > 0.

We will say that a linear subspace of g is unipotent if it is contained
in the Lie algebra of a unipotent subgroup. Clearly any subspace of a
unipotent subspace is also unipotent.

Proposition 3.4 ([TW], Prop. 3.3). There is a neighborhood W of 0
in g such that for any g ∈ G, the span of Ad(g)gZ ∩W is unipotent.

We will need the following consequence of [TW, Prop. 5.3]:

Proposition 3.5. Suppose for some j ∈ {1, . . . , r} that u, u′ ∈ Rj,
and that span(u, u′) is unipotent. Then u = u′. In particular, for any
unipotent v ⊂ g,

# {u ∈ R : u ⊂ v} ≤ r.

Proof. Since span(u, u′) is unipotent and defined over Q, it is contained
in a maximal unipotent subgroup defined overQ, which is the unipotent
radical of a minimal Q-parabolic B. Since u, u′ belong to the same
Rj , there is g ∈ G such that u′ = Ad(g)(u). Applying statement
(i) of [TW, Prop. 5.3], with P the parabolic group whose unipotent
radical has Lie algebra u, we see that B ⊂ P . Applying (i) again with
gPg−1, we see that B ⊂ gPg−1, so by statement (ii), g ∈ P , hence
u′ = Ad(g)(u) = u. This proves the first statement, and the second is
an immediate consequence. �

4. Active elements are essentially smallest

We will need to obtain more precise information in Proposition 3.2
and Corollary 3.3, relating the values of ℓ with the corresponding values
obtained using W -active elements only. This information is contained
in the following.
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Proposition 4.1. For any neighborhood W of 0 in g and any M > 0
there is a compact K ⊂ G/Γ such that if π(g) /∈ K then

(i) There is j and there is u ∈ Rj such that ℓ(g) = ‖ρj(g)pu‖
1/dj

and u is W -active for g.
(ii) For any j = 1, . . . , r and any u′ ∈ Rj which is not W -active for

g,
‖ρj(g)pu′‖

1/dj ≥M ℓ(g).

In particular there is c > 0 such that

ℓ(g) ≥ c min
{
‖ρj(g)pu‖

1/dj : u is W−active for g
}

(where we adopt a convention min∅ = 1).

Note that the ‘only if’ implication in Proposition 3.2 is an immediate
consequence of assertion (i). For the proof of Proposition 4.1, we will
require some well-known facts regarding the structure of parabolic Q-
subgroups and reduction theory, see [Bo1, Bo2] for more details. Fix a
maximal Q-split torus S in G, which we identify with its lie algebra in
a way which should cause no confusion. Let Φ = QΦ ⊂ S∗ denote the
Q-roots, i.e. λ ∈ Φ if and only if

gλ
def
= {x ∈ g : ∀s ∈ S, Ad(s)x = eλ(s)x}

is nontrivial. Then Φ is an indecomposable (possibly non-reduced) root
system. For each j there is Ψj ⊂ Φ such that

uj =
⊕

λ∈Ψj

gλ.

An order on Φ is chosen so that Ψj ⊂ Φ+ for all j. We will need to
identify the sets Ψj explicitly. Let ∆ ⊂ Φ+ be a basis of positive simple
roots, and given a root λ ∈ Φ+, write λ =

∑
β∈∆ nβ(λ)β , and say that

β contributes to λ if nβ(λ) 6= 0. Then for each j there is a nonempty
∆j ⊂ ∆ such that

Ψj = {λ ∈ Φ+ : ∃β ∈ ∆j such that β contributes to λ}. (4.1)

For each j, let

χj
def
=
∑

λ∈Ψj

λ.

Then χj is the weight corresponding to uj, i.e. for all s ∈ S we have
ρj(s)puj = eχj(s)puj .
We can write

g = ksnfγ, (4.2)

where γ ∈ Γ, f is in a finite subset of G(Q), n is contained in a
compact subset of the minimal Q-parabolic ∩jPj, and k is contained in
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a compact subset of the centralizer of S. In the above representation
we have

s ∈ Sη
def
= {s ∈ S : ∀α ∈ ∆, α(s) ≤ η}

for some η. Note that the presentation (4.2) is not unique in general,
but for each g there are at most finitely many such presentations. We
will fix a norm on S and note that g → ∞ in G/Γ, if and only if
‖s‖ → ∞, where s is given by the decomposition (4.2), which in turn
happens if and only if minα∈∆ α(s) → −∞.
In the remainder of this section we will use Vinogradov notation, i.e.

A≪ B means that A and B may depend on g and there is a constant
C, independent of g, such that A ≤ CB. Also A ≍ B means A ≪ B
and A≫ B.

Proof of Proposition 4.1. Step 1. We first claim that up to constants,
in the definition of ℓ(g), instead of letting the inf range over all u ∈
R we may use the special elements Ad(γ−1f−1)uj for some j, where
f and γ are as in (4.2). Indeed, in each representation ρj , χj is a
dominant weight which means that for any α ∈ S∗ appearing in the
weight decomposition

Vj =
⊕

α∈S∗

Vj,α, Vj,α
def
= {x ∈ Vj : ∀s ∈ S, ρj(s)x = eα(s)x},

the difference χj−α is positive, i.e. a linear combination of elements of
∆ with non-negative coefficients, implying that χj(s)−α(s) is bounded
below for s ∈ Sη. Moreover, we can complete puj to a basis of Vj
consisting of eigenvectors for ρj(S), such that for each u ∈ Rj ,pu is
a linear combination of these basis elements with integer coefficients.
Therefore, comparing with the sup-norm with respect to this basis, we
see that for each s ∈ Sη,

inf
u∈Rj

‖ρj(s)pu‖ ≫ eχj(s) = ‖ρj(s)puj‖ = ‖ρj(snγ)pAd(γ−1f−1)uj‖.

These considerations also show

ℓj(g) ≍ eχj(s)/dj . (4.3)

Step 2. We will now show that there is T such that if α(s) < T
for all α ∈ ∆j , then Ad(γ−1f−1)uj is W -active for g. Indeed, for every
λ ∈ Ψj there is α ∈ ∆j which contributes to λ, and since s ∈ Sη,
λ(s) ≪ α(s). Since n in (4.2) preserves the subspace uj, and n and k
come from a fixed compact set, we find

‖ρ(g)X‖ ≪ eT‖X‖

for any X ∈ uj . The claim follows on letting T → −∞.
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Step 3. Now let

S0
def
= {s ∈ S : ‖s‖ = 1 and ∀β ∈ ∆, β(s) ≤ 0}.

For each fixed s0 ∈ S0 let

∆′ def= {β ∈ ∆ : β(s0) = 0}, ∆′′ def= ∆r∆′

(so that ∆′′ 6= ∅). We claim that for all ℓ for which

χℓ(s0)

dℓ
= min

j

χj(s0)

dj
, (4.4)

the set ∆ℓ defined by (4.1) does not intersect ∆′. Indeed, let k be
the index for which ∆k = ∆′′, and assume by contradiction that ∆′ ∩
∆ℓ 6= ∅. Write Ψk,Ψℓ for the set of roots corresponding via (4.1) to
uk, uℓ respectively and let A = Ψk ∩ Ψℓ, B = Ψk r Ψℓ, C = Ψℓ r Ψk.
Then C contains the roots in ∆′ ∩ ∆ℓ so is nonempty, and for every
λ ∈ C, λ(s0) = 0. Also for every λ ∈ B, λ(s0) < 0, since there is some
β ∈ ∆k contributing to λ. This implies that for any λ1 ∈ B, λ2 ∈ C, we

have λ1(s0) < λ2(s0). The numbers
χk(s0)

dk
,
χℓ(s0)

dℓ
are the averages of

the numbers λ(s0), where λ ranges over A∪B and A∪C respectively.

From this it follows that
χk(s0)

dk
<
χℓ(s0)

dℓ
, a contradiction to (4.4).

Step 4. We now show that for all ℓ for which (4.4) holds, the
eigenspace in Vℓ for ρℓ(s0) corresponding to χℓ(s0) is one-dimensional,
i.e. is not larger than span(puℓ). It suffices to show that if χ is
any other character appearing in the weight-decomposition of Vℓ, then
χ(s0) > χℓ(s0). To see this, note that by Step 3, for any λ ∈ Ψℓ there
is β ∈ ∆′′ contributing to λ. So if α ∈ ∆′, the linear combination λ−α
contains β with a positive coefficient. Since roots are written as com-
binations of elements of ∆ with all coefficients of the same sign, this
implies that λ−α either is not a root, or still belongs to Ψℓ. Therefore
uℓ is ad(g−α)-invariant for any α ∈ ∆′′. Since the representation Vj
is equal to span(ρℓ(G)puℓ), for any other weight χ of Vℓ besides χℓ,
there is λ ∈ ∆′′ such that −λ contributes to χ− χℓ. This implies that
χ(s0) > χℓ(s0) as claimed.
Step 5. With these preparations we are ready to complete the proof

of Proposition 4.1. By Steps 3 and 4 and compactness of S0, there is c >
0 such that for any s0 ∈ S0, any ℓ satisfying (4.4), the eigenspace Vℓ,χℓ

is one dimensional and spanned by puℓ , and any weight χ appearing
in Vℓ and distinct from χℓ we have χ(s0) − χℓ(s0) > c. By (4.3), this
implies that when s ∈ Sη and ‖s‖ is large enough, if ℓ(g) = ℓj(g)
then the minimum in the definition of ℓj(g) is attained by the unique
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eigenvector corresponding to the character χj(s). By Steps 2 and 3, if
‖s‖ is large enough, this unique eigenvector corresponds to a W -active
u ∈ R. This implies (i). Moreover, if u ∈ Rℓ is notW -active then either
ℓ does not satisfy (4.4), or pu has a nonzero coefficient corresponding
to some weight χ for Vℓ distinct from χℓ. In both cases, by making ‖s‖
sufficiently large, we can ensure (ii). �

5. Expanding subgroups

In this section we define (F+,Γ)-expanding subgroups, and give some
examples. Unifying the notation from the two cases considered in §3,
we define a representation ρ : G → GL(V ) as in (3.1) in the rank one
case, and in the arithmetic case we let

V
def
=
⊕

Vj and ρ
def
=
⊕

ρj ,

where Vj , ρj are as in (3.3).

We will start by citing the following

Proposition 5.1. [Bo1, §4, §8] For any one-parameter subgroup F =
{gt} of G one can find one-parameter subgroups {kt}, {at} and {ut} of
G, such that the following hold:

• gt = ktutat for all t.
• All elements in all of the above one parameter subgroups com-
mute.

• {Ad(kt) : t ∈ R} is bounded.
• Ad(at) is semisimple and Ad(ut) is unipotent for all t.

Note that Ad(at) is nontrivial if and only if gt is not quasiunipotent,
which will be our standing assumption for this section.
Let T be a maximal R-split torus of G containing {at} and let X (T )

be the set of R-algebraic homomorphisms T → R. Let Ψ be the set of
weights for ρ. Then we have V =

⊕
λ∈Ψ V

λ, where Ψ ⊂ X (T ) and

V λ def
=
{
v ∈ V : ∀g ∈ T, ρ(g)v = eλ(g)v

}

is nonzero for each λ ∈ Ψ. Since G is semisimple, Ψ = −Ψ. We write

V > def
=

⊕

λ∈Ψ, λ(a1)>0

V λ, V 0 def
=

⊕

λ∈Ψ, λ(a1)=0

V λ, V < def
=

⊕

λ∈Ψ. λ(a1)<0

V λ ,

and also let V ≤ def
= V 0 ⊕ V <. For any other representation τ : G →

GL(W ) defined over R we will denote by Ψτ the set of weights for τ ,
and similarly will write W λ for λ ∈ Ψτ , W

>, W≤, etc.
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Let W denote the union of the G-orbits of the vectors representing
the appropriate Lie algebras of unipotent radicals of parabolic sub-
groups. I.e., in the rank one case, let W = ρ(G)pu, and in the arith-
metic case, W =

⋃r
j=1 ρ(G)puj . Now let us say that a subgroup H ⊂ G

is (F+,Γ)-expanding if

ρ(H)p 6⊂ V ≤ for any p ∈ W . (5.1)

Having introduced this definition, we can state our main theorem:

Theorem 5.2. Suppose G is a connected centerfree semisimple Lie
group with no compact factors, Γ ⊂ G is an irreducible lattice, and F
is a non-quasiunipotent one-parameter subgroup. Let H be an (F+,Γ)-
expanding subgroup of H+ normalized by F , and let F be as in (1.5).
Then there exists a′ > 0 such that for any x ∈ G/Γ and a > a′, the set

{h ∈ H : hx ∈ E(F+,∞)} (5.2)

is a-winning for the MSG induced by F .

Note that since H is normalized by F , any Φt ∈ F can be viewed
as a (contracting) automorphism of H , that is, the MSG considered in
the above theorem is in fact induced by the restriction of F to H .
Theorem 5.2 will be proved in §6. Meanwhile, our goal in this section

is to give some examples of (F+,Γ)-expanding subgroups. We begin
with the following sufficient condition:

Proposition 5.3. Let A be the semisimple part of F as in Proposition
5.1. Suppose H is a unipotent group normalized by A, and suppose
there is a semisimple subgroup L ⊂ G containing A and H such that:

(a) for any representation τ : L → GL(W ) defined over R, if w ∈
W is invariant under τ(H), then either w is fixed by τ(L) or
w /∈ W≤;

(b) A projects nontrivially onto any simple factor of L;
(c) for any p ∈ W, ρ(L) does not fix p.

Then H is (F+,Γ)-expanding.

Proof. Take p ∈ W, let

V̂
def
= span ρ(H)p,

and suppose, in contradiction to (5.1), that V̂ ⊂ V ≤. Put d = dim(V̂ ),

consider the representation τ
def
=
∧d ρ on the spaceW

def
=
∧d V , and take

a nonzero vector w ∈
∧d V̂ .

Since V̂ is ρ(H)-invariant, the line spanned by w is fixed by τ(H).
Since H is unipotent, it has no multiplicative algebraic characters, and
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hence w is fixed by τ(H). The fact that V̂ ⊂ V ≤ implies that w ∈

W≤. By property (a), w is τ(L)-invariant, i.e. the subspace V̂ is ρ(L)-

invariant. Also, since A ⊂ L, w is fixed by τ(A), therefore V̂ ⊂ V 0.

Now let N denote the kernel of the action of L on V̂ . Then N is a
normal subgroup of L, and it contains A, since V̂ ⊂ V 0. By (b) N = L,
a contradiction to (c). �

We remark that condition (a) in the above proposition is equivalent
to the statement that the subgroup AH generated by A and H is
epimorphic in L, see [Wei].

We are now ready to exhibit subgroups which are (F+,Γ)-expanding.

Proposition 5.4. Let G and Γ be as in Theorem 1.1, and let F be
non-quasiunipotent. Then the expanding horospherical subgroup H+

defined in (1.4) is (F+,Γ)-expanding.

Note that this proposition, together with Theorem 5.2, immediately
implies Theorem 1.1. For the proof of Proposition 5.4 we will need the
following fact, which will be used later on as well:

Proposition 5.5. Suppose G is a semisimple centerfree Lie group with
no compact factors, Γ is an irreducible lattice, and L is a nontrivial
normal subgroup of G. Then the L-action on G/Γ is minimal and
uniquely ergodic.

Proof. The fact that LΓ is dense in G follows immediately from the
irreducibility of Γ. Since L is normal, so is gLΓ = LgΓ for any g ∈ G,
so the action is minimal. If µ is any L-invariant probability measure
on G/Γ, then it lifts to a Radon measure µ̂ on G which is left-invariant
by L and right-invariant by Γ. Since L is normal in G, this means that
µ̂ is right-invariant by LΓ. Since the stabilizer of a Radon measure is
closed and LΓ is dense, this means that µ̂ is G-invariant, i.e. it is a Haar
measure on G. In particular µ is the unique G-invariant probability
measure. �

Proof of Proposition 5.4. We apply Proposition 5.3 with L being the
smallest normal subgroup of G which contains A. We need to show
that H+ is contained in L and normalized by A, and verify conditions
(a), (b) and (c).
Since the projection of H+ onto G/L is expanded by conjugation

under the projection of A, which is trivial, H+ is contained in L. Note
that if we consider the representation Ad : G → GL(g), where g is
the Lie algebra of G, then, using the notation above, the Lie algebra
h of H+ is precisely g>. In particular, it is Ad(A)-invariant, so H is
normalized by A.
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Condition (b) is immediate from the definition of L. To uphold
(c), suppose that ρ(L) fixes p ∈ W. There is some g ∈ G so that
p = ρ(g)pu, where pu is a vector representing a unipotent radical U
of a parabolic subgroup. So ρ(g−1Lg) = ρ(L) fixes pu. On the other
hand, by Proposition 5.5 we have

ρ(G)pu ⊂ ρ(ΓL)pu = ρ(Γ)pu .

Using either Proposition 3.1(1) in the rank-one case, or rationality of
ρ and pu in the arithmetic case, we see that after replacing U with a
conjugate we may assume that ρ(Γ)pu is discrete. Therefore ρ(G) fixes
pu, thus Lie(U) is Ad(G)-invariant. Hence U is a normal unipotent
subgroup of G, which is impossible.
It remains to verify (a). Let τ : L→ GL(W ) be a representation, let

l = Lie(L), and let Φ be the set of roots, i.e. weights of Ad : L→ GL(l).
Recall that

dτ(lα)W
λ ⊂W λ+α, (5.3)

where λ ∈ Ψτ , α ∈ Φ, lα is the root subspace corresponding to the
root α of L, and dτ is the derivative map l → End(W ). Let Q be the
parabolic subgroup of L with Lie algebra q = l≤, then q ⊕ h = l (as
vector spaces), hence QH+ is Zariski dense in L. Also by (5.3), W≤

is τ(Q)-invariant. Now suppose w ∈ W is a vector fixed by τ(H+)
and contained in W≤. Then τ(QH+)w ⊂ W≤. Therefore τ(L)w is a

subset of W≤, hence so is V̂
def
= span τ(L)w, a τ(L)-invariant subspace.

Since L is semisimple, Φ = −Φ, which implies that V̂ ⊂ W 0. In
particular L 7→ End(V̂ ) has a kernel N which contains A. Since A
projects nontrivially onto every factor of L we must have L ⊂ N , i.e.
L acts trivially on V̂ , in particular w is τ(L)-invariant. �

As described in the introduction, Dani [Da3] proved that E(F,∞)
is thick whenever G is a rank one semisimple Lie group and F is non-
quasiunipotent. He did this by considering the Schmidt game played
on the group H corresponding to a certain subgroup of H+. It turns
out that Dani’s result is a special case of Theorem 5.2:

Proposition 5.6. Suppose rankR(G) = 1. Then any nontrivial con-
nected subgroup H of H+ which is normalized by F is (F+,Γ)-expanding.

Proof. Clearly any group containing an (F+,Γ)-expanding subgroup is
also (F+,Γ)-expanding; therefore it suffices to prove the proposition
when dim(H) = 1. By the Jacobson-Morozov lemma one can find a
one-dimensional subgroup H− which is opposite to H in the following
sense: the group L generated by H and H− is locally isomorphicto
SL2(R), and its diagonal subgroup F ′, which normalizes both H and
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H−, centralizes F . Since rankR(G) = 1, we must have F = F ′. In
particular L is generated by unipotent elements, and contains FH as
a Borel subgroup. The representation theory of sl2(R) now showsthat
condition (a) of Proposition 5.3 holds, and (b) is immediate. It remains
to check (c). Suppose that ρ(L) fixes p, that is L normalizes a parabolic
P . Since it is simple, it fixes its volume element, hence so does F . Since
the normalizer of a parabolic has elements of G which do not preserve
its volume element, we find that the normalizer of P contains a torus
of rank 2, contradicting the fact that rankR(G) = 1. �

We conclude the section with a higher rank example related to Dio-
phantine approximation. Let m,n ∈ N be positive integers, put k =
m+ n, and consider G = SLk(R), Γ = SLk(Z), and F = {gt}, where

gt = diag(et/m, . . . , et/m, e−t/n, . . . , e−t/n)

(see case (1.2) discussed in the introduction). Clearly the group

H = {uY : Y ∈Mm,n}, (5.4)

where

uY
def
=

(
Im Y
0 In

)
(5.5)

(here and hereafterMm,n is the space ofm×n matrices with real entries
and Iℓ stands for the ℓ× ℓ identity matrix), is expanding horospherical
with respect to g1, hence (F+,Γ)-expanding by Proposition 5.4. Now,

more generally, consider Fr,s
def
= {g

(r,s)
t } where

g
(r,s)
t = diag(er1t, . . . , ermt, e−s1t, . . . , e−snt) , (5.6)

with

ri, sj > 0 and

m∑

i=1

ri = 1 =

n∑

j=1

sj . (5.7)

Then H is contained in the expanding horospherical subgroup with

respect to g
(r,s)
1 , and the containment is proper when some components

of either r or s are different. Nevertheless, the following holds:

Proposition 5.7. The group (5.4) is (F+
r,s,Γ)-expanding for any r, s

as in (5.7).

Proof. One can use Proposition 5.3 with L = G. Conditions (b) and
(c) are immediate, and (a) follows from the proof of [KW2, Lemma
2.3]. �

See Corollary 9.1 for a Diophantine application of the above propo-
sition.
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6. Bounded trajectories are winning

In this section we will prove Theorem 5.2; throughout this section
the assumptions will be as in the theorem. Let ‖ · ‖ denote a norm on
Rn, and for a polynomial ϕ : Rℓ → Rn, let ‖ϕ‖ denote the maximum of
the absolute values of the coefficients of ϕ. We will need the following
lemmas.

Lemma 6.1. Given natural numbers r, ℓ, n, d and a ball B′ ⊂ Rℓ, there
are positive constants η, c such that the following holds. Suppose for
j = 1, . . . , r that ϕj : R

ℓ → Rnj is a polynomial map in ℓ variables of
degree at most d, with nj ≤ n. Then there is a ball B ⊂ B′ of diameter
c such that for j = 1, . . . , r,

x ∈ B =⇒ ‖ϕj(x)‖ ≥ η‖ϕj‖.

Proof. By induction we may assume that r = 1, i.e. that there is only
one polynomial map, which we denote by ϕ. It is easy to see that the
general case follows from the case n = 1.
Note that the space of all possible ϕ’s is a finite dimensional real

vector space. Since the two norms ‖ϕ‖ and ϕ 7→ maxx∈B′ |ϕ(x)| are
equivalent, there is η′ > 0 (independent of ϕ) such that B′ contains
a point x′ such that |ϕ(x′)| ≥ η′‖ϕ‖. By continuity and compactness,
there is C > 0 such that for any ϕ, ‖∇ϕ‖ ≤ C‖ϕ‖. Now take η = η′/2
and c = min

(
η′/2C, diam(B′)

)
. On any ball of diameter c the variation

of ϕ is at most η′‖ϕ‖/2. Thus we may take B to be a sub-ball of B′ of
diameter c containing x′. �

In our application the polynomial maps will come from the repre-
sentation ρ defined at the beginning of §5. Given v ∈ V , define

ϕ = ϕv : H → Rn, ϕ(h)
def
= ρ (h)v .

We will think of ϕ as a polynomial map in the following sense. Since H

is unipotent, the exponential map h
def
= Lie(H) → H is a polynomial.

Fix a basis x1, . . . ,xℓ for h, where ℓ = dimH , and for ϕ as above
consider

ϕ̃ : Rℓ → Rn, ϕ̃(s1, . . . , sℓ) = ϕ

(
exp

(
ℓ∑
sixi

))
.

When discussing ϕ as a polynomial (e.g. when discussing the degree
or coefficients of ϕ) we will actually mean ϕ̃. Since ρ ◦ exp = exp ◦ dρ,
the degree of ϕ is no more than dim(V ) − 1. Let Π : V → V > be
the projection corresponding to the direct sum decomposition V =
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V ≤ ⊕ V >. One can fix the norm ‖ · ‖ on V and choose a0 > 0 so that

v ∈ V, t ≥ a0 =⇒ ‖v‖ ≥ ‖Πv‖, ‖ρ(gt)Πv‖ ≥ ‖Πv‖. (6.1)

Lemma 6.2. There is c′ > 0 such that for any v ∈ W,

‖Π ◦ ϕv‖ ≥ c′‖v‖

(the norm on the right hand side is the norm on V and the one on the
left is the norm on polynomial functions H → Rn).

Proof. The map v 7→ ϕv is continuous. For any v ∈ W, the line
span(v) is contained in W and invariant under a parabolic subgroup
of G. This implies that the image of W in P(V ) (the space of lines
in V ) is compact. Moreover in proving the statement we may replace
v by any multiple of it by a nonzero scalar. Thus, if the statement is
false, then by compactness there is v ∈ W for which ϕv is zero. But
unravelling definitions, one sees that this contradicts (5.1). �

Proof of Theorem 5.2. We are given an admissible D0. Our goal is to
find a > 0 such that for any g ∈ G, the set (5.2) is a-winning for the
{Dt}-game with {Dt} as in (2.1), where x = π(g). Let B′ ⊂ D0 be a
ball, let n = dimV , let d = n − 1, and take r = 1 if rankR(G) = 1,
and r = 2rankQ(G) − 1 otherwise. Then let c, η be the constants as in
Lemma 6.1 corresponding to r, ℓ, n, d and B′. Replacing g with hg for
an appropriate h ∈ H we may assume that e ∈ B′. Since the maps
Φt are contracting, we may choose a′ > a0, with a0 as in (6.1), large
enough so that for any a > a′, any ball in B′ of diameter c contains a
right-translate of Φa(D0).
Now given any choice of b > 0, an initial t0 > 0, x = π(g) ∈ G/Γ

and any B1 which is a right-translate of Φt0(D0), we need to describe
a compact K ⊂ G/Γ and a strategy for Alice, such that for the choices
of sets B1, B2, . . . by Bob, there are choices of sets Ai ⊂ Bi for Alice
with

h ∈ Ai, i ∈ N =⇒ gihx ∈ K, (6.2)

where

gi
def
= gt0+i(a+b) . (6.3)

This will ensure that the trajectory F+h∞x is bounded, where h∞ is the
intersection point (2.4). The definition of K and the description of the
strategy will now be given separately for the rank-one and arithmetic
cases.

The rank-one case. Assume the notation of §3.1. By boundedness
of B1 and Proposition 3.1(2) there is δ1 > 0 so that

c ∈ C, h ∈ B1, γ ∈ Γ =⇒ ‖ρ(g1hgγc
−1)pu‖ ≥ δ1. (6.4)
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Let ε0 be as in Proposition 3.1(3). Since D0 is bounded, by making δ1
smaller we can assume that δ1 < ε0 and

h ∈ gaD0D
−1
0 g−1

a , g′ ∈ G, v ∈ V, ‖ρ(hg′)v‖ < δ1 =⇒ ‖ρ(g′)v‖ < ε0.
(6.5)

Using Lemma 6.2, choose δ2 so that

v ∈ W, ‖v‖ ≥ δ1 =⇒ ‖Π ◦ ϕv̄‖ ≥ δ2, where v̄ = gbv. (6.6)

Now let

δ3 = min{ηδ2, δ1},

where η is as in Lemma 6.1, and

K = π
({
g′ ∈ G : ∀γ ∈ Γ, c ∈ C, ‖ρ(g′γc−1)pu‖ ≥ δ3

})
,

which is compact in light of Proposition 3.1(2).
We claim Alice can make moves so that for each i ∈ N, each h ∈ Ai,

each c ∈ C, and each γ ∈ Γ, at least one of the following holds:

(a) ‖ρ(gihgγc
−1)pu‖ ≥ δ1;

(b) ‖Π ◦ ρ (gihgγc
−1)pu‖ ≥ δ3.

Clearly this will imply (6.2) and conclude the proof.

The claim is proved by induction. From (6.4) it follows that (a)
holds for i = 1 and for all h ∈ B1, so Alice can choose A1 at her whim.
Assume the claim is true for i− 1, where i ≥ 2. We claim that (a) can
fail for i with at most one vector. That is, there is at most one vector
v = ρ(γc−1)pu for which there is h ∈ Bi−1 with ‖ρ(gihg)v‖ < δ1. For
suppose, for ℓ = 1, 2, that vℓ = ρ(γℓc

−1
ℓ )pu are two such vectors, with

hℓ ∈ Bi−1 the corresponding elements. Then the hℓ are both in Bi−1

which is a right translate of g−1
b g−1

i−1D0gi−1gb, i.e.

gbgi−1h1h
−1
2 g−1

i−1g
−1
b ∈ D0D

−1
0 .

Therefore gih1 = h′gih2 where h
′ = gih1h

−1
2 g−1

i ∈ gaD0D
−1
0 g−1

a . In view
of (6.5) and Proposition 3.1(3) we must have v1 = v2.
So no matter how Alice chooses Ai, (a) will hold except possibly for

one vector v = ρ(γc−1)pu ∈ W. By the induction hypothesis, either
‖Π ◦ ρ(gi−1hg)v‖ ≥ δ3 or ‖ρ(gi−1hg)v‖ ≥ δ1. If the former occurs, it
also occurs for i because of (6.1), implying (b). If the latter occurs,
write

Bi−1 = g−1
b g−1

i−1D0gi−1gbh0, where h0 ∈ H ,

and set

v′ = ρ(gi−1h0g)v ∈ W, v̄ = ρ(gb)v
′ .
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Then ‖v′‖ ≥ δ1 so by (6.6) we have ‖Π ◦ ϕv̄‖ ≥ δ2. By Lemma 6.1 we
can choose a ball B ⊂ B′ of diameter c so that

h ∈ B =⇒ ‖Π ◦ ϕv̄(h)‖ ≥ ηδ2 ≥ δ3. (6.7)

By the choice of a,

D0 ⊃ B′ ⊃ B ⊃ g−1
a D0gah1

for some h1 ∈ H . Since

Bi−1 ⊃ g−1
i−1g

−1
b B′gbgi−1h0,

Alice can choose

Ai = (gbgi−1)
−1g−1

a D0gah1gbgi−1h0 = g−1
i D0gih2 ,

where h2 = g−1
i gah1g

−1
a gih0 ∈ H . Now for all

h = (gbgi−1)
−1h′gbgi−1h0 ∈ Ai ,

where h′ ∈ g−1
a D0gah1 ⊂ B, we have

‖Π ◦ ρ(gihgcγ)pu‖ ≥ ‖Π ◦ ρ(gbgi−1hg)v‖

= ‖Π ◦ ρ(gbgi−1hh
−1
0 g−1

b g−1
i−1)v̄‖

= ‖Π ◦ ρ(h′)v̄‖ ≥
(6.7)

δ3 ,

as required.

The arithmetic case. Let W be a neighborhood of 0 in g as in
Proposition 3.4. Since the set D0D

−1
0 is a bounded subset of G, there

is W (1) ⊂W , a neighborhood of 0 in g, such that

x ∈ D0D
−1
0 , v ∈ W (1) =⇒ Ad(x)v ∈ W. (6.8)

Since B is compact and in view of Corollary 3.3, there is ε0 > 0 such
that ℓ(hg) ≥ ε0 for all h ∈ B1. Let η, c′ be as in Lemmas 6.1 and 6.2
respectively, and assume with no loss of generality that c′η < 1. Let

d
def
= minj dj so that

M1
def
= (c′η)1/d ≤ (c′η)1/dim u

for any u ∈ R. Let M2 be a Lipschitz constant for ρ(ga+b)
−1, that is

for any v ∈ V ,

‖ρ(ga+b)v‖ ≥
‖v‖

M2
.

Applying Proposition 4.1 with M =
M2

M1

, we can choose ε0 < 1 small

enough so that for any u ∈ R, and any g ∈ G for which ℓ(g) < M2ε0,
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either u is W (1)-active for g, or

‖ρ(g)pu‖
1/dim u ≥Mℓ(g). (6.9)

Now let

ε1
def
=M1ε0 and K

def
= π ({g ∈ G : ℓ(g) ≥ ε1}) . (6.10)

Then K is compact by Corollary 3.3.

We will show how Alice can make moves so that for each i ∈ N, and
each u ∈ R for which there exists h′ ∈ Ai such that u is W (1)-active
for gih

′g,

‖Π ◦ ρ (gihg)pu‖
1/dim u ≥ ε1 for any h ∈ Ai. (6.11)

In view of (6.1), the choice of ε0 and Proposition 4.1, this will imply
(6.2) and conclude the proof.
In order to describe Alice’s first move, let U denote the set of u ∈ R

for which there exist h = h(u) ∈ B1 such that u is W (1)-active for some
g1hg. We claim that

#U ≤ r. (6.12)

In view of Proposition 3.5, it suffices to show that the subalgebra v

spanned by all u ∈ U is unipotent. Fix h0 ∈ B1, and suppose u ∈ U and
h = h(u). Then there is Q = Q(u) ⊂ gZ such that Ad(g1hg)Q ⊂ W (1)

and u = span(Q). The set B1 is a right-translate of g
−1
1 D0g1, and hence

g1h0h
−1g−1

1 ∈ g1(B1B
−1
1 )g−1

1 = D0D
−1
0 .

Therefore, by (6.8),

Ad(g1h0g)Q = Ad(g1h0h
−1g−1

1 )Ad(g1hg)Q ⊂ W.

By the choice of W , this implies that the subalgebra spanned by
⋃

u∈U

Ad (g1h0g)Q(u)

is unipotent, hence so is v. This proves (6.12).
The choice of ε0 implies that for any u ∈ U , ‖ρ(hg)pu‖

1/dim u ≥ ε0 for

any h ∈ B1. In particular this holds for h = e, so writing v
def
= ρ(g)pu

we get ‖v‖ ≥ εdim u
0 . Applying Lemma 6.2 we get ‖Π◦ϕv‖ ≥ c′εdim u

0 , so
by Lemma 6.1 there is B ⊂ B′ of diameter c such that for any h ∈ B,
‖Π ◦ ϕv(h)‖ ≥ c′ηεdimu

0 . Alice can choose A1 ⊂ B and for any h ∈ A1

we find by (6.1) that

‖Π◦ρ(g1hg)pu‖
1/dim u ≥ ‖Π◦ρ(hg)pu‖

1/dim u ≥ (c′η)1/dim uε0 ≥M1ε0 = ε1.

We continue inductively, assuming for i ≥ 2 that Alice and Bob have
made their choices up to step i − 1, and Bob has also chosen Bi. Let
U ′ denote the set of u ∈ R for which there exist h = h(u) ∈ Bi such
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that u is W (1)-active for gihg. Arguing as in the proof of (6.12), we
find that

#U ′ ≤ r. (6.13)

Now let U1 be the subset of those u ∈ U ′ for which there is some

h ∈ Ai such that u is W (1)-active for gi−1hg, and let U2
def
= U ′ r U1.

If u ∈ U1 then by induction, ‖Π ◦ ρ (gi−1hg)pu‖
1/dim u ≥ ε1 for any

h ∈ Ai−1. Since Ai ⊂ Ai−1, this implies (6.11) via (6.1).
We will now show that for any u ∈ U2 and any h ∈ Bi,

‖ρ(gihg)pu‖
1/dim u ≥ ε0. (6.14)

By the choice of M2 it suffices to show that

‖ρ(gi−1hg)pu‖
1/dim u ≥ M2ε0. (6.15)

If ℓ(gi−1hg) ≥M2ε0 then (6.15) is immediate. Otherwise, the induction
hypothesis and (6.1) ensure that ℓ(gi−1hg) ≥ ε1, and since pu is not
W (1)-active for gi−1hg, (6.9) implies ‖ρ(gi−1hg)pu‖

1/ dim u ≥ Mε1 =
M2ε0. This yields (6.15). Having proved (6.14) we proceed as in the
previous case, using Lemmas 6.2 and 6.1 to make Alice’s choices. �

7. Escaping points: proof of Theorem 1.2

In this and the next sections we will analyze the local geometry of
G/Γ. In what follows, B(x, r) stands for the open ball centered at x
of radius r. To avoid confusion, we will sometimes put subscripts indi-
cating the underlying metric space. If the metric space is a group and
e is its identity element, we will simply write B(r) instead of B(e, r).
For a subset K of a metric space, K(ε) will denote the ε-neighborhood
of K.

Let G be a real Lie group, g its Lie algebra, let F as in (1.1) be
non-quasiunipotent, and denote the Lie algebra of F by f. Using the
notation introduced in §5, let g> be the expanding subalgebra corre-
sponding to the representation Ad : G → GL(g). Then g> is exactly
the Lie algebra of H+ as in (1.4). The fact that F is not quasiunipo-
tent implies that g> is nontrivial. Let us fix a Euclidean structure on
g so that f and g> are mutually orthogonal subspaces, and transport it
via right-multiplication to define a right-invariant Riemannian metric
on G. This way, the exponential map exp : g → G becomes almost
an isometry locally around 0 ∈ g. More precisely, for any positive ε
one can choose a neighborhood U of 0 ∈ g such that exp |U is (1 + ε)-
bilipschitz.
If Γ is a discrete subgroup of G, we will equip G/Γ with the Rie-

mannian metric coming from G. Then for any x ∈ G/Γ the orbit map
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G→ G/Γ, g 7→ gx is an isometry when restricted to a sufficiently small
(depending on x) neighborhood of e ∈ G.

Our main goal in this section is to prove the following generalization
of Theorem 1.2:

Theorem 7.1. Let G be a Lie group, Γ ⊂ G discrete, F as in (1.1), H+

as in (1.4). Let H be a nontrivial connected subgroup of H+ normalized
by F , and let F be as in (1.5) to H. Then there exists a′′ > 0 such
that for any a > a′′ and any x, z ∈ G/Γ, the set

{
h ∈ H : hx ∈ E(F+, z)

}
(7.1)

is an a-winning set for the MSG induced by F .

Proof. Recall that we are given an admissible D0 ⊂ H , and our goal
is to find a such that the set (7.1) is a-winning for the {Dt}-game
with {Dt} as in (2.1). From the admissibility of D0 and contracting
properties of {Φt} it follows that there exist positive a′′ and ε0 such
that for any a > a′′,

D0 contains two translates D1, D2 of Φa(D0)

of distance at least ε0 from each other.
(7.2)

We claim Alice has a winning strategy for a > a′′.

Given T > 0, define ZT
def
= {gtz : 0 ≤ t ≤ T}. This is a compact

curve in G/Γ, with the crucial property that for any x ∈ ZT , the
tangent vector to ZT at x (the flow direction) is orthogonal to the
tangent space to Hx at x. This is exploited in the following

Lemma 7.2. For any z ∈ G/Γ and T > 0 there exist δ = δ(z, T ) > 0
with the following property: for any 0 < ε ≤ δ and any x ∈ G/Γ, the

intersection of BH(δ)x with Z
(ε/8)
T has diameter at most ε.

Proof. Let l be the subspace of g perpendicular to f ⊕ h, so that we
may write

g = f⊕ l⊕ h.

The map

ψ : g → G, ψ(f + l+ h) = exp(f) exp(l) exp(h)

(where f ∈ f, l ∈ l, h ∈ h) has the identity map as its derivative
at 0 ∈ g. Hence in a sufficiently small neighborhood of 0, it is a
homeomorphism onto its image and is 2-bilipschitz. Since the map
G → G/Γ, g 7→ gx is a local isometry for each x ∈ G/Γ, there is a
neighborhood W = Wx of 0 in g such that the map

px : W → G/Γ, v 7→ ψ(v)x
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is injective, has an open image, and is 2-bi-Lipschitz. By compactness

of ZT we can choose W uniformly for all x ∈ Z
(1)
T . Choose δ < 1 small

enough so that BG(2δ) ⊂ ψ(W ).
The order of factors in the definition of ψ was chosen so that if

y1, y2 ∈ ψ(W ) are in the same F -orbit (i.e. y1 = gty2 for some t) then
ψ−1(y1) − ψ−1(y2) ∈ f. Using this, we can now make δ and W small

enough so that if BH(δ)x ∩ Z
(δ)
T 6= ∅, then also ZT ∩ px(W ) 6= ∅, and

y1, y2 ∈ px(W ) ∩ ZT implies p−1
x (y1)− p−1

x (y2) ∈ f.
If the claim is false then there are ε ≤ δ, x ∈ G/Γ, h1, h2 ∈ BH(δ),

y1, y2 ∈ px(W ) ∩ ZT such that

dist(hix, yi) < ε/8, i = 1, 2

and
dist(h1x, h2x) > ε.

Let vi = p−1
x (yi),hi = p−1

x (hix) = exp−1(hi). Since the map px is
2-bi-Lipschitz,

‖hi − vi‖ < ε/4 and ‖h1 − h2‖ > ε/2 . (7.3)

By the previous observation, v1,v2 belong to the same affine subspace
v0+f. Without affecting (7.3), we can replace each vi with the point in
v0+ f closest to hi. But since hi ∈ h and h is orthogonal to f, these two
points are the same, i.e. v1 = v2. But now (7.3) yields a contradiction
to the triangle inequality. �

Now given any choice of b > 0, an initial t1 > 0 and any B1 which
is a right-translate of Φt1(D0), we are going to find η > 0 and N ∈ N

such that for any choices made by Bob, there are choices Ai ⊂ Bi for
Alice such that

h ∈ AN+k, k ∈ N =⇒ dist(gkThx, ZT ) > η , (7.4)

where T = a + b. It follows from (7.4) that the closure of the tra-
jectory F+h∞x, where h∞ is the intersection point (2.4), does not
contain z. Indeed, if gtih∞x converges to z, then we would have
dist(gℓiTh∞x, gt′iz) → 0 where ti = ℓiT − t′i with 0 ≤ t′i < T and
ℓi ∈ N, contradicting (7.4).
To this end, let N be an integer such that the diameter of ΦNT (D0)

is less than δ = δ(z, T ) as in Lemma 7.2, let

λ
def
= inf

h1,h2∈D0,h1 6=h2

dist
(
ΦNT (h1),ΦNT (h2)

)

dist(h1, h2)

be the Lipschitz constant for ΦNT |D0
, and choose

ε = min
(
1
2
λε0, δ

)
, η = ε/8,
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where ε0 is as in (7.2).
We now describe Alice’s strategy. For her first N moves she makes

arbitrary choices. For k ∈ N, suppose that Bob’s choice is BN+k =
Φ(N+k)T (D0)h. Let D1, D2 be as in (7.2). Then Ei = Φ(N+k)T (Di)h,
i = 1, 2, are both valid options for Alice’s next move. Also,

gkTEix = gkTΦ(N+k)T (Di)hx = ΦNT (Di)gkThx , (7.5)

and ΦNT (Di) are two elements in DNT+a inside ΦNT (D0) of distance
at least λε0 from each other. Furthermore, the diameter of ΦNT (D0) is
less than δ, so by Lemma 7.2, the intersection of

ΦNT (D0)gkThx = gkTBN+kx

with Z
(ε/8)
T has diameter less than 1

2
λε0. Therefore at least one of the

sets (7.5) is disjoint from Z
(ε/8)
T , i.e. is at distance at least η from ZT .

Alice chooses the corresponding Ei, and (7.4) holds. �

We conclude the section with the

Proof of Corollary 1.3. In view of the countable intersection property

of winning sets, see Theorem 2.1(a), the choice a > a0
def
= max(a′, a′′),

where a′, a′′ are the constants furnished by Theorems 1.1 and 1.2 re-
spectively, shows that the set (1.7) is an a-winning set for the MSG
induced by F . �

8. Proof of Theorem 1.4

The goal of this section is to reduce Theorem 1.4 to Corollary 1.3.
We will do it in several steps. We denote by

dimB(X)
def
= lim inf

ε→0

logNX(ε)

− log ε
, dimB(X)

def
= lim sup

ε→0

logNX(ε)

− log ε
(8.1)

the lower and upper box dimension of a metric space X , where NX(ε)
is the smallest number of sets of diameter ε needed to cover X . Note
that one always has

dim(X) ≤ dimB(X) ≤ dimB(X) . (8.2)

We will need two classical facts about Hausdorff dimension:

Lemma 8.1. (Marstrand Slicing Theorem, see [F, Theorem 5.8] or
[KM, Lemma 1.4]) Let X be a Borel subset of a manifold such that
dim(X) ≥ α, let Y be a metric space, and let Z be a subset of the
direct product X × Y such that

dim
(
Z ∩ ({x} × Y )

)
≥ β

for all x ∈ X. Then dim(Z) ≥ α + β.
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Lemma 8.2. (Wegmann Product Theorem, see [Weg] or [F, Formulae
7.2 and 7.3]) For any two metric spaces X, Y ,

dim(X) + dim(Y ) ≤ dim (X × Y ) ≤ dim(X) + dimB(Y ) .

8.1. Two-sided orbits. First let us show that Corollary 1.3 implies
that there is a thick set of points with F -orbits bounded and staying
away from a countable set.

Proposition 8.3. Let G, Γ and F be as in Theorem 1.1, and let Z be
a countable subset of G/Γ. Then E(F, Z) ∩ E(F,∞) is thick.

Proof. The argument follows the lines of [KM, §1]. Recall that we
denoted by H+ the expanding horospherical subgroup with respect
to g1. Similarly one can consider the group H−, which is expanding
horospherical with respect to g−1, and another group H0 such that the
multiplication map

(h−, h+, h0) 7→ h−h+h0, H− ×H+ ×H0 → G , (8.3)

is locally (in the neighborhood of identity) very close to an isometry.
More precisely, given a nonempty open W ⊂ G/Γ, choose a point
x ∈ W and take U ⊂ G of the form U−U+U0, where U−, U+ and
U0 are neighborhoods of identity in H−, H+ and H0 respectively, such
that the map (8.3) is bi-Lipschitz on U , the orbit map πx : U → G/Γ,
g 7→ gx, is injective and its image is contained in W . Then it is enough
to show that

dim
({
g ∈ U : gx ∈ E(F, Z) ∩ E(F,∞)

})
= dim(G) . (8.4)

Denote

C± def
= {g ∈ U : gx ∈ E(F±, Z) ∩ E(F±,∞)} .

First we fix h0 ∈ U0. From Corollary 1.3 and Theorem 2.1(b) it follows
that

dim(C+ ∩ U+h0) = dim(H+) . (8.5)

We now claim that for any g ∈ C+, the set U−g r C+ is at most
countable. Indeed, because orbits of H− are stable manifolds with
respect to the action of F+, for any h− ∈ U− the trajectories F+gx
and F+h−gx have the same sets of accumulation points. Since g ∈ C+,
we conclude that either h−gx ∈ E(F+, Z) ∩E(F+,∞), or gth

−gx ∈ Z
for some t ≥ 0, which can only happen for countably many h−.
Applying Corollary 1.3 and Theorem 2.1(b) (with F− in place of F+

and H− in place of H+), one concludes that for all h ∈ C+ ∩ U+h0,

dim(
{
h− ∈ U− : h−h ∈ C−

}
) = dim(H−) .
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Using the claim, and since a countable set of points does not affect
Hausdorff dimension, we find that for all h ∈ C+ ∩ U+h0,

dim
({
h− ∈ U− : h−h ∈ C+ ∩ C−

})

=dim
({
h− ∈ U− : h−hx ∈ E(F, Z) ∩ E(F,∞)

})
= dim(H−) .

(8.6)

Using Lemma 8.1 and (8.5),(8.6) we find that

dim
(
(U− × U+)h0 ∩ C+ ∩ C−

)
= dim(H+) + dim(H−) .

Now using Lemma 8.1 again (with X = U0) we obtain (8.4). �

8.2. Entropy argument. In this subsection we will show that the
requirement dim(Fx) < dim(G) is fulfilled automatically whenever Fx
is a bounded and nondense orbit on G/Γ, where G, Γ and F are as in
Theorem 1.1. Combined with the result of the previous section, this
will establish

Proposition 8.4. Let G, Γ and F be as in Theorem 1.1, and let Z be
a countable subset of G/Γ. Then the set (1.8) is thick.

The argument contained in this subsection was explained to us by
Manfred Einsiedler and Elon Lindenstrauss. It relates the Hausdorff
dimension to the topological and metrical entropy of the action of F+.
For a detailed recent exposition we refer the reader to the survey [EL].

Proposition 8.5. Suppose G is a semisimple Lie group with no com-
pact factors, Γ is an irreducible lattice, and x ∈ G/Γ such that F+x is
bounded but not dense. Then necessarily dim(F+x) < dim(G).

We will need the following statement, whose proof is postponed to
the end of this section:

Lemma 8.6. Suppose g1 is a non-quasiunipotent element of G and
K ⊂ G/Γ is compact and g1-invariant, with dim(K) = dim(G). Then
the topological entropy htop(g1)of the g1-action on K is equal to the
measure theoretic entropy of the action of g1 on G/Γ.

Proof of Proposition 8.5 assuming Lemma 8.6. Suppose by contradic-
tion that dim(K) = dim(G), where K = F+x is compact. By Lemma
8.6 we find that the topological entropy htop(g1) is equal to hmax, the
measure theoretic entropy of the action of g1 on G/Γ. By the varia-
tional principle [EL, Prop. 3.21] there are g1-invariant measures µi on
K with entropy h(µi) tending to hmax. Since K is compact, we can take
a weak-∗ limit ν of these measures, then by [EL, Prop. 3.15] we have
h(ν) = hmax, so by [EL, Thm. 7.9], ν is invariant under H+. Since the
stabilizer of a measure is a group, ν is also invariant under g−1

1 , and
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since the entropy of a map is the same as that of its inverse, we see
that ν is also invariant under the horospherical subgroup H− of g−1

1 .
Let G0 be the subgroup of G generated by H+ and H−; it is sometimes
called the Auslander subgroup corresponding to g1, see [KSS, §2.1.a].
It is normal in G, so by Proposition 5.5 it acts uniquely ergodically on
G/Γ. Therefore ν is the Haar measure which is of full support. But ν
is supported on K, so K = G/Γ, contrary to assumption. �

Proof of Lemma 8.6. We will use the following formula for hmax (see
e.g. [EL]):

hmax = log
∣∣ detAd(g1)|h+

∣∣ =
∑

α∈Φ+

dim(gα)α(a1), (8.7)

where g1 = k1u1a1 is the decomposition of g1 into its compact, semisim-
ple and unipotent parts as in Proposition 5.1, h+ is the Lie algebra of
the expanding horospherical subgroup H+, Φ is the set of roots, and
Φ+ = {α ∈ Φ : α(a1) > 0}. Recall that x1, x2 are said to be (n, ε)-

separated if there is j ∈ {0, . . . , n − 1} such that d(gj1x1, g
j
1x2) ≥ ε.

Then one has

htop(g1) = sup
ε>0

lim
n→∞

logNK(n, ε)

n
,

where NK(n, ε) is the maximal cardinality of a set of mutually (n, ε)-
separated points ofK. Suppose by contradiction that htop(g1) = hmax−
δ1 for some δ1 > 0. Then there is δ2 > 0, and for any ε, there exists a
sequence nk → ∞ so that for all k, there are at most

Mk
def
= enk(hmax−δ2)

mutually (nk, ε)-separated points of K. This means that K is covered
by Mk sets of the form B(x, nk, ε), where

B(x, n, ε)
def
=

n−1⋂

j=0

g−j
1

(
B(gj1x, ε)

)
.

Applying an argument similar to that of [EKL, Prop. 8.3], using the
fact that K is compact and the exponential map is bi-Lipschitz in a
sufficiently small neighborhood of the identity, we find: for any small
enough ε there is ε′ > 0 so that if we represent y = exp(v)x, with
v ∈ g, ‖v‖ ≤ ε′ and x, y ∈ K,then for the first index j for which

‖Adj(g1)v‖ ≥ ε′, we will have d(gj1x, g
j
1y) ≥ ε. This implies that any

set B(x, nk, ε) as above is covered by a set exp
(
C(nk, ε

′)
)
x, where

C(n, η)
def
=

n−1⋂

j=0

{v ∈ g : ‖Adj(g1)v‖ ≤ η}.
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We may simplify calculations by assuming that the norm in the above
formula is the sup norm with respect to a basis

{v
(α)
i : α ∈ Φ, i = 1, . . . , dim(gα)}

of simultaneous eigenvectors for the action of Ad(a1) on g. Since
Adj(g1) = Adj(k1n1) ◦ Adj(a1) and Adj(k1n1) is a quasi-unipotent
map, whose norm grows at most polynomially in j, for any sufficiently
small δ3 > 0 and for any sufficiently large j, ‖Adj(g1)v‖ is bounded
above by

max
({
ej(α(a1)−δ3)|c

(α)
i | : α ∈ Φ+

}
∪
{
ejδ3|c

(α)
i | : α ∈ Φr Φ+

})
,

where

v =
∑

α∈Φ

dim(gα)∑

i=1

c
(α)
i v

(α)
i .

Therefore C(n, η) ⊂ D(n, η), where the latter is defined as
{
v : ∀α ∈ Φ+, |c

(α)
i | ≤ en(δ3−α(a1))η and ∀α ∈ Φr Φ+, |c

(α)
i | ≤ enδ3η

}
.

We cover D(n, η) by cubes in g whose sidelength is the smallest of these
dimensions, namely en(δ3−αmax)η, where

αmax = max{α(a1) : α ∈ Φ+}.

Then the number of these cubes is at most

M ′
n = exp

[
n

(
αmax dim(G) + 2δ3 dim(g≤)−

∑

α∈Φ+

dim(gα)α(a1)

)]
,

where g≤ =
⊕

α(a)≤0 gα. Using the images of these cubes under the
exponential map, we find that for some constant c, we have a covering
ofK by sets whose diameter is at most cenk(δ3−αmax), and whose number
is bounded by Mnk

M ′
nk
, i.e. is not greater than

exp

[
nk

(
hmax − δ2 + αmax dim(G) + 2δ3 dim(g≤)−

∑

α∈Φ+

dim(gα)α(a1)

)]

=
(8.7)

c exp
[
nk

(
−δ2 + αmax dim(G) + 2δ3 dim(g≤)

)]
.

Thus we have proved that

NK(ce
nk(δ3−αmax)) ≤ c exp

(
nk

(
αmax dim(G)− δ2 + 2δ3 dim(g≤)

))
.



32 DMITRY KLEINBOCK AND BARAK WEISS

This, in view of (8.1), implies

dim(K) ≤
log c+ nk

(
αmax dim(G)− δ2 + 2δ3 dim(g≤)

)

− log c+ nk(αmax − δ3)

→k→∞
αmax dim(G) + 2δ3 dim(g≤)− δ2

αmax − δ3
→δ3→0 dim(G)− δ2/αmax < dim(G) ,

contradicting the assumption of the lemma. �

8.3. Completion of the proof. Here we reduce Theorem 1.4 to the
set-up of Theorem 1.1 and Proposition 8.4. There are several additional
steps left, as we will see below.

Proof of Theorem 1.4. Recall that we have taken G to be an arbitrary
Lie group and Γ a lattice in G. It is easy to see that G can be assumed
to be connected, since F happens to be a subgroup of the connected
component G0 of identity, and connected components of G/Γ are copies
of G0/(G0 ∩ Γ).

Now let R(G) be the radical of G. Then G/R(G) = G0 × Ĝ, where

G0 is compact and Ĝ is connected semisimple without compact factors.

Let π : G → Ĝ be the canonical projection, then (see [Ra, Chapter 9]

or [Da1, Lemma 5.1]) Γ̂
def
= π(Γ) is a lattice in Ĝ. Also, recall that F is

assumed to be absolutely non-quasiunipotent; clearly the same can be
said about π(F ). If we denote by π̄ the induced map of homogeneous

spaces G/Γ → Ĝ/Γ̂, then it is known (see the second part of [Da1,
Lemma 5.1]) that π̄ has compact fibers and Ker π ∩ Γ ⊂ Kerπ is a
uniform lattice. Suppose we knew that the set

{x ∈ E
(
π(F ), π̄(Z)

)
∩ E

(
π(F ),∞

)
: dim(π(F )x) < dim(Ĝ)} (8.8)

is thick. We claim that the π̄-preimage of the above set is contained
in the set (1.8); thus the latter is also thick. Indeed, if π̄(x) belongs to
E
(
π(F ),∞

)
, then Fx is bounded by the compactness of the fibers of π̄.

Also, by the continuity of π̄, if z is in the closure of Fx, then π̄(z) must
be in the closure of π(F )π̄(x) = π̄(Fx). Finally, the orbit closure Fx is

contained in the preimage of π(F )π̄(x) and therefore has codimension

not less than the codimension of π(F )π̄(x), in view of Lemma 8.2.

Thus we have reduced Theorem 1.1 to the case when G is connected
semisimple without compact factors. Next note that without loss of
generality we can assume that the center C(G) of G is trivial. Indeed,
let us denote the quotient group G/C(G) by G′, the homomorphism
G → G′ by p, and the induced map G/Γ → G′/p(Γ) by p̄. Since
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ΓC(G) is discrete [Ra, Corollary 5.17], p(Γ) is also discrete, hence the
quotient C(G)/

(
Γ∩C(G)

)
is finite. This means that (G/Γ, p̄) is a finite

covering of G′/p(Γ), and an argument similar to that of the previous
step completes the reduction.

Finally we are ready to reduce to the set-up of Proposition 8.4. Let
G1, . . . , Gℓ be connected normal subgroups ofG such thatG =

∏l
i=1Gi,

Gi ∩ Gj = {e} if i 6= j, Γi = Gi ∩ Γ is an irreducible lattice in Gi for

each i, and
∏ℓ

i=1 Γi has finite index in Γ. Denote by pi the projection
G→ Gi; we know that for any i ∈ {1, . . . , ℓ}, the group pi(F ) is either
trivial or not quasiunipotent. Also define maps

G/Γ
p̃
→

ℓ∏

i=1

(Gi/Γi) = G/

ℓ∏

i=1

pi(Γ)
p̄i
→ Gi/Γi ,

and let p̃i
def
= p̃ ◦ p̄i. Applying Proposition 8.4 to each of the spaces

Gi/Γi, we conclude that for all i, the sets

Ai
def
= {x ∈ E

(
pi(F ), p̃i(Z)

)
∩ E

(
pi(F ),∞

)
: dim(pi(F )x) < dim(Gi)}

are thick. We now claim that the set (1.8) contains p̃−1(A1×· · ·×Aℓ).
Indeed, if Fx is unbounded, then so is F p̃(x), and hence at least one of
its projections onto Gi/Γi. Likewise, if z is in the closure of Fx, then
clearly its projection is in the closure of the projection of Fx. Finally,
the orbit closure Fx is contained in p̃−1

(∏ℓ
i=1 p(F )p̃i(x)

)
; and as long

as the codimension of at least one of the sets p(F )p̃i(x) is positive, the
same can be said about Fx, again by Lemma 8.2. We conclude that
the set (1.8) is thick, as claimed. �

9. Concluding remarks

Let m,n be positive integers, and let r ∈ Rm and s ∈ Rn be as
in (5.7). One says that Y ∈ Mm,n (interpreted as a system of m
linear forms in n variables) is (r, s)-badly approximable, denoted by
Y ∈ Bad(r, s), if

inf
p∈Zm,q∈Znr{0}

max
i

|Yiq− pi|
1/ri ·max

j
|qj|

1/sj > 0 , (9.1)

where Yi, i = 1, . . . , m are rows of Y (linear forms q 7→ Yiq). The
choice of constant weights ri ≡ 1/m and sj ≡ 1/n corresponds to the
classical notion of badly approximable systems. It has been observed
by Dani [Da2] that Y ∈ Mm,n is badly approximable if and only if
uY Γ ∈ E(F+,∞) where G, Γ and F are as in (1.2), k = m+n, and uY
is as in (5.5). This way he could use Schmidt’s result on thickness of the
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set of badly approximable matrices to construct bounded trajectories
in this particular case.
Now, more generally, consider G,Γ as in (1.2), and let F = Fr,s be

as in (5.6). A rather straightforward generalization of Dani’s result
[K2] shows that Y ∈ Bad(r, s) if and only if uY Γ ∈ E(F+

r,s,∞). Thus
Theorem 5.2, in view of Proposition 5.7, implies

Corollary 9.1. Bad(r, s) is winning for the MSG induced by the semi-
group of contractions Φt : (yij) 7→ (e−(ri+sj)tyij) of Mm,n.

The case n = 1 of the above corollary is the main result of [KW3],
which was proved via a variation of Schmidt’s methods, not using ho-
mogeneous dynamics. The fact that the set Bad(r, s) is thick was
known before, see [PV] for the case n = 1 and [KW2, Corollary 4.5]
for the general case. Note that a famous problem dating back to
W. Schmidt [Sc3] is to determine whether or not for different pairs
(r, s) and (r′, s′), the intersection of Bad(r, s) and Bad(r′, s′) could be
empty. Schmidt conjectured that the intersection is non-empty in the
special case n = 2, m = 1, r = (1

3
, 2
3
) and r′ = (2

3
, 1
3
). Recently this

conjecture was proved in a much stronger form by Badziahin, Polling-
ton and Velani [BPV]: they established that the intersection of count-
ably many of those sets has Hausdorff dimension 2, as long as the
weights (r1, r2) are bounded away from the endpoints of the interval
{r1 + r2 = 1}. This was done without using Schmidt games. Unfortu-
nately, the results of the present paper do not give rise to any further
progress related to Schmidt’s Conjecture, since each pair (r, s) defines a
different MSG, and we are unable to show that winning sets of different
games must have nonempty intersection.
However, our technique can be applied to a similar problem of con-

structing points whose orbits under different one-parameter semigroups
F+
j stay away from a countable subset of G/Γ. Namely, the following

can be established:

Corollary 9.2. Let G be a Lie group, Γ a discrete subgroup of G, Z
a countable subset of G/Γ, and let {Fj} be a countable collection of
one-parameter subgroups of G such that there exists a one-dimensional
subgroup H of G which is contained in the expanding horospherical
subgroups corresponding to F+

j and is normalized by Fj for each j.

Then the set
⋂

j E(F
+
j , Z) is thick.

Proof. By Theorem 7.1, for any x ∈ G/Γ, each of the sets

{h ∈ H : hx ∈ E(F+
j , Z)} (9.2)
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is a winning set for the modified Schmidt game induced by the semi-
group of contracting automorphisms of H given by the conjugation by
elements of F+

j . However, since H is one-dimensional, one can repa-
rameterize each of the groups Fj so that they all give rise to the same
semigroup F = {Φt|H} and induce the same modified game (isomor-
phic to the original Schmidt’s game). Then one can choose an interval
D0 and a′′ > 0 such that (7.2) is satisfied, and, as in the proof of
Theorem 7.1, conclude that each of the sets (9.2) is a-winning for any
a > a′′; thus the claim follows from Theorem 2.1 and Lemma 8.1. �

An example of a situation described in the above corollary is fur-
nished by the action of groups F = Fr,s as in (5.6) on homogeneous
spaces G/Γ of G = SLm+n(R), where Γ is any discrete subgroup of G
and (r, s) is as in (5.7). It is easy to see that the group

{uy
def
= Im+n + yE1,m+n : y ∈ R} ,

where E1,m+n stands for the matrix with 1 in the upper-right corner
and 0 elsewhere, satisfies the assumptions of the corollary. Thus for
any countable set of pairs (rj, sj), any countable subset Z of G/Γ and
any x ∈ G/Γ, the set

⋂
j{y ∈ R : uyx ∈ E(F+

rj ,sj
, Z) is winning.
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