
TRANSLATION OF THE PAPER ‘MESURES
STATIONNAIRES ET FERMÉS INVARIANTS DES
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The original abstract in English:
Stationary measures and closed invariant subsets of ho-

mogeneous spaces. Let G be a real simple Lie group, Λ be a
lattice of G and Γ be a Zariski dense subsemigroup of G. We prove
that every infinite Γ-invariant subset in the quotient X “ G{Λ is
dense. Let µ be a probability measure on G whose support is com-
pact and spans a Zariski dense subgroup of G. We prove that every
atom free µ-stationary probability measure on X is G-invariant.
We also prove similar results for the torus X “ Td.

1. Introduction

The goal of this text is to introduce a new technique in the study of
stationary measures on homogeneous spaces, which we call the ‘expo-
nential drift.’

1.1. Motivation and principal results. We will use it to prove:

Theorem 1.1. Let G be a connected almost simple real Lie group,
Λ a lattice in G, X “ G{Λ and µ a probability measure on G with
compact support, such that suppµ generates a Zariski-dense subgroup
of G. Then any non-atomic µ-stationary Borel probability measure on
X is the Haar measure on X.

We now explain some of the (well-known) terminology used in the
statement above. A real Lie group is almost simple if its Lie algebra is
simple. A probability measure ν on X is called µ-stationary if ν “ µ˚ν.
It is called non-atomic if νptxuq “ 0 for any x P X. In case G is not a
linear group, when we say that Γ is Zariski dense we mean that AdpΓq is
Zariski dense in the linear group AdpGq (where Ad : G Ñ GLpgq is the
adjoint representation). By Haar measure on X we mean the unique
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2 TRANSLATION OF PAPER OF BENOIST-QUINT

G-invariant probability measure on X induced by the Haar measure of
G.
This theorem verifies a condition of stiffness of group actions intro-

duced by Furstenberg [9] .
Ratner’s theorems describe the measures on homogeneous spaces in-

variant and ergodic under a connected group generated by unipotents,
as well as the orbit-closures. Shah and Margulis raised the question of
extending these results to disconnected groups. We deduce an exten-
sion of Ratner’s results for Zariski dense subgroups Γ, namely:

Corollary 1.2. Let G,Λ, X,Γ be as in Theorem 1.1. Then:

a) Any Γ-invariant non-atomic measure ν is the Haar measure on
X.

b) Any closed Γ-invariant infinite set F Ă X is equal to X.
c) Any sequence of distinct finite Γ-orbits Xn Ă X is equidis-

tributed with respect to the Haar measure on X.

A closed subset F Ă X is Γ-invariant if for any γ P Γ, γF Ă F. Point
c) means that the sequence of measures νn :“ 1

#Xn

ř
xPXn

δx converges

to the Haar measure on X with respect to the weak-* topology. The
simplest example in which one can apply the above results is for G “
SLdpRq, Λ “ SLdpZq, d ě 2, with µ “ 1

2
pδg1 ` δg2q where the semigroup

Γ generated by g1, g2 is Zariski-dense. The space X is then the space
of unimodular lattices in Rd. Part c) generalizes previous results on
equidistribution of Hecke orbits, obtained by Clozel-Oh-Ullmo.
Our method can be adapted to handle a larger class of homogeneous

spaces. For instance, it makes it possible generalize a result of Bour-
gain, Furman, Lindenstrauss on Mozes as follows (in [2] the existence
of proximal elements was assumed):

Theorem 1.3. Let Γ be a sub-semigroup of SLdpZq acting on Rd strongly
irreducibly. Let µ be a measure on SLdpZq whose finite support gen-
erates Γ. Then any non-atomic µ-stationary probability measure on
X “ Td is the Haar measure of X.

Recall that the action of Γ on Rd is called strongly irreducible if any
finite index subgroup of the group generated by Γ, acts irreducibly on
Rd. Note that in case a µ-stationary measure ν is atomic, it can be
separated into a non-atomic and purely atomic part, and both measures
in this decomposition are also µ-stationary. Thus applying Theorem
1.1 or Theorem 1.3 we see that the non-atomic part is Haar. Regarding
the purely atomic part of ν, we will see (see Lemma 8.3) that it is a
sum of a family of finitely supported µ-stationary measures.
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Corollary 1.4. Let Γ be a subsemigroup of SLdpZq acting strongly
irreducibly on Rd. Then:

a) The only non-atomic Γ-invariant probability measure on X is
the Haar measure.

b) The only closed Γ-invariant infinite subset F Ă X is equal to
X.

c) Any sequence of distinct finite Γ-invariant sets Xn becomes
equidistributed in X with respect to Haar measure.

Assertion b) in Corollary 1.4 is due to Muchnik and to Guivarc’h-
Starkov.
The approach of [2] is based on a delicate study of the Fourier coef-

ficients of ν. Our approach is purely ergodic-theoretic. For that reason
it can be readily generalized to the case of homogeneous spaces. For
example, Theorem 1.1 and Corollary 1.2 can be extended, with no
significant change to the proof, to p-adic Lie groups G.

1.2. Strategy. Our approach is based on the study of the random
walk on X “ G{Λ (resp. X “ Td) induced by the random walk
with law µ on the group G (resp., on SLdpZq). In order to study the
random walk we introduce a non-invertible dynamical system which

we denote
´
Bτ,X ,Bτ,X , βτ,X , T

τ,X
ℓ

¯
. Without entering into too many

details, we note that this dynamical system is fibered , with fiber X,
over a suspension pBτ ,Bτ , βτ , T τ q of a Bernoulli shift associated to µ,
and thus the space Bτ,X is the product Bτ ˆX. The idea of using such
a suspension was inspired by a paper of Lalley [13].
This dynamical system has two properties. Firstly, very simple

formulas express the conditional expectation φℓ :“ Epϕ|Qτ,X
ℓ q of a

bounded Bτ,X-measurable function ϕ on Bτ,X relative to the σ-algebra

Q
τ,X
ℓ “

´
T

τ,X
ℓ

¯´1

Bτ,X of events after a time ℓ. Secondly, one has good

control of the norm of products of elements of G associated with words
appearing in these formulas of conditional expectation. In order to
construct this dynamical system, one uses various classical theorems
about random walks due in large part to Furstenberg: positivity of the
first Lyapunov exponent, proximality of the walk induced on the flag
variety, existence of limit probabilities νb for the probabilities obtained
as the image of the stationary measure ν under a random word b.
Our main argument, which we call the exponential drift, is reminis-

cent of Ratner’s idea to use the Birkhoff ergodic theorem, replacing
that theorem with Doob’s martingale convergence theorem. Its use
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was inspired by a paper of Bufetov [3]. This theorem allows us to as-
sert that the sequence ϕc,ℓ converges, for βτ,X-a.e. pc, xq in Bτ,X , to

ϕ8pc, xq where ϕ8 “ E

´
ϕ|Qτ,X

8

¯
is the conditional expectation of ϕ

with respect to the tail σ-algebra Q
τ,X
8 “

Ş
ℓě0 Q

τ,X
ℓ . The idea is to

compare ϕℓpc, xq and ϕℓpc, yq for two points x, y which are very close
to each other and carefully chosen for the time ℓ.
In order to start the drift argument, it is necessary to show that one

may choose, when ν is non-atomic, two points pc, xq and pc, yq which
are not on the same stable leaf relative to the factor Bτ,X Ñ Bτ . This
is a crucial point in our argument. It shows, roughly speaking, that the
relative entropy of the fibered system is nonzero. In order to demon-
strate this we exhibit a recurrence phenomenon for the random walk
on X, analogous to the work of Eskin and Margulis [6], and combine
this phenomenon with the ergodic theorem of Chacon-Ornstein.
In order to develop our exponential drift argument, it is necessary

to obtain good control of norms of products of random matrices with
law µ, in the vector space V “ LiepGq (resp. V “ Rd). The existence,
due to Furstenberg, of an attracting limit subspace Vb is very useful.
When applying our drift argument, work remains. Contrary to Rat-

ner’s argument, our argument only yields very patchy invariance prop-
erties for the stationary measures. For this reason we introduce a func-
tion which associates to each point pc, xq, a conditional measure σpc, xq
of the limit probability νc along the foliation given by some limit sub-
space Vc. We identify all the spaces Vc thus constructed with the action
of a unique vector space V0, an action which we call the horocyclic flow
and denote by Φv. This point is important because it makes it possible
to consider, as in [5], the function σ as a map taking values in a fixed
vector space, the space of Radon measures on V0 up to normalization.
It is this map σ to which we apply our drift argument. A crucial point
is that the map σ is Q

τ,X
8 -measurable. This results in commutation

relations between Φv and T
τ,X
ℓ , relations analogous to those existing in

the hyperbolic plane between the geodesic and horocyclic flow.
The drift argument implies that the connected component Jpc, xq of

the stabilizer of σpc, xq in V0 is almost surely nontrivial. This makes
it possible to view the probability νc, and hence ν, as an average of
probabilities νc,x which are invariant under a nontrivial subspace Jpc, xq
of V0.
In the case of the torus, one then deduces that the probabilities

νc,x, and hence ν, are averages of probability measures supported on
nontrivial subtori. Since the support of µ acts strongly irreducibly on
Rd, ν is necessarily the Haar measure on Td.
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In the case of a homogeneous space, an application of Ratner’s the-
orems makes it possible to express νc,x as an average of probability
measures supported on orbits of nontrivial closed connected subgroups
H of G. The G-invariance of ν is deduced, thanks to a phenomenon
of non-existence of µ-stationary measures on the homogeneous space
G{H with unimodular non-discrete stabilizer.
It is remarkable that our drift argument works even without it being

necessary to explicitly describe the tail σ-algebra Q
τ,X
8 . However, we

will describe this tail σ-algebra in a forthcoming work and employ to
this end the works of Blanchard, Conze, Guivarc’h, Raugi and Rohlin.

1.3. Structure of the paper. Chapters 2-5 collect the constructions
and the properties of the dynamical systems associated with random
walks that we will need.
Chapters 6-8 are devoted to the study of stationary measures on

the spaces X “ G{Λ and X “ Td. These two cases will be treated
simultaneously. We suggest to the reader to focus primarily on the
case that X is the torus T2. Almost all of the arguments we shall
develop are indispensable even for this case.
The goal of chapter 2 is formulas for the conditional expectation of

fibrations and suspensions over non-invertible dynamical systems, in-
cluding the remarkable ‘law of the last jump.’ Chapter 3 deals with
some properties of stationary measures on Borel spaces equipped with
a Borel action: existence of limit measures and the very useful phe-
nomenon of recurrence off the diagonal. In chapter 4 we recall the
construction of conditional measures along the orbits of a Borel ac-
tion with discrete stabilizers. In chapter 5 we study linear strongly
irreducible random walks. We recall the results of Furstenberg and
introduce the dynamical system pBτ ,Bτ , βτ , T τ q which is a suspension
over a Bernoulli shift.
In chapter 6 we introduce the fibered dynamical system

`
Bτ,X ,Bτ,X , βτ,X , T τ,X

˘

associated to the random walk on X “ G{Λ or X “ Td. We check that
this random walk satisfies not only the properties of recurrence off the
diagonal which we will need in order to initiate the drift, but also the
recurrence outside finite orbits which we will need in order to obtain
topological consequences. We will also show non-existence of station-
ary measures on certain homogeneous spaces of semi-simple Lie groups,
which we will require at the end of our study, for the space X “ G{Λ.
At the end of the chapter we will introduce the horocyclic flow Φv

on Bτ,X and the conditional horocyclic map σ, and check that σ is
Q

τ,X
8 -measurable.
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In chapter 7 we will present our general drift argument, and apply
it to the map pc, xq ÞÑ σpc, xq. In section 8 we exploit the invariance
properties of stationary measures, which follow from the drift argu-
ment, enabling us to conclude the proofs of Theorems 1.1 and 1.3. We
then easily deduce Corollaries 1.2 and 1.4.

1.4. Acknowledgements.

2. Suspensions and extensions

The goal of this chapter is to obtain formulas for the conditional
expectations with respect to the tail σ-algebras in suspensions and fi-
brations over non-invertible dynamical systems (Proposition 2.3 and
Lemma 2.5).

2.1. Cohomologous functions. The following lemma makes it possi-
ble to restrict our attention to suspensions with positive roof functions.

Lemma 2.1. Let pB,B, βq be a Lebesgue probability space, equipped
with an ergodic measure preserving transformation T . Let θ : B Ñ R

be an integrable function (that is
ş
B

|θ|dβ ă 8) with
ş
B
θdβ ą 0. Then

there is a positive function ϕ which is almost surely finite, and a positive
integrable function τ , such that

θ ´ ϕ ˝ T ` ϕ “ τ.

The function τ can be chosen to be bounded below by a constant ε0 ą 0.
The function τ can be chosen to be bounded if θ is bounded.

In other words, the function θ is cohomologous to τ via ϕ.

Proof. For p ě 1, denote θp “ θ ` θ ˝ T ` ¨ ¨ ¨ ` θ ˝ T p´1 and let

ψ “ inf
pě1

θp, τ “ maxpψ, 0q, ϕ “ ´minpψ, 0q.

By the Birkhoff ergodic theorem, for β-a.e. b in B, θppbq ÑpÑ8 8.
This implies that for almost all b, the inf in the definition of ψpbq is a
min and ϕpbq is finite. Since ψ ď θ, we find τ ď maxpθ, 0q and hence τ
is integrable. Finally, by definition,

τ ´ ϕ “ ψ “ minpθ, θ ` ψ ˝ T q “ θ ` minp0, ψ ˝ T q “ θ ´ ϕ ˝ T.

In order to obtain τ which is bounded below by ε0, apply the previous
reasoning to the function θ´ε0. This is possible whenever ε0 ă

ş
B
θdβ.

The function τ given in the construction is bounded when θ is. �
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2.2. Suspension of a non-invertible system. We define in this sec-
tion the suspension of a dynamical system where the roof function has
a factor taking values in a compact group.
Let pB,B, βq be a Lebesgue probability space, equipped with an

ergodic measure preserving transformation T . Let M be a compact
metrizable topological group and

τ “ pτR, τMq : B Ñ R ˆ M

a measurable map such that τR : B Ñ R is a positive integrable func-
tion. For any p ě 0, and for β-a.e. b in B, denote

τR,p “ τRpT p´1bq ` ¨ ¨ ¨ ` τRpbq

and

τM,ppbq “ τMpT p´1bq ¨ ¨ ¨ τMpbq.

Define the suspension pBτ ,Bτ , βτ , T τ q as follows. The space Bτ is

Bτ “ tc “ pb, k,mq P B ˆ R ˆ M : 0 ď k ă τRpbqu,

the measure βτ is obtained by normalizing the restriction to Bτ of
the product measure of β and the Haar measure of R ˆ M , the σ-
algebra Bτ is the product σ-algebra, and for almost every ℓ P R` and
c “ pb, k,mq P Bτ ,

T τ
ℓ pcq “

`
T pℓpcqb, k ` ℓ ´ τR,pℓpcqpbq, τM,pℓpcqm

˘

where

pℓpcq “ maxtp P N : k ` ℓ ´ τR,ppbq ě 0u.

The flow T τ
ℓ is then defined for all positive times.

Lemma 2.2. The semigroup pT τ
ℓ q of transformations of Bτ preserves

the measure βτ .

Proof. The simplest approach is to avoid all calculations and consider

pBτ ,Bτ , βτ , T τ q as a factor of the suspension
´
rBτ , rBτ , rβτ , rT τ

¯
of the

natural extension
´
rB, rB, rβ, rT

¯
of pB,B, β, T q and reduce to the case

when T is invertible.
When T is invertible, one can identify the suspended dynamical sys-

tem as the quotient of the product B ˆ R ˆ M by the transformation
S : pb, k,mq ÞÑ pTb, k ´ τRpbq, τMpbqmq. The flow T τ

ℓ is induced by the

flow rT τ
ℓ preserving the product measure on B ˆ R ˆM . Therefore T τ

ℓ

preserves βτ . �
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We remark finally, that it follows from the Birkhoff ergodic theorem,
that for βτ -almost every c P Bτ ,

lim
pÑ8

1

p
τR,ppbq “

ż

B

τRdβ, lim
ℓÑ8

1

ℓ
pℓpcq “

1ş
B
τRdβ

. (2.1)

2.3. The law of the last jump. We now establish the law of the last
jump which plays a crucial role in controlling the drift, in §7.1. This
law is an explicit formula for the conditional expectation of an event in
Bτ relative to pT τ

ℓ q´1pBτ q when the base system is a Bernoulli shift.
Let pA,A, αq be a Lebesgue probability space and pB,B, β, T q a one-

sided Bernoulli shift on the alphabet pA,A, αq, that is B “ AN, β “
αbN,B is the product σ-algebraAbN and T is the right shift which sends
b “ pb0, b1, . . .q P B to Tb “ pb1, b2, . . .q. LetM be a metrizable compact
topological group, let τ “ pτR, τMq : B Ñ RˆM be a measurable map
such that τR : B Ñ R is positive and integrable, and let pBτ ,Bτ , βτ , T τ q
be the suspension defined in §2.2.
We will require notation to parameterize the branches of the inverses

of T τ
ℓ . For q ě 0 and a, b P B, we denote by arqs the beginning of

the word a written from right to left as arqs “ paq´1, . . . , a1, a0q and
arqsb P B the concatenated word

arqsb “ paq´1, . . . , a1, a0, b0, b1, . . . , bp, . . .q.

For c “ pb, k,mq P Bτ and ℓ in R`, let qℓ,c : B Ñ N and hℓ,c : B Ñ Bτ

the maps given, for a P B, by

qℓ,c “ rqℓ,c1 and hℓ,c “ rhℓ,c1 , where c1 “ T τ
ℓ pcq

and

rqℓ,cpaq “ mintq P N : k ´ ℓ ` τR,qparqsbq ě 0u,

rhℓ,cpaq “ parqsb, k ´ ℓ ` τR,qparqsbq, τM,qparqsbq´1mq with q “ rqℓ,cpaq.

By Birkhoff’s theorem applied to the two-sided shift, for β a.e. a P B,
and βτ a.e. c P Bτ , one has the equality

lim
qÑ8

1

q
τR,qparqsbq “

ż

B

τRdβ ą 0.

Hence the function rqℓ,c is almost surely finite and the image of the

map rhℓ,c is the fiber pT τ
ℓ q´1pcq. The function qℓ,c is thus also almost

surely finite. In addition, for β-a.e. a P B, for every q ě 1, the
function b ÞÑ τR,qparqsbq is β-integrable. Therefore by Birkhoff’s ergodic
theorem, for βτ -a.e. c P Bτ , one has

lim
pÑ8

1

p
τR,qparqsT pbq “ 0
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and hence, by (2.1), we have

lim
ℓÑ8

qℓ,cpaq “ 8. (2.2)

Finally, the image of the map hℓ,c is the fiber of T τ
ℓ passing through

c:
tc2 P Bτ : T τ

ℓ pc2q “ T τ
ℓ pcqu,

that is the atom of c in the partition associated with the σ-algebra
pT τ

ℓ q´1pBτ q.

Proposition 2.3. The conditional expectation with respect to the σ-
algebra pT τ

ℓ q´1pBτ q is given, for any positive measurable function ϕ on
Bτ and for βτ -a.e. c “ pb, k,mq P Bτ , by

E
`
ϕ|pT τ

ℓ q´1pBτ q
˘

pcq “

ż

B

ϕphℓ,cpaqqdβpaq.

In other words, if we regard every element of the fiber of T τ
ℓ over a

point c1 “ pb1, k1,m1q “ T τ
ℓ pcq in Bτ , when completing the infinite word

b1 by the finite word arqs written from right to left, the law of the finite
word is obtained by randomly printing the letters ai, independently
with law α in the alphabet A, where printing stops at time qℓ,cpaq.
In particular, if τ is bounded and if ℓ ě sup τR, the law of the last

jump a0 is α. More generally, if ℓ ě q sup τR the law of the last q jumps
paq´1, . . . , a0q is αbq.

Proof. To simplify the notation used in the proof, we assume that M
is trivial and thus τ “ τR. The general case of the proof is the same.

Introduce the function ϕ0pcq “
ş
B
ϕprhℓ,cpaqqdβpaq. In order to show

that the function ϕ0 ˝ T τ
ℓ is the sought-after conditional expectation,

it suffices to show that, for any positive Bτ -measurable function ψ, we
have the equality

ż

Bτ

ψpT τ
ℓ cqϕpcqdβτ pcq “

ż

Bτ

ψpT τ
ℓ cqϕ0pT

τ
ℓ cqdβ

τ pcq. (2.3)

To this end, we note that the left-hand side G is equal to

G “
8ÿ

p“0

ż

Bτ

1tpℓpcq“puψpT pb, k ` ℓ ´ τppnqqϕpb, kqdβpbqdk.

Introduce the variable c1 “ pb1, kq “ pT pb, k` ℓ´ τppbqq P Bτ and a P B
such that arps “ pb0, . . . , bp´1q. One finds, when writing Bpc1, pq “ ta P
B : rqℓ,c1paq “ pu, that

G “

ż

Bτ

ψpb1, k1q
8ÿ

p“0

ż

Bpc1,pq

ϕparpsbqqdβpaqdβpb1qdk1,
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and hence that

G “

ż

Bτ

ψpc1q

ż

B

ϕ
´
rhℓ,c1paq

¯
dβpaqdβτ pc1q “

ż

Bτ

ψpc1qϕ0pc1qdβτ pc1q.

Now (2.3) follows from the fact that T τ
ℓ preserves the measure βτ . �

2.4. Conditional expectation for the fibered system. We con-
clude this chapter with a general abstract lemma which constructs an
invariant probability measure for the fibered dynamical system and by
calculating its conditional expectation.
Let pB,Bq be a standard Borel space, i.e. isomorphic to a separable

complete metric space with its Borel σ-algebra, and let β be a Borel
probability measure on B and T an endomorphism of B preserving β.
Let pX,X q be a standard Borel space, π : B ˆ X Ñ B the projection

onto the first factor, and T̂ a measurable transformation of BˆX such
that π ˝ T̂ “ T ˝ π. Below we will write, for pb, xq P B ˆ X,

T̂ pb, xq “ pTb, ρpbqxq.

The space PpXq of probability measures on pX,X q has itself the nat-
ural structure of a Borel space: this is the structure generated by the
maps PpXq Ñ R, ν ÞÑ

ş
X
ϕdν, where ϕ : X Ñ R is a bounded Borel

function. If one realizes X as a compact metric space endowed with
its Borel σ-algebra, this structure is generated by the maps PpXq Ñ
R, ν ÞÑ

ş
X
ϕdν where ϕ : X Ñ R is a continuous function. In par-

ticular, with respect to this Borel structure, the space PpXq is also a
standard Borel space.
Consider a B-measurable collection B Ñ PpXq, b ÞÑ νb of probabil-

ity measures on X such that for β-a.e. b P B, we have

νTb “ ρpbq˚νb. (2.4)

We will denote by λ the Borel probability measure on pB ˆX,B b X q
defined by setting, for each positive Borel function ϕ : B ˆ X Ñ R`,

λpϕq “

ż

B

ż

X

ϕpb, xqdνbpxqdβpbq.

We will abbreviate this by writing

λ “

ż

B

δb b νbdβpbq. (2.5)

Lemma 2.4. a) The measure λ is T̂ -invariant and satisfies π˚λ “
β.

b) Conversely, if T is invertible, then any T̂ -invariant probability
measure on BˆX such that π˚λ “ β is given by (2.5) for some
measurable family of probabilities b ÞÑ νb satisfying (2.4).
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Proof. a) The T̂ -invariance of λ can be seen by a simple computation.
For a pB b X q-measurable function ϕ : B ˆ X Ñ R`, one has

ż

BˆX

ϕpT̂ pb, xqqλpb, xq “

ż

B

ż

X

ϕpTb, ρpbqxqdνbpxqdβpbq

(2.4)
“

ż

B

ż

X

ϕpTb, xqdνTbpxqdβpbq

T˚β“β
“

ż

B

ż

X

ϕpb, xqdνbpxqdβpbq

“

ż

BˆX

ϕpb, xqdλpb, xq.

In case ϕ does not depend on the variable x, since the measures νb are
probabilities, one has

ż

BˆX

ϕpb, xqdλpb, xq “

ż

B

ż

X

ϕpbqdνbpxqdβpbq

“

ż

B

ϕpbqdβpbq.

This implies π˚λ “ β.
b) The probability measures νb are the conditional probabilities of λ

along the fibers of π. Since T is invertible, condition (2.4) follows from

the T̂ -invariance of λ and uniqueness of conditional probabilities. �

We quickly recall the theorem of Rohlin [16] about disintegration of
measures, which we will use below, and its relationship with conditional
expectations.
Let η be a probability measure on a standard Borel space pY,Yq.

For any σ-algebra Y 1 “ p´1pZq Ă Y corresponding to a Borel factor
p : pY,Yq Ñ pZ,Zq, we denote by y ÞÑ ηY

1

y P PpY q the disintegration
of η relative to Y 1. This is a Y 1-measurable map such that, for η-a.e.
y P Y , ηY

1

y is supported on p´1pppyqq and one has

η “

ż

Y

ηY
1

y dηpyq. (2.6)

This map y ÞÑ ηY
1

y is unique up to a set of η-measure zero.
In addition, for any Y-measurable positive function ϕ : Y Ñ R`, for

η a.e. y P Y , one has

E pϕ|Y 1q pyq “

ż

B

ϕpy1qdηY
1

y py1q
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The following lemma asserts that the disintegration of λ with respect
to the factor T̂ : B ˆ X Ñ B ˆ X can be easily derived from the
distintegration of β with respect to the factor T : B Ñ B.

Lemma 2.5. Assume that for β-a.e. b P B, the map ρpbq : X Ñ X is
bijective. Then for every pBbX q-measurable and λ-integrable function
ϕ : B ˆ X Ñ C and for λ-a.e. pb, xq P B ˆ X, we have

E

´
ϕ|T̂´1pB b X q

¯
pb, xq “

ż

BˆX

ϕpb1, ρpb1q´1ρpbqxqdβT´1B
b pb1q. (2.7)

Proof. As explained above, for λ-a.e. pb, xq P B ˆ X, one has the
equality

E

´
ϕ|T̂´1pB b X q

¯
pb, xq “

ż

BˆX

ϕpb1, x1qdλ
T̂´1pBbX q
pb,xq pb1, x1q.

Thus it remains to identify the measures λ
T̂´1pBbX q
pb,xq .

We note first that, since ρpbq is bijective, for λ-a.e. pb, xq P BˆX, the

projection π induces a bijection of the fiber T̂´1pT̂ pb, xqq with T´1pTbq
where the inverse is given by b1 ÞÑ pb1, ρpb1q´1ρpbqxq. Denote by µpb,xq

the measure on B ˆ X given by the right hand side in the sought-for
equality (2.7):

ż

BˆX

ϕpb1, x1qdµpb,xqpb
1, x1q “

ż

B

ϕpb1, ρpb1q´1ρpbqxqdβT´1B
b pb1q.

We want to show that for λ-a.e. pb, xq P B ˆ X, we have

λ
T̂´1pBbX q
pb,xq “ µpb,xq.

To this end, first note that the map pb, xq ÞÑ µpb,xq is T̂´1pB b X q-

measurable and that the measure µpb,xq is supported on T̂´1pT̂ pb, xqq.
Secondly we we will compute the following integral I for every λ-
integrable function ϕ : B ˆ X Ñ C:

I “

ż

BˆX

ż

BˆX

ϕpb1, x1qdµpb,xqpb
1, x1qdλpb, xq.

For β-a.e. b we apply Fubini’s theorem in the space pB ˆ X,B b
X , βT´1B

b b νbq, and obtain

I “

ż

B

ż

B

ż

X

ϕpb1, ρpb1q´1ρpbqxqdνbpxqdβT´1B
b pb1qdβpbq.
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Using (2.4) one finds

I “

ż

B

ż

B

ż

X

ϕpb1, ρpb1q´1xqdνTbpxqdβT´1B
b pb1qdβpbq

“

ż

B

ż

B

ż

X

ϕpb1, ρpb1q´1xqdνTb1pxqdβT´1B
b pb1qdβpbq.

Finally, applying once more (2.4) and (2.6), one obtains

I “

ż

B

ż

B

ż

X

ϕpb1, xqdνb1pxqdβT´1B
b pb1qdβpbq

“

ż

B

ż

X

ϕpb, xqdνbpxqdβpbq “

ż

BˆX

ϕpb, xqdλpb, xq.

By uniqueness of the disintegration, we have the equality λ
T̂´1pBbX q
pb,xq “

µpb,xq, for λ-a.e. pb, xq P B ˆ X. �

3. Random walks on G-spaces

In this chapter we collect some fundamental properties of stationary
measures which are valid in a very general context.

3.1. Stationary measures and Furstenberg measure. To each
stationary probability measure ν we associate a probabilistic dynami-
cal system

`
BX ,BX , βX , TX

˘
.

Let G be a metrizable locally compact group, G its Borel σ-algebra,
µ a Borel probability measure on G and pB,B, β, T q the one-sided
Bernoulli shift on the alphabet pG,G, µq.
Let pX,X q be a standard Borel space equipped with a Borel action

of G. Let ν be a Borel probability measure on X which is µ-stationary,
i.e. µ ˚ ν “ ν.
We denote by TX the transformation on BX “ B ˆ X given by, for

pb, xq P BX ,

TXpb, xq “ pTb, b´1
0 xq. (3.1)

We denote, for n ě 0, by Bn the sub-σ-algebra of B generated by the
coordinate functions bi, i “ 0, 1, . . . , n, and denote by π : BX Ñ B the
projection onto the first factor.

Lemma 3.1. Let ν be a µ-stationary probability measure on X.

a) There is a unique probability measure βX on pBX ,B b X q such
that, for any n ě 0 and any BnbX -measurable bounded function
ϕ,

ż

BX

ϕpb, xqdβXpb, xq “

ż

BX

ϕpb, b0 ¨ ¨ ¨ bn´1yqdβpbqdνpyq. (3.2)
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b) The probability measure βX is TX-invariant and satisfies π˚β
X “

β.

Proof. a). For n ě 0 we introduce the probability measure on Bn b X

defined by βX
n “

ş
B
δb b pb0 . . . bn´1q˚νdβpbq. Since ν is µ-stationary,

for every n ě 0, the measure βX
n`1 coincides with βX

n on the σ-algebra
Bn b X . By the theorem of Caratheodory, it follows that there is a
unique probability measure βX on B b X which coincides with βX

n on
Bn b X for every n ě 0.
b). For any n ě 0, one has pTXq´1pBn b X q Ă pBn`1 b X q and, for

any bounded Bn b X -measurable function ϕ, by definition,
ż

BX

ϕpTXpb, xqqdβX
n`1pb, xq “

ż

BX

ϕpTb, b´1
0 b0b1 ¨ ¨ ¨ bnyqdβpbqdνpyq

“

ż

BX

ϕpb, xqdβX
n pb, xq.

It follows that TX
˚ β

X “ βX . In addition, equation (3.2) with n “ 0
gives the equality π˚β

X “ β. �

We denote by BX the completion of the σ-algebra BbX with respect
to the measure βX .

3.2. Martingales and conditional probabilities. In this section,
we associate with each stationary probability measure ν on X a mea-
surable and T -equivariant family pνbqbPB of probability measures on X.
The disintegration of βX along the factor map π, proves the equis-

tence of a B-measurable map B Ñ PpXq, b ÞÑ νb, such that

βX “

ż

B

δb b νbdβpbq. (3.3)

In other words, for any bounded BX-measurable function ϕ on BX , one
has

βXpϕq “

ż

B

ż

X

ϕpb, yqdνbpyqdβpbq. (3.4)

Also one has the following equality for βX-a.e. pb, xq P BX

E
`
ϕ|π´1B

˘
pb, xq “

ż

X

ϕpb, yqdνbpyq, (3.5)

where the conditional expectation is taken relative to the probability
measure βX .
The following lemma interprets the conditional probabilities νb as

limit probabilities.
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Lemma 3.2. Let ν be a µ-stationary probability measure on X and
let b ÞÑ νb be the B-measurable family of probability measures on X

constructed above.

a) For any bounded Borel function f on X, for β-a.e. b P B, we
have

νbpfq “ lim
pÑ8

pb0˚ ¨ ¨ ¨ bp˚νqpfq. (3.6)

b) For β-a.e. b P B, we have

νb “ b0˚νTb. (3.7)

c) We have

ν “

ż

B

νbdβpbq. (3.8)

d) The map b ÞÑ νb is the unique B-measurable map B Ñ PpXq
for which (3.7) and (3.8) hold.

e) Conversely, for any B-measurable family b ÞÑ νb P PpXq satis-
fying (3.7), the measure ν given by (3.8) is µ-stationary.

Proof. a). For β-a.e. b P B, we denote by νb,p the probability measure
νb,p “ b0˚ ¨ ¨ ¨ bp˚ν P PpXq. The proof is based on an explicit formula
for the conditional expectation: for each p ě 0, for any bounded X -
measurable function f , which we will consider as a function on BX , for
βX-a.e. pb, xq P BX , one has

E
`
f |π´1Bp

˘
pb, xq “

ż

X

fpb0 ¨ ¨ ¨ bp´1x
1qdνpx1q. (3.9)

In fact, the right hand side of this equation is π´1Bp-measurable, and
for each π´1Bp-measurable function ψ, one has by (3.2),

ż

BX

fψdβX “

ż

B

ψpb0, . . . , bp´1q

ż

X

fpb0 ¨ ¨ ¨ bp´1x
1qdνpx1qdβpbq,

and (3.9) follows. The result is thus an immediate consequence of the
martingale convergence theorem, since, by definition, for β-a.e. b P B,
νbpfq “ E pf |π´1Bq pbq.
b) This equality follows from a) applied to a countable collection of

functions f which generate the Borel σ-algebra X .
c) It follows from (3.2) and (3.3) that for any bounded Borel function

f on X, one has νpfq “
ş
BX fpxqdβXpb, xq “

ş
B
νbpfqdβpbq.

d) Let b ÞÑ ν 1
b be a B-measurable collection of probability measures

on X satisfying the conditions. We will define the probability measure
λ “

ş
B
δb b ν 1

bdβpbq on BX and prove that λ “ βX . To this end, we
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compute, for any positive Bn bX -measurable function ϕ on BX , using
the two properties (3.7) and (3.8) for the family ν 1

b and using (3.2),

λpϕq “

ż

B

ż

X

ϕpb, xqdν 1
bpxqdβpbq

“

ż

B

ż

B

ż

X

ϕpb0 ¨ ¨ ¨ bn´1b
1, b0 ¨ ¨ ¨ bn´1yqdν 1

b1pyqdβpb1qdβpbq

“

ż

B

ż

X

ϕpb, b0 ¨ ¨ ¨ bn´1yqdβpbqdνpyq “ βXpϕq.

This implies λ “ βX since, by the uniqueness of disintegration, for
β-a.e. b, one has ν 1

b “ νb.
e) One has

µ ˚ ν “

ż

G

ż

B

g˚νbdβpbqdµpgq “

ż

B

b0˚νTbdβpbq “

ż

B

νbdβpbq “ ν.

�

Remark 3.3. Whenever X is a metrizable separable locally compact
space and the action of G on X is continuous (this will always be the
case in our applications), one then has

νb “ lim
pÑ8

b0˚ ¨ ¨ ¨ bp˚ν. (3.10)

This is the original introduction of the object by Furstenberg [8].

Remark 3.4. One easily shows that the probability measure ν is µ-
ergodic if and only if the probability measure βX is TX-ergodic.

We indicate a nice application of these constructions.

Corollary 3.5. Let µ be a probability measure on G, let ν and ν 1 be
two µ-stationary measures on two standard Borel spaces pX,X q and
pX 1,X 1q, endowed with a Borel action of G. Then, the probability mea-
sure ν2 “

ş
B
νb b ν 1

bdβpbq is a µ-stationary Borel probability measure
on the product space X ˆ X 1.

Proof. In fact, the B-measurable family b ÞÑ ν2
b “ νb bν 1

b of probability
measures on X ˆ X 1 satisfies, for β-a.e. b P B, the equality b0˚ν

2
Tb “

ν2
b . �

3.3. Fibered systems over a suspension. The dynamical system
which we will need for our problem is a fibered product over a suspen-
sion.
Let M be a compact metrizable topological group and let τ “

pτR, τMq : B ˆ R` ˆ M a B-measurable map with τR ‰ 0. We de-
note by pBτ ,Bτ , βτ , T τ q the semi-flow obtained by the suspension of
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pB,B, β, T q using τ , defined in §2.2. We will now construct a fibered
semi-flow Bτ,X over Bτ .
For ℓ ě 0 and for βτ -a.e. c “ pb, k,mq P Bτ , we introduce the map

ρℓpcq of X given by, for any x P X,

ρℓpcqx “ b´1
pℓpb,kq´1 ¨ ¨ ¨ b´1

0 x,

and denote νc “ νb. We then have the following equivariance property
for the probability measures on X:

Lemma 3.6. For βτ -a.e. c “ pb, k,mq P Bτ and for every ℓ ě 0, one
has

νT τ
ℓ
c “ ρℓpcq˚νc.

Proof. Because of Lemma 3.2(b) and the equality νT τ
ℓ
c “ νT pℓ pb,kqb, we

have also νc “ pb0 ¨ ¨ ¨ bpℓpb,kq´1q˚νT τ
ℓ
c. �

We define the semi-flow
`
Bτ,X ,Bτ,X , βτ,X , T τ,X

˘
fibered over pBτ ,Bτ , βτ , T τ q

as follows. We set Bτ,X “ Bτ ˆ X and

βτ,X “

ż

Bτ

δc b νcdβ
τ pbq.

We denote by Bτ,X the completion of the product σ-algebra Bτ b X

with respect to the probability measure βτ,X and, for pc, xq P Bτ,X and
ℓ ě 0, we set

T
τ,X
ℓ pc, xq “ pT τ

ℓ c, ρℓpcqxq .

Lemma 3.7. For all ℓ ě 0, the transformation T τ,X
ℓ of Bτ,X preserves

the measure βτ,X .

Proof. This follows from Lemmas 2.4 and 3.6. �

Denote Q
τ,X
ℓ “

´
T

τ,X
ℓ

¯´1

pBτ,Xq and denote by Q
τ,X
8 the tail σ-

algebra of
`
Bτ,X ,Bτ,X , βτ,X , T τ,X

˘
, that is the decreasing intersection

of sub-σ-algebras Q
τ,X
8 “

Ş
ℓě0 Q

τ,X
ℓ . Similarly, denote by Qℓ the de-

creasing family of σ-algebras Qℓ “ pT τ
ℓ q´1pBτ q and by c ÞÑ βℓ

c the
conditional measure of βτ relative to Qℓ.
We can conclude the preceding discussion with the following corollary

which is at the heart of our drift argument.

Corollary 3.8. For any βτ,X-integrable function ϕ : Bτ,X Ñ R, for
every ℓ ě 0, for βτ,X-a.e. pc, xq P Bτ,X , one has

E

´
ϕ|Qτ,X

ℓ

¯
pc, xq “

ż

Bτ

ϕpc1, ρℓpc
1q´1ρℓpcqxqdβℓ

cpc
1q. (3.11)

Proof. This follows from Lemma 2.5. �
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3.4. Measure of relative stable leaves. In order to be able to apply
our drift argument, we will need to know that the probability measures νb
give no mass to the relative stable leaves of the factor map Bτ,X Ñ Bτ .
Proposition 3.9 below will give us a useful criterion which will enable
us to prove this.
We will assume from now on that X is a locally compact metrizable

topological space and that the action of G on X is continuous. We
denote by d a metric on X inducing the topology. For pb, xq in B ˆX,
we denote by

Wbpxq “ tx1 P X : lim
pÑ8

dpρppbqx, ρppbqx1q “ 0u

the stable leaf relative to pb, xq. This leaf does not depend on the
choice of the metric d whenever X is compact, but may depend on d
in general. However, in all cases, one has the following proposition.
Recall that a continuous map is called proper if the inverse image of
any compact subset is compact. Denote by Aµ the averaging operator
on XˆX given by, for any positive function v on XˆX and any px, yq
in X ˆ X,

Aµpvqpx, yq “

ż

G

vpgx, gyqdµpgq.

This operator is thus the convolution operator of the image µ̌ of the
measure µ under inversion g ÞÑ g´1. We denote by ∆X the diagonal in
X ˆ X.

Proposition 3.9. Suppose the following hypothesis (HC):
There exists a function v : pX ˆXqr∆ Ñ r0,8q such that, for any

compact subset K Ă X, the restriction of v to K ˆ K r ∆ is proper
and there are constants a P p0, 1q and C ą 0 such that Aµpvq ď av`C.

Let ν be a µ-stationary non-atomic Borel probability measure on X.
Then for βX-a.e. pb, xq P B ˆ X, one has

νbpWbpxqq “ 0.

Hypothesis (HC) signifies that on average, µ contracts the function
v at a fixed rate.
The proof of this fact follows three steps. The first step is the most

delicate, and is contained in the following lemma.

Lemma 3.10. Assume hypothesis (HC), and let ν be a µ-stationary
Borel probability measure such that, for β-a.e. b P B, the probability
measure νb is a Dirac mass. Then ν is a Dirac mass.

Proof. Let κ : B Ñ X denote the B-measurable map such that, for
β-a.e. b P B, one has

νb “ δκpbq. (3.12)
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The strategy will consist of studying the corresponding random walk
on X ˆ X. Roughly speaking, the existence of κ and the Chacon-
Ornstein ergodic theorem will ensure that this random walk approaches
the diagonal ∆X while the existence of v pushes the random walk away
from the diagonal. Here are the details.
For g P G and b “ pb0, b1, . . .q P B, let gb “ pg, b0, b1, . . .q. By Lemma

3.2(b) we have, for µ-a.e. g P G and β-a.e. b P B,

κpgbq “ gκpbq.

By Lemma 3.2(c), we also have the equality

ν “ κ˚β.

Endow B “ GN with the product topology. By Lusin’s theorem, for
every ε ą 0, there is a compact subset K0 Ă B such that βpK0q ě 1´ε

and the restriction of κ to K0 is uniformly continuous. Denote by K
the compact image K “ κpK0q. Since the restriction of v to KˆKr∆
is proper, one has

@M ą 0, DnM ą 0,@n ě nM , @b, b
1 P B,

@g1, . . . , gn P G such that g1 ¨ ¨ ¨ gnb P K0 and g1 ¨ ¨ ¨ gnb
1 P K0,

we have vpκpg1 ¨ ¨ ¨ gnbq,κpg1 ¨ ¨ ¨ gnb
1qq ě M.

(3.13)

We now introduce the transfer operator Lµ on B given by, for each
ϕ0 P L1pB, βq, for β-a.e. b P B,

pLµϕ0qpbq “

ż

G

ϕ0pgbqdµpgq.

Since it is the adjoint of the shift T , Lµ is an ergodic operator. The
theorem of Chacon-Ornstein [4], applied to the function ϕ0 “ 1K0

,
ensures that for b outside a subset N Ă B of zero measure, we have
the equality

lim
pÑ8

1

p

ÿ

0ďnďp

pLn
µ1K0

qpbq “ βpK0q “ 1 ´ ε. (3.14)

By possibly increasing the set N , we may also assume that for any
b P B r N , for any integer n ě 0, and for µbn-a.e. pg1, . . . , gnq P Gn,
one has κpg1 ¨ ¨ ¨ gnbq “ g1 ¨ ¨ ¨ gnκpbq.
Suppose by contradiction that ν is not a Dirac mass. Then the set

E “ tpb, b1q P B ˆ B : κpbq ‰ κpb1qu

is of zero measure with respect to β b β. Therefore we can find points
b0 and b1

0 outside of N such that

κpb0q ‰ κpb1
0q. (3.15)
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We now use condition (HC). It implies that for all n ě 0, one has

An
µv ď anv ` p1 ` ¨ ¨ ¨ ` an´1qC.

For every x ‰ x1 P X, we deduce the upper bound

1

p

ÿ

0ďnďp

pAn
µvqpx, x1q ď

1

pp1 ´ aq
vpx, x1q `

1

1 ´ a
C. (3.16)

We will now apply this upper bound to the points x “ κpb0q and
x1 “ κpb1

0q. Fix M ą 0. Note that, thanks to (3.14), there exists an
integer p0 ě nM such that for all p ě p0,

1

p

ÿ

0ďnďp

pLn
µ1K0

qpb0q ě 1 ´ 2ε and
1

p

ÿ

0ďnďp

pLn
µ1K0

qpb1
0q ě 1 ´ 2ε.

As a consequence,

1

p

ÿ

0ďnďp

pAn
µvqpκpb0q, κpb1

0qq ě

ˆ
1 ´ 4ε ´

p0

p

˙
M.

Taking a limit as p Ñ 8 and using (3.16) we obtain

p1 ´ 4εqM ď C{p1 ´ aq.

Since M was arbitrary, we get a contradiction as soon as ε ă 1{4.
Therefore ν is a Dirac mass. �

The second step is the following lemma:

Lemma 3.11. Under assumption (HC), let ν be a non-atomic µ-
stationary probability measure on X. Then for β-a.e. b P B, the
probability measure νb is non-atomic.

Proof. The strategy consists, after several reductions involving the er-
godicity of β, in constructing a stationary probability measure on a
space Y on which one can apply Lemma 3.10.
Suppose by contradiction that the set D “ tb P B : νb has atomsu is

of positive measure. Since νb “ b0˚νTb, the set D is T -invariant. Since
β is T -ergodic, this means that βpDq “ 1. The same argument also
shows that the maximal mass Mb of an atom of νb is a β-almost surely
constant function and that the number Nb of atoms whose νb measure
is mb is also a.e. constant. We denote this mass by m0 and this number
of atoms by N0. Denote by ν 1

b the probability measure with N0 atoms
of νb each of mass m0. We also have the equality ν 1

b “ b0˚ν
1
Tb. By

Lemma 3.2(e), the probability measure ν 1 “
ş
B
ν 1
bdβpbq on X is also

µ-stationary and one can write ν as the sum of m0ν
1 and a stationary

measure of mass p1 ´ m0q. By assumption, ν 1 is also non-atomic, and
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by Lemma 3.2(d), the measures ν 1
b are the limit measures of ν 1, and

thus we can henceforth assume that ν “ ν 1.
Let SN0

denote the group of permutations of t1, . . . , N0u and let Y
denote the quotient XN0{SN0

and p : XN0 Ñ Y the projection. The
group G acts naturally on Y . We check that Y satisfies hypothesis
(HC). Let v denote the function and let a, C denote the constants
which appear in hypothesis (HC) for X and introduce the map w : Y ˆ
Y r ∆ Ñ r0,8q given, for y “ ppx1, . . . , xN0

q and y1 “ ppx1
1, . . . , x

1
N0

q
with xi, x

1
i P X, by

wpy, y1q “
ÿ

σPSN0

min
1ďiďN0

vpxi, x
1
σpiqq.

This map w is certainly continuous and proper on K ˆK r∆ for any
compact subset K Ă Y . It also satisfies an upper bound

Aµpwq ď aw ` CN0!.

Introduce the family b ÞÑ ν2
b “ p˚pνbN0

b q of probability measures on Y .
We also have the equality ν2

b “ b0˚ν
2
Tb. By Lemma 3.2(e), the proba-

bility measure ν2 “
ş
B
p˚pνbN0

b qdβpbq is µ-stationary. By construction,
for β-a.e. b P B the measure ν2

b is a Dirac mass. Lemma 3.10 then
shows that ν2 is also a Dirac mass δy0 . Therefore, for β-a.e. b P B,
ν2
b “ δy0 and hence ν is of finite support, a contradiction. �

The last step does not use assumption (HC).

Lemma 3.12. Let ν be a µ-stationary probability measure on X such
that, for β-a.e. b P B, the measure νb is non-atomic. Then for βX-a.e.
pb, xq P B ˆ X, νbpWbpxqq “ 0.

Proof. Consider the transformation onBˆXˆX given by, for pb, x, x1q P
B ˆ X ˆ X,

Rpb, x, x1q “ pTb, b´1
0 x, b´1

0 x1q.

Lemma 3.1 and Corollary 3.5 show that R preserves the probability
measure

Λ “

ż

B

δb b νb b νb dβpbq.

Denote

Z “ tpb, x, x1q P B ˆ X ˆ X : lim
pÑ8

dpρppbqx, ρppbqx1q “ 0u

and, for pb, x, x1q P B ˆ X ˆ X, write ϕpb, x, x1q “ dpx, x1q. By
assumption, for β-a.e. b, the measure νb is non-atomic, and hence
νb b νb gives no mass to the diagonal X ˆ X. Therefore the func-
tion ϕ is Λ-a.e. nonzero. By construction, for Λ-a.e. z P Z, one has
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limpÑ8 ϕpRppzqq “ 0 and thus, by the Poincaré recurrence theorem,
ΛpZq “ 0, as required. �

Proof of Proposition 3.9. Follows from Lemma 3.11 and 3.12. �

4. Conditional measures

In this chapter we collect certain properties of conditional measures
of a probability measure for a Borel action of a locally compact group.

4.1. Conditional measures. We recall the construction of conditional
measures.
Let R be a locally compact separable metrizable group and pZ,Zq

a standard Borel space with a Borel action of R. Let λ be a Borel
probability measure on Z. Suppose that the stabilizer subgroups for
the action of R on Z are discrete. We will now explain how the action
of R on Z makes it possible to ‘disintegrate the measure λ along R-
orbits’, to obtain measures on R which are unique up to normalization.
More precisely:
Let MpRq denote the space of positive nonzero Radon measures on

R and let M1pRq “ MpRq{ » be the space of such measures up to
scaling: two Radon measures σ1, σ2 are called equal up to scaling, and
we write σ1 » σ2, if there is c ą 0 such that σ2 “ cσ1. We can choose a
representative of each equivalence class: we fix an increasing sequence
of compact subsets pKnq of R which cover R and choose σ so that
σpKnq “ 1, where n is the smallest m for which σpKmq ą 0.
We say that a Borel subset Σ Ă Z is a discrete section of the action

of R if, for any z P Z, the set of visit times tr P R : rz P Σu is discrete
and closed in R. The main theorem of [12] shows that there is a discrete
section Σ for the action of R such that RΣ “ Z.
We choose a discrete section Σ for the action of Z on R and denote

a : R ˆ Σ Ñ Z, pr, zq ÞÑ rz. The measure a˚λ on R ˆ Σ defined, for
any positive Borel function f on R ˆ Σ, by

a˚λpfq “

ż

Z

¨
˝

ÿ

pr,z1qPa´1pzq

fpr, z1q

˛
‚dλpzq, (4.1)

is a σ-finite Borel measure on R ˆ Σ. This follows from the fact that
for any compact subset C Ă R, and any z P Z, the set pCˆΣqXa´1pzq
is finite.
We denote πΣ : Rˆ Σ Ñ Σ the projection on the second factor, and

by λΣ the image under πΣ of a finite measure on R ˆ Σ equivalent to
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a˚λ. We therefore have, for any positive Borel function on R ˆ Z,

a˚λpfq “

ż

Σ

ż

R

fpr, zqdσΣpzqprqdλΣpzq. (4.2)

Note that the conditional measures σΣpzq are also Radon measures on
R. This results once more from the finiteness of the sets pC ˆ Σq X
a´1pzq.
We denote by tr the right-translation by an element r P R.

Lemma 4.1. Let Σ be a discrete section for the action of R on Z. For
λΣ-a.e. z P Σ, for all r P R such that rz P Σ, we have

σΣpzq » tr˚σΣprzq.

Proof. The difficulty comes from the fact that one wants this condition
to be satisfied for an uncountable family of elements r P R. To deal
with this difficulty, it suffices to remark that there is a countable family,
indexed by i P N, of Borel sets Σi Ă Σ, and Borel maps ri : Σi Ñ R,
such that

tpz, rq P Σ ˆ R : rz P Σu “
ď

iPN

tpz, ripzqq : z P Σiu,

and such that, for λΣ-a.e. z P Σi, σΣpzq » tripzq˚σΣpripzq zq. �

Proposition 4.2. Consider a Borel action with discrete stabilizers of a
locally compact separable metrizable group R on a standard Borel space
pZ,Zq.
Then there is a Borel map σ : Z Ñ M1pRq and a Borel subset E Ă Z

such that λpZ r Eq “ 0 and such that, for any discrete section Σ Ă Z

for the action of R, for λΣ-a.e. z0 P Σ, for every r P R such that
rz0 P E,

σpz0q » tr˚σΣprz0q.

This map σ is unique up to a set of λ-measure zero.
For every r P R and every z P E such that rz P E, we have

σpzq » tr˚pσprzqq. (4.3)

The measure σpzq is called the conditional measure of z along the
action of R.

Proof. We choose a discrete section Σ0 such that RΣ0 “ Z. By Lemma
4.1, for λ-a.e. z P Z, if one writes z “ rz0 with r P R and z0 P Σ0, the
measure σpzq “ t´1

r˚ σΣ0
pz0q P M1pRq does not depend on choices, i.e.

different choices of z0 only affect it by rescaling.
This defines the map σ. The asserted property of σ follows from the

Lemma applied to Σ Y Σ0 which is also a discrete section. Assertion
(4.3) follows. Uniqueness of σ is clear. �
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The use of conditional measures in geometric ergodic theory is based,
among others, on the work of Ledrappier-Young. Its use in problems of
measure classification on homogeneous spaces has appeared in [3] and
earlier in work of Katok and Spatzier.

4.2. Disintegration along stabilizers. In this section we explain
how to exploit the invariance properties under translation, of condi-
tional measures along an action.
Denote by GrpRdq the Grassmannian variety of Rd. The following

proposition asserts that the disintegration of λ to conditional mea-
sures along the stabilizer gives probability measures invariant under
the stabilizer. In a topological group S, we denote by S0 the connected
component of the identity.

Proposition 4.3. Let pZ,Zq be a standard Borel space endowed with
a Borel action of Rd with discrete stabilizers, and let λ be a Borel
probability measure on Z. For λ-a.e. z P Z, we denote by σpzq the
conditional measure of z for the action of Rd, and

Vz “ tr P Rd : tr˚σpzq “ σpzqu0,

and by

λ “

ż

Z

λzdλpzq

the distintegration of λ along the map Z Ñ GrpRdq, z ÞÑ Vz. Then for
λ-a.e. z P Z, the probability measure λz is Vz-invariant.

This proposition is a consequence of the following three lemmas. The
first one uses notation which are different from those used in Proposi-
tion 4.3.

Lemma 4.4. Let pZ,Z, λq be a Lebesgue space, pY,Yq a standard Borel
space equipped with a Borel action of Rd, f : Z Ñ Y a measurable map
and I : Z Ñ GrpRdq a measurable map such that for λ-a.e. z P Z, Ipzq
stabilizes fpzq.
Denote by λ “

ş
Z
λzdλpzq the disintegration of λ along I.

Then for λ-a.e. z P Z, for λz-a.e. z1 P Z, the element fpz1q is
Ipzq-invariant.

Proof. In fact, for λ-a.e. z P Z, for λz-a.e. z
1 P Z, we have from the

definition of conditional measures, that Ipzq “ Ipz1q and hence, by
assumption, fpz1q is Ipz1q-invariant. �

The second lemma uses once more the notation of Proposition 4.3.
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Lemma 4.5. Let pZ,Zq be a standard Borel space equipped with a Borel
action of Rd with discrete stabilizers, and let λ be a Borel probability
measure on Z. Let pY0,Y0q be a standard Borel space and let ϕ : Z Ñ Y0
be a measurable map for which there exists a subset E Ă Z such that
λpZ r Eq “ 0 and for every z P E and r P Rd with rz P E, we have
ϕpzq “ ϕprzq. Denote z ÞÑ σpzq P MpRdq the conditional measure at z
of λ along the Rd-orbits, and denote λ “

ş
Z
λzdλpzq the disintegration

of λ along ϕ. Then, for λ-a.e. z P Z, for λz-a.e. z
1 P Z, σpz1q is also

the conditional measure of z1 of λz along the action of Rd.

Proof. We adapt the argument of transitivity of the disintegration of
measures in this context.
Recall the gist of the argument in the classical context: we are given a

Lebesgue space pA,A, αq, and two standard Borel spaces pB,Bq, pC, Cq
along with measurable maps f : A Ñ B and g : B Ñ C. Then
almost surely, the conditional measures of α along f coincide with the
conditionals along f of the conditionals of α along g˝f . More precisely,
denote α “

ş
A
αadαpaq and α “

ş
A
αa1dβapa1q, the disintegrations of α

respectively along f and along g ˝ f . We then have, for α-a.e. a, the
equality βa “

ş
A
αa1dβapa1q which gives the disintegration of βa along

f . �

Lemma 4.6. Let pZ,Zq be a standard Borel space, equipped with a
Borel action of Rd with discrete stabilizers, W a linear subspace of
Rd, λ a probability measure on pZ,Zq, and z ÞÑ σpzq P MpRdq the
conditional measures at z of λ along the action of Rd. Suppose that for
λ-a.e. z P Z, σpzq is invariant under translations by W . Then λ is
also invariant under the action of W .

Proof. As in §4.1, denote by Σ a discrete section for the action of Rd

such that RdΣ “ Z and let a be the map a : Rd ˆ Σ Ñ Z, pr, zq ÞÑ rz.
By assumption the measure a˚λ is W -invariant, and hence so is the
measure λ. �

Proof of Proposition 4.3. Applying Lemma 4.4 with Y “ MpRdq, f “
σ and Ipzq “ Vz, and then Lemma 4.5 with Y0 “ GrpRdq and ϕpzq “ Vz.
We find that, for λ-a.e. z P Z, for λz a.e. z1 P Z, the conditional
measure σzpz1q of λz for the action of Rd on Z is Vz-invariant and
hence, by Lemma 4.6, that the measure λz is Vz-invariant. �

5. Random walks on Lie groups

In this chapter we introduce, for a strongly irreducible random walk, a
dynamical system pBτ ,Bτ , βτ , T τ q which is a suspension of the Bernoulli



26 TRANSLATION OF PAPER OF BENOIST-QUINT

system pB,B, β, T q. We then study the asymptotic behavior of the ran-
dom walk in order to be able to control the drift in §7.1.

5.1. Stationary measures on the flag variety. Let G be a real
semisimple virtually connected Lie group, that is it has a finite number
of connected components.

Definition 5.1. We say that a Borel probability measure on G is
Zariski dense if the semigroup Γµ generated by the support of µ has
a Zariski dense image in the adjoint group AdpGq Ă GLpgq.

Let µ be a Zariski dense probability measure on G with compact
support. We also denote by pB,B, β, T q the two-sided Bernoulli shift
on the alphabet pG,G, µq, where G denotes the Borel σ-algebra of G.
Let P Ă G be a minimal parabolic subgroup. Write P “ ZU , where

U is the unipotent radical of P and Z is a maximal reductive subgroup
of P . Denote by A the Cartan subgroup of Z and by A` the Weyl
chamber of A associated with an order corresponding to the choice
of P . Choose a Cartan involution of G which leaves Z invariant and
denote by K the maximal compact subgroup of G consisting of points
fixed by this Cartan involution.
Let V be a real representation of G of dimension d which is strongly

irreducible, that is, its restriction to the connected component of the
identity in G is also irreducible. Fix once and for all a K-invariant
Euclidean norm } ¨ } on V such that the elements of A act on V in a
symmetric fashion.
Denote by χ the largest weight for A in V , let V0 “ Vχ be the

corresponding weight space in V , so that PV0 Ă V0, and let d0 “
dimV0. Denote by V 1

0 the subspace of V which is the sum of the other
weight-subspaces, so that V “ V0 ‘ V 1

0 .
The following proposition is essentially due to Furstenberg and Kesten

[10]. Denote by Grd0pV q the Grassmannian variety of d0-planes in V .

Proposition 5.2. There are B-measurable maps B Ñ Grd0pV q, b ÞÑ Vb
and B Ñ Grd´d0pV q, b ÞÑ V 1

b , such that:

a) For β-a.e. b P B, any accumulation point m of the sequence´
b0¨¨¨bn

}b0¨¨¨bn}

¯
n
, has its image Impmq “ Vb and is an isometry on

kerpmqK.
b) For β-a.e. b P B, any accumulation point m1 of the sequence´

bn¨¨¨b0
}bn¨¨¨b0}

¯
n
, has kerpm1q “ V 1

b and is an isometry on kerpm1qK.

c) For any hyperplane W Ă V , we have βptb P B : Vb Ă W uq “ 0.
d) For any nonzero v P V , we have βptb P B : v P V 1

b uq “ 0.
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e) For any W P Grd0pV q, we have βptb P B : W X V 1
b ‰ 0uq “ 0.

f) For β-a.e. b P B, the limit λ1 “ limnÑ8
1
n
log }b0 ¨ ¨ ¨ bn} exists

and is positive.

Proof. For a), c), and f) see [8] and [1]. The fact that the accumulation
points m are of rank d0 “ dimV0 is due to Goldsheid and Margulis
[11]. It can also be deduced from the existence of loxodromic elements
in Γµ. The fact that the restriction of m to the orthocomplement of its
kernel is a similarity is valid for any matrix π of rank d0 in the closure
R˚G Ă EndpV q . One easily verifies this assertion thanks to the Cartan
decomposition G “ KA`K.
Assertions b) and d) are deduced from assertions a) and c) by passing

to the dual representation.
Assertion e) is deduced from d) by passing to an irreducible sub-

representation of the representation of G on
Źd0 V generated by the

line of highest weight
Źd0 V0. �

When applying Proposition 5.2(a) to a suitable representation, one
shows that there is a unique B-measurable map ξ : B Ñ G{P such
that, for β-a.e. b P B,

ξpbq “ b0ξpTbq.

The image measure ξ˚β is therefore the unique µ-stationary measure
on G{P .

Remark 5.3. Certainly the spaces Vb and V
1
b of Proposition 5.2 depend

on the boundary map ξ. For b P B, we denote by b̌ the element b̌ “
pb´1

0 , b´1
1 , . . .q of B. For β-a.e. b P B, we have Vb “ ξpbqV0 and V 1

b “
ξpb̌qV 1

0 . We also have Vb “ b0VTb and V
1
b “ b0V

1
Tb.

5.2. The dynamical system Bτ . We want to construct an R ˆ M-
suspension pBτ , T τ q of the Bernoulli shift associated to µ which enables
us to estimate the asymptotic behavior of the induced random walk in
an irreducible representation of G. We initially construct a function
θ : B Ñ Z.

Let s : G{P Ñ G{U be a Borel section to the projection G{U Ñ
G{P . In practice, for constructing such a section, one can utilize Iwa-
sawa decomposition or Bruhat decomposition. An explicit formula for s
is not very important for us, because our constructions will not depend
on the choice of the section s. However, for simplicity, suppose that the
section is constructed with the aid of Iwasawa decomposition. More
precisely, write M “ Z X K. The Iwasawa decomposition G “ KP

makes it possible to choose a section s such that, for every k P K,

spkP q “ kmpkqU with mpkq P M. (5.1)
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We will say from now on that the function s has values in K mod M .
The group Z acts by right multiplication on G{U .
We denote by σ : GˆG{P Ñ Z the Borel cocycle given by, for every

g P G and x P G{P ,

gspxq “ spgxqσpg, xq.

We denote by θ : B Ñ Z the B-measurable map given by, for β-a.e.
b P B,

θpbq “ σpb0, ξpTbqq.

We introduce the bounded function θR : B Ñ R given, for β-a.e. b P B,
by

θRpbq “ log |χpθpbqq|. (5.2)

We will use the Furstenberg formula for the first Lyapunov exponent

λ1 “

ż

B

θRpbqdβpbq (5.3)

(see [8], see also [7, Thm. 1.8]), and the positivity of the first Lya-
punov exponent (Proposition 5.2(f)). We then have, by Lemma 2.1,
two bounded B-measurable functions τR : B Ñ R˚

` and ϕ : B Ñ R

such that

θR “ τR ` ϕ ˝ T ´ ϕ. (5.4)

Denote by θMpbq the M -component of θpbq, and τMpbq “ θMpbq´1 and

τ “ pτR, τMq : B Ñ R ˆ M. (5.5)

It is the suspension Bτ associated with this function τ which we will
use below.
This suspension allows us to control the norm of the words which

appear in the formulas for the conditional measures, thanks to the
following lemma.

Lemma 5.4. For β-a.e. b P B, for every w P Vb, we have
››b´1

0 w
›› “ e´θRpbq}w}. (5.6)

Proof. By the definition of θ, for β-a.e. b P B, we have

b0spξpTbqq “ spξpbqqθpbq.

Since w is in Vb, we can write w “ spξpbqqv with v P V0. We note that
this expression makes sense because U acts trivially on V0. Since the
norm is K-invariant, we have

››b´1
0 w

›› “
››b´1

0 spξpbqqv
›› “ }θpbq´1v} “ e´θRpbq}v} “ e´θRpbq}w}.

�
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5.3. Behavior of random walks. We continue our study of the as-
ymptotic behavior of the random walk on G.
We will use Proposition 5.2 to control the drift in Lemma 7.3, in the

form of the following Corollary.

Corollary 5.5. a) For any α ą 0, there are r0 ě 1, q0 ě 1, such
that for any v P V r t0u, we have

β

"
a P B : @q ě q0, }aq ¨ ¨ ¨ a0v} ě

1

r0
}aq ¨ ¨ ¨ a0}}v}

*
ě 1 ´ α.

b) For every α ą 0 and η ą 0, there exists q0 ě 1, such that, for
every v P V r t0u, and every W P Grd0pV q, we have

βta P B : @q ě q0, dpRaq ¨ ¨ ¨ a0v, aq ¨ ¨ ¨ a0W q ď ηu ě 1 ´ α.

In order to prove the corollary, we will need the following lemma in
linear algebra. Denote

Od0pV q “ tπ P EndpV q : rankpπq “ d0 and π|pkerπqK is an isometryu.

This is a compact subset of EndpV q.

Lemma 5.6. a) For any ε ą 0, there are r0 ě 1, ε1 ą 0 such that,
for any g P GLpV q and π P Od0pV q with }g ´ π} ă ε1, for any
v P V r t0u with dpRv, ker πq ě ε we have }gv} ě 1

r0
}v}.

b) For any ε ą 0 and η ą 0, there is ε1 ą 0 such that, for every
g P GLpV q and π P Od0pV q with }g ´ π} ď ε1 we have, for
all v P V r t0u and W P Grd0pV q, if dpRv, ker πq ě ε and
infwPWrt0u dpRw, ker πq ě ε, then dpRgv, gW q ď η.

Proof. a). Otherwise, we can find sequences πn in Od0pV q, gn P GLpV q
and vn P V with }vn} “ 1, such that }gn ´ πn} Ñ 0, dpRvn, ker πnq ě
ε and }gnvn} Ñ 0. By compactness, we can assume by passing to
subsequences that the πn converge to π P Od0pV q and vn converge to
v P V , }v} “ 1. Our assertions imply that v is simultaneously in ker π
and is of distance at least ε from ker π, a contradiction.
b). The argument is similar to the one used for proving a). �

Proof of Corollary 5.5. a) By Proposition 5.2(d), for any α ą 0, there
is ε ą 0 such that for any v P V r t0u,

βta P B : dpRv, V 1
aq ě εu ě 1 ´ α{2.

On the other hand, by Proposition 5.2(b), for any ε1 ą 0, there is
q0 ě 1 such that

β

"
a P B : @q ě q0, d

ˆ
aq ¨ ¨ ¨ a0

}aq ¨ ¨ ¨ a0}
, Od0pV q

˙
ă ε1

*
ě 1 ´ α{2.
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It now suffices to apply Lemma 5.6(a).
b) By Proposition 5.2(e), for any α ą 0, there is ε ą 0 such that for

W P Grd0pV q,

β

"
a P B : inf

wPWrt0u
dpRw, V 1

b q ě ε

*
ě 1 ´ α{2.

It suffices to apply, as above, Proposition 5.2(b) and Lemma 5.6(b). �

6. Homogeneous spaces of semi-simple groups

This chapter collects diverse ergodic properties of the random walk on
homogeneous spaces. These properties will enable us in §7 to develop
the exponential drift argument.

6.1. Notations. For the proofs of Theorem 1.1 and 1.3 we will use the
same method, and common notation.
WE KEEP THE FOLLOWING NOTATION FOR THE REST OF

THE PAPER.
In the first case, i.e. the case of Theorem 1.1, G is a connected

quasi-simple Lie group and Λ is a lattice in G. We denote by X the
quotient G{Λ and by R the Adjoint representation of G on V “ g, the
Lie algebra of G.
In the second case, i.e. the case of Theorem 1.1, G is the Zariski

closure of Γµ in SLdpRq. We denote by X the torus Td and by R the
representation of G on V “ Rd, that is, the natural action by matrix
multiplication, which we can think of as the Lie algebra of Td.
In both cases, G is a semisimple Lie group (we will give more details

about this in Lemma 8.5), the representation R of G on V is strongly
irreducible, µ is a compactly supported probability measure such that
the subsemigroup Γ “ Γµ generated by suppµ is Zariski dense in G, ν
is a non-atomic µ-stationary Borel probability measure on X and τ is
the map given by (5.5). We also suppose that G is not compact (the
very easy case in which G is compact is discussed in Lemma 8.4).
The proof, which we will give from here to the end of the paper,

relies on the properties of the dynamical systems
`
BX ,BX , βX , TX

˘
and

`
Bτ,X ,Bτ,X , βτ,X , T τ,X

˘

which we introduced in sections §3.1 and §3.3, for these values of
G, V,X, τ, . . . .

6.2. Recurrence off the diagonal. We now verify condition (HC)
of §3.4, which will allow us to apply Proposition 3.9.
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For any x P X, denote by rx the radius of injectivity at x, that is the
upper bound of r ą 0 such that the map V Ñ X, w ÞÑ ewx is injective
on the ball Bp0, rq.

Proposition 6.1. In the two cases of §6.1, the averaging operator Aµ

on X ˆ X satisfies condition (HC).

The proof of this proposition uses ideas of Eskin and Margulis [6]. We
note the contrast between Proposition 6.1 and Theorem 1 of LePage
in [14], who shows that on the flag variety, a positive power of the
distance is contracted under convolution. We will need the following
two lemmas. We will denote by the same notation Aµ all the averaging
operators of µ on every space on which Γµ acts. The first lemma,
due to Eskin and Margulis, exhibits a function on which Aµ acts by
contraction.

Lemma 6.2 ([6]). Let V “ Rd and let G be a semi-simple Lie subgroup
of GLpV q such that, for any nonzero G-invariant subspace V 1 Ă V ,
the image of G in GLpV 1q is not compact. Denote by ϕ the function
ϕ : V rt0u Ñ R˚, v ÞÑ }v}´1. Then there is a0 ă 1, δ0 ą 0 and n0 ě 1,
such that

An
µpϕδq ď an0ϕ

δ, for any δ ď δ0 and n ě n0. (6.1)

Proof. This is Lemma 4.2 of [6]. It is proved by developing the second
order term of e´δ logp}gv}{}v}q and using the theorem of Furstenberg and
Kesten on the positivity of the first Lyapunov exponent λ1. �

Whenever X is noncompact, we will need a variant of a Lemma of
Eskin and Margulis which shows the existence of a proper map on X
which is contracted, with a fixed constant, by the averaging operator.

Lemma 6.3. Let G be a real semisimple connected Lie group without
compact factors, let Λ be a lattice in G, let X “ G{Λ, and let µ be a
compactly supported probability measure on G whose support generates
a Zariski-dense semigroup. Then there is a proper function u : X Ñ
r0,8q and constants a ă 1, C ą 0 and κ ą 0, such that

Aµpuq ď au ` C (6.2)

and, for every x P X,

upxq ě r´κ
x . (6.3)

Proof. Since the center of G intersects Λ in a finite-index subgroup,
we may assume with no loss of generality that G is adjoint and hence
linear. In §3.2 of [6], a proper function u satisfying (6.2) is constructed
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explicitly. Due to this construction, if we regard G as a group of ma-
trices, there exist constants C0 ą 0 and κ0 ą 0 such that, for every
x “ gΛ P X, we have the lower bound

upxq ě C0 min
γPΛ

}gγ}κ0 . (6.4)

Therefore it suffices to note that there exist constants C1 ą 0 and
κ1 ą 0 such that, for every x “ gΛ P X, we have the lower bound

rx ě C1

ˆ
min
γPΛ

}gγ}

˙´κ1

. (6.5)

In fact, if h “ ew is a nontrivial element of G with hx “ x, then for
any γ P Λ, δ “ γ´1g´1hgγ is in Λ and we have

}h ´ e} ě }δ ´ e} }Adpgγq´1}´1.

Thus, when denoting C2 “ minδPΛrteu }δ ´ e}, we have

min
hx“x,h‰e

}h ´ e} ě C2

ˆ
min
γPΛ

››Adpgγq´1
››
˙´1

.

The lower bound (6.5) follows. �

Proof of Proposition 6.1. First we remark that if the condition (HC)
is satisfied for some power µ˚n0 , then it is satisfied for µ. We choose
a0 ă 1, δ P p0, 1q and n0 ě 1 as in Lemma 6.2. By replacing µ with
µ˚n0 , we can assume that n0 “ 1. Let δ ď δ0.
For any x ‰ x1 in X, we denote by rx,x1 “ 1

2
minprx, rx1q,

d0px, x1q “

"
}w} if x1 “ ewx with w P V, }w} ď rx,x1

rx,x1 otherwise
,

v0px, x1q “ d0px, x1q´δ.

Whenever X is compact, the function v “ v0 can be used. In the
general case, we introduce the function u and constant a ă 1, C ą 0
and κ ą 0 given by Lemma 6.3. We may suppose that a “ a0. We
set R0 “ supgPsuppµ max p}Rpgq}, }Rpgq´1}q . If one chooses δ ă κ and

C0 “
2R2δ

0

1´a0
, then the function v, given for any x ‰ x1 in X by

vpx, x1q “ v0px, x
1q ` C0pupxq ` upx1qq, (6.6)

satisfies condition (HC).
In fact, if d0px, x1q ě R´1

0 rx,x1 then by (6.3),

pAµv0qpx, x1q ď R2δ
0 r

´δ
x,x1

ď 2R2δ
0 pr´δ

x ` r´δ
x1 q ď 2R2δ

0 pupxq ` upx1qq.
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On the other hand, if d0px, x1q ď R´1
0 rx,x1 , then, when writing x1 ´ ewx

with w P V , }w} ď rx,x1 , we have, for any g P G of norm at most R0,

v0pgx, gx
1q “ }gw}´δ,

and hence, by (6.1),

pAµv0qpx, x1q ď a0}w}´δ “ a0v0px, x1q.

In both cases, we have therefore the upper bound

pAµv0qpx, x1q ď a0v0px, x
1q ` R2δ

0 pupxq ` upx1qq.

Inequality (6.2) and the definition (6.6) of v thus give the upper bound

pAµvqpx, x1q ď a0v0px, x1q ` pR2δ
0 ` a0C0qpupxq ` upx1qq ` 2CC0

ď
1 ` a0

2
vpx, x1q ` 2CC0,

which yields property (HC). �

6.3. Recurrence off of finite orbits. In this section we exhibit the
phenomenon of recurrence away from finite orbits for random walks on
X, analogous to the phenomenon of recurrence to compact subsets in
[6].

Proposition 6.4. In the two cases of §6.1, let F be a finite Γ-invariant
set. Then for any ε ą 0, there is a compact subset Kε of F c such that
for any x P X r F , there is a constant M “ Mx, which can be chosen
to be uniform for x in a compact subset of X r F , such that for all
n ě M ,

An
µp1Kε

q ě 1 ´ ε.

We will need the following two lemmas.
The first translates the phenomenon of recurrence to compact sub-

sets, due to Foster, and utilized in this context by Eskin and Margulis.

Lemma 6.5 ([6]). Let H be a locally compact group acting continuously
on a locally compact space Y , and let µ be a Borel probability measure
on H.
Suppose that there is a proper map f : Y Ñ r0,8q, and constants

a ă 1, b ą 0 such that Aµpfq ď af ` b.

Then for any ε ą 0 there is a compact K Ă Y such that for every
y P Y , there is a constant My, which can be chosen to be uniform in y
for y in a compact subset of Y , such that for all n ě M ,

An
µp1Kq ě 1 ´ ε.

We recall the short proof of this lemma.
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Proof. By hypothesis, we have for each n ě 1,

An
µpfq ď anf ` bp1 ` ¨ ¨ ¨ an´1q ď anf ` B,

where B “ b
1´a

. Since f is proper, we can choose as our compact subset

K “

"
z P Y : fpzq ď

2B

ε

*

which impies that 1K
c

ď ε
2B
f. Therefore we have the upper bounds

An
µp1Kcq ď

ε

2B
An

µpfqpyq ď
εan

2B
fpyq `

ε

2
ď ε,

whenever n is sufficiently large so that fpyq ď B
an
. �

The second Lemma is a variant of Proposition 6.1.

Lemma 6.6. In the two cases of §6.1, let F Ă X be a finite Γ-invariant
subset. Then there is a proper map uF : XrF Ñ r0,8q and constants
a ă 1, C ą 0 such that

AµpuF q ď auF ` C. (6.7)

Proof. We proceed as in the proof of Proposition 6.1. We choose a0 ă 1,
δ0 ą 0 and n0 ě 1 as in Lemma 6.2. By replacing µ with µ˚n0 if
necessary, we may assume that n0 “ 1. Let δ ď δ0.
Let r0 ą 0 be a real number such that for every x0 P F , there

is r0 ď 1
2
rx0

such that for every pair x0, x
1
0 of distinct points of F ,

r0 ď 1
2
d0px0, x

1
0q. For any x P X, we denote

d0pxq “

"
}w} if x “ ewx0 with x0 P F and }w} ď r0
r0 otherwise

and
u0pxq “ d0pxq´δ.

Whenever X is compact, the function uF “ u0 satisfies the require-
ments. In the general case, the function uF “ u0 ` u as in Lemma 6.3
satisfies the requirement. The presence of u is needed only to assure
the property of uF . To check that uF satisfies the requirements, we set

R0 “ sup
gPsuppµ

max
`
}Rpgq}, }Rpgq´1}

˘
.

On one hand, if d0pxq ě R´1
0 r0 then we have

pAµu0q ď R2δ
0 r

´δ
0 .

On the other hand, if d0pxq ď R´1
0 r0 then, when writing x “ ewx0 with

x0 P F , we have for every g P G of norm at least R0,

d0pgxq ď }gq}´δ,
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and thus, by (6.1),

pAµu0qpxq ď }w}´δ “ a0u0pxq.

In all cases, we have the upper bound

pAµu0qpxq ď a0u0pxq ` R2δ
0 r

´δ
0 .

This inequality and that of Lemma 6.3 provide the sought-for inequality
concerning uF . �

Proof of Proposition 6.4. This follows from Lemma 6.5 applied to Y “
X r F and to the function f “ uF of Lemma 6.6. �

6.4. Stationary probability measures on G{H. In order to exploit
the drift argument, we will need, in the first case of §6.1, the following
proposition which is of independent interest.

Proposition 6.7. Let G be a connected semi-simple real Lie group
without compact factors, µ a compactly supported probability measure
whose support generates a Zariski dense subsemigroup in G, and H Ă
G a unimodular subgroup. If there exists a µ-stationary probability
measure on the homogeneous space G{H, then the Lie algebra of H is
an ideal in the Lie algebra of G.

For the proof, we will use the following lemma.

Lemma 6.8. Let V “ Rd, let G be a semi-simple subgroup of GLpV q
with no compact factors, and let µ be a compactly supported Borel prob-
ability measure on G generating a Zariski dense subsemigroup. Then
any µ-stationary probability measure ν on V is supported on the sub-
space V G of G-fixed points in V .

Proof. Suppose by contradiction that there is a µ-stationary probability
measure ν on V which is not supported on V G. Then there is an
irreducible sub-representation W Ă V of dimension at least 2 such
that the projection of ν onW is not a Dirac mass at 0. This projection
is also µ-stationary. Thus we may assume that V is irreducible and G
is not compact.
We will use again the Bernoulli system pB,B, β, T q with alphabet

pG, µq and the fibered dynamical system BˆV equipped with the trans-
formation R : pb, vq ÞÑ pTb, b0vq which leaves the probability measure
β b ν invariant.
The theorem of Furstenberg and Kesten about the positivity of the

first Lyapunov exponent ([10], see also [7], chapter 1) ensures that
for β-a.e. b P B, there is a subspace Wb Ł V such that, for any
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v P V r Wb, the norm }bn ¨ ¨ ¨ b0v} converges (exponentially fast) to
infinity. We introduce the R-invariant set

Z “ tpb, vq P B ˆ V : v R Wbu

and the function ϕ on Z given by

ϕpb, vq “ }v}.

Since ν is µ-stationary, and since µ is Zariski dense in G and the action
of G on V is irreducible, ν does not give positive mass to any proper
subspaces of V . We therefore have pβ b νqpZq “ 1. By construction,
for β b ν-a.e. z P Z, we have

lim
nÑ8

ϕpRnzq “ 8,

which contradicts the Poincaré recurrence theorem. �

Proof of Proposition 6.7. We denote by ν a µ-stationary probability
measure on G{H, denote by g the Lie algebra of G, by h that of H,
set r “ dim h, V “ S2p

Źr
gq and let v be a nonzero point of the line

S2p
Źr

hq Ă V .
SinceH is unimodular, H is contained in the stabilizer N of the point

v. Therefore the orbit Gv – G{N also admits a stationary measure:
the image ν 1 of ν under the projection G{H Ñ G{N . By Lemma 6.8,
ν 1 is supported on the subspace V G of G-fixed vectors. Thus N “ G.
Since N normalizes h, h is an ideal of g. �

6.5. Horocycle flows. The goal of this section is to construct an ac-
tion of V0 which plays a role analogous to the one played by the horocy-
cle flow on compact hyperbolic surfaces, in the sense that the orbits of
this action are contained in the stable leaves relative to the factor map
Bτ,X Ñ Bτ and they are uniformly dilated by the semi-flow T τ .
We keep the notations of §6.1.

Definition 6.9. The horocycle flow is the action Φ of V0 on B
τ,X given

by, for any v P V0 and βτ -a.e. c “ pb, k,mq P Bτ and every x P X,

Φvpc, xq “ pc, exppDcpvqqxq, (6.8)

where Dcpvq is the element of Vc given by

Dcpvq “ ek´ϕpbqspξpbqqmv. (6.9)

Recall that s, ξ, ϕ were defined in §5.1 and §5.2. Geometrically, the
flow Φ ‘translates every point pc, xq in the direction of Vc’. We note that
at this stage in the argument, we do not know that this flow preserves
the probability measure βτ,X : we will know this after having proved
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Theorem 1.1. This difficulty is certainly a source of complications which
are the heart of the matter.
The fundamental property of the horocycle flow is its relationship

with the flow pT τ,X
ℓ qℓě0 on Bτ,X .

Lemma 6.10. In the two cases of §6.1, for any v P V0 and any ℓ ě 0,
we have, for βτ -a.e. c P Bτ and any x P X,

T
τ,X
ℓ ˝ Φvpc, xq “ Φe´ℓv ˝ T τ,X

ℓ pc, xq. (6.10)

Proof. Denote by S the transformation of B ˆ R ˆ M ˆ X given by

Spb, k,m, xq “ pTb, k ´ τRpbq, τMpbqm, b´1
0 xq.

We note that Bτ,X is the set of points in B ˆ R` ˆ M ˆ X for which
S preserves this product.

Introduce the flow rT τ,X
ℓ defined on B ˆ R ˆ M ˆ X by

rT τ,X
ℓ pb, k,m, xq “ pb, k ` ℓ,m, xq.

The flow T
τ,X
ℓ is given, for ℓ ě 0 and pb, k,m, xq P Bτ,X , by

T
τ,X
ℓ pb, k,m, xq “ pSp ˝ rT τ,X

ℓ qpb, k,m, xq

where p ě 0 is the unique integer for which this expression is in Bτ,X .

We then define an action rΦ of V0 on B ˆ R ˆ M ˆ X by the formula:

rΦvpb, k,m, xq “ pb, k,m, exppDpb,k,mqpvqqxq

where

Dpb,k,mqpvq “ ek´ϕpbqspξpbqqmv. (6.11)

Before continuing we prove the following equality: for β-a.e. b P B,
every pk,mq P R ˆ M , and every v P V0, we have

b´1
0 Dpb,k,mqpvq “ DSpb,k,mqpvq (6.12)

where

Spb, k,mq “ pTb, k ´ τRpbq, τMpbqmq. (6.13)

To this end, we compute as in Lemma 5.4,

b´1
0 Dpb,k,mqpvq “ ek´ϕpbqb´1

0 spξpbqqmv

“ ek´ϕpbqspξpTbqqθpbq´1mv

“ ek´ϕpbq´θRpbqspξpTbqqθMpbqmv,

and hence, using (5.4),

b´1
0 Dpb,k,mqpvq “ ek´τRpbq´ϕpTbqspξpTbqqτMpbqmv

“ DSpb,k,mqpvq.
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We deduce, thanks to (6.12), the following two equalities

S ˝ rΦv “ rΦv ˝ S (6.14)

and
rT τ,X
ℓ ˝ rΦv “ rΦe´ℓv ˝ rT τ,X

ℓ (6.15)

which proves that the flow Φv satisfies (6.10). �

6.6. Horocyclic conditional probabilities. In this section we intro-
duce the ‘horocyclic conditional function’ and prove that this function
is measurable for the tail σ-algebra.
We keep the notations of §6.1 and also denote by tv the translation

of V0 by an element v P V0. We write σ : Bτ,X Ñ M1pV0q the map
given by ‘conditional measures of the probability measure βτ,X with
respect to the horocyclic action of V0’.

Lemma 6.11. In the two cases of §6.1, there is a Borel subset E Ă
Bτ,X such that βτ,XpEcq “ 0 and such that, for any v P V0 and pc, xq P
E for which Φvpc, xq P E, we have

tv˚σpΦvpc, xqq » σpc, xq. (6.16)

Proof. This follows from Proposition 4.2. �

Recall that the symbol » refers to equality after a normalization by
a scalar.
Geometrically, for βτ,X-a.e. pc, xq P Bτ,X , σpc, xq is the conditional

measure of δc b νc for the action of V0 on tcu ˆ X.

Lemma 6.12. In the two cases of §6.1, for any ℓ ě 0, for βτ,X-a.e.
pc, xq P Bτ,X , we have

σpT τ,X
ℓ pc, xqq » pe´ℓq˚σpc, xq.

In this equality, e´ℓ denotes the homothety by a factor of e´ℓ of V0.

Proof. This is a result of the uniqueness of σ, equality (6.10) and the
fact that for β-a.e. b P B, for any p P N, the action of b´1

p´1 ¨ ¨ ¨ b´1
0 in-

duces an isomorphism between the measure spaces pX, νbq and pX, νT pbq.
�

Corollary 6.13. In the two cases of §6.1, the map σ : Bτ,X Ñ M1pV0q

is Qτ,X
8 -measurable.

Proof. It suffices to show that for any ℓ ě 0, it is Q
τ,X
ℓ -measurable.

This results from the equality, for βτ,X-a.e. pc, xq P Bτ,X , σpc, xq »

peℓq˚pσpT τ,X
ℓ pc, xqqq. �
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6.7. Approach outside the W -leaves. In order to start the drift
argument, we need to ensure, in any compact subset of positive βτ,X-
measure, that a.e. point x is approached by points which are not in the
same leaf as x for a certain subfoliation of the relative stable leaf.
For b P B, we introduce a vector subspace of V :

Wb “

"
v P V : sup

pPN

`
eθR,ppbq}b´1

p ¨ ¨ ¨ b´1
0 v}

˘
ă 8

*
(6.17)

and, for c “ pb, k,mq P Bτ , we set Wc “ Wb.

Lemma 6.14. In the two cases of §6.1, for βX-a.e. pb, xq in BX , we
have νbpexppWbqxq “ 0.

Proof. By ergodicity of the Bernoulli system pB,B, β, T q and by Fursten-
berg’s formula (5.3), for β-a.e. b P B we have limpÑ8

1
p
θR,ppbq “ş

B
θRpbqdβpbq “ λ1 ą 0. Therefore, by Lemma 5.4, for every v P Wb,

we have limpÑ8 }b´1
p ¨ ¨ ¨ b´1

0 v} “ 0. Choosing a distance function d on

X, gives a right-invariant distance on the group rX, the universal cover
of X. For β-a.e. b P B, every x P X, and every v P Wb, we have

dpb´1
p ¨ ¨ ¨ b´1

0 exppvqx, b´1
p ¨ ¨ ¨ b´1

0 xq ÑpÑ8 0.

By Proposition 6.1, the measure µ satisfies property (HC), and hence,
by Proposition 3.9, for βX-a.e. pb, xq P BX , we have νbpexppWbqxq “ 0,
as required. �

Corollary 6.15. In the two cases of §6.1, let F Ă Bτ,X be a Bτ,X-
measurable subset such that βτ,XpF q ą 0. Then, for βτ,X-a.e. pc, xq P
F , there is a sequence punq of elements of V rWc such that un Ñ 0
and such that, for every n, pc, exppunqxq P F .

Proof. Let pUnq be a countable basis of neighborhoods of 0 in V . For
βτ -a.e. c P Bτ , the set Fc “ tx P X : pc, xq P F u satisfies νcpFcq ą 0.
For βτ,X-a.e. pc, xq P F , for every n ě 0 we therefore have νcpFc X
exppUnqxq ą 0 and since, by Lemma 6.14, νcpexppWcqxq “ 0, we have
νcpFc X pexppUn rWcqxqq ą 0. �

7. Invariance of stationary measures

The goal of this chapter is to present the exponential drift argument
and to deduce invariance properties for certain conditional measures of
stationary measures (Proposition 7.6).
To this end we collect the pieces of the puzzle which we have prepared

in previous chapters.
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7.1. The exponential drift. The heart of this paper is the following
proposition.
We keep as always the notation of §6.1. In particular, µ is a proba-

bility measure on G whose support generates a Zariski-dense subsemi-
group, ν is a µ-stationary and µ-ergodic Borel probability measure on
X, and the symbols s, ξ, θ, θR, ϕ, τR, τM , τ, B

τ , βτ , βτ,X , σ, R, etc., have
the same meanings as in §5 and §6.

Proposition 7.1. In the two cases of §6.1, let pY,Yq be a standard

Borel space, let f : Bτ,X Ñ Y be a Q
τ,X
8 -measurable map, and let

E Ă Bτ,X be a Bτ,X-measurable subset such that βτ,XpEcq “ 0. Then
for βτ,X-a.e. pc, xq P Bτ,X , for any ε ą 0, there exists a nonzero
element v P V0 of norm at most ε and an element pc1, x1q P E such that
Φvpc1, x1q is also in E and such that

fpΦvpc1, x1qq “ fpc1, x1q “ fpc, xq. (7.1)

Remark 7.2. Since we do not yet know that the horocycle flow pre-
serves the measure βτ,X (we will show this in §8.1), it is not apriori
clear that there exists an element pc1, x1q P E and a nonzero vector
v P V0 such that Φvpc1, x1q is in E. This assertion will be a nontrivial
consequence of Proposition 7.1.

Beginning of proof of Proposition 7.1. By definition, we can assume
that Y is endowed with the topology of a complete separable metric
space for which Y is the Borel σ-algebra. Similarly we can choose the
topology of a compact metric space on Bτ so that the Borel σ-algebra
coincides, up to adding subsets of measure zero, with Bτ , and such that
the natural projection Bτ Ñ M is continuous, and endow Bτ ˆX with
the product topology of this topology and the usual topology on X.
Let α ą 0 be a small number. By Lusin’s theorem, there is a compact

subset K Ă E in Bτ,X such that βτ,XpKcq ă α2 and such that all
the functions we will encounter, such as the functions f , θ, pc, xq ÞÑ
ϕpbq, pc, xq ÞÑ Vc and also pc, xq ÞÑ Dc P HompV0, Vcq, are uniformly
continuous on K.
The proof relies on the study of the function E

´
1K |Qτ,X

8

¯
.

On one hand, this function is bounded above by 1 and its average is
bounded below by 1 ´ α2, because:

ż

Bτ,X

E
`
1K |Qτ,X

8

˘
pc, xqdβτ,Xpc, xq “ βτ,XpKq ą 1 ´ α2. (7.2)

Thus the function E

´
1K |Qτ,X

8

¯
is bounded below by 1 ´ α on a set of

measure 1 ´ α. Therefore there is a compact subset L Ă E in Bτ,X
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such that βτ,XpLcq ă α and such that, for every pc, xq P L, we have

E
`
1K |Qτ,X

8

˘
pc, xq ą 1 ´ α. (7.3)

By Lusin’s theorem, we may also suppose that f is continuous on L.
On the other hand, by the Martingale convergence theorem, for βτ,X-

a.e. pc, xq P Bτ,X , we have

lim
ℓÑ8

E

´
1K |Qτ,X

ℓ

¯
pc, xq “ E

`
1K |Qτ,X

8

˘
pc, xq. (7.4)

By Corollary 3.8, we may also suppose that for every pc, xq P L and ℓ
rational, the left hand side of (7.4) is given by formula (3.11). Thanks
to the law of the last jump (Proposition 2.3), recalling the notation
hℓ,cpaq, this can be rewritten as

E

´
1K |Qτ,X

ℓ

¯
pc, xq “

ż

B

1Kphℓ,c,xpaqqdβpaq, (7.5)

where

hℓ,c,xpaq “ pc1, x1q with c1 “ hℓ,cpaq and x1 “ ρℓpc
1q´1ρℓpcqx.

Moreover, since f is Q
τ,X
8 -measurable, it is Q

τ,X
ℓ -measurable for each

ℓ ě 0, and hence, again by Corollary 3.8 and Proposition 2.3, we can
also assume that for every pc, xq P K, for β-a.e. a P B, for any rational
ℓ ě 0, we have fphℓ,c,xpaqq “ fpc, xq.
Egorov’s theorem ensures that, outside a subset of L of arbitrarily

small βτ,X-measure, the convergence in (7.4) is uniform on L. There-
fore, after removing a subset of L of small measure, there exists ℓ0 ě 0
such that for every integer ℓ ě ℓ0, for every pc, xq P L, we have

E

´
1K |Qτ,X

ℓ

¯
pc, xq ě 1 ´ α. (7.6)

Since the βτ,X-measure of Lc is at most α and α was chosen arbitrarily
small, it suffices to prove (7.1) for βτ,X-a.e. pc, xq P L.
By Corollary 6.15 we may suppose that for the points pc, xq P L,

there exists a sequence punq of elements of V rWc which converge to
0 and such that the points pc, ynq defined by pc, ynq “ pc, exppunqxq are
also in L.
We apply the two formulas (7.5) and (7.6) to the conditional ex-

pectations at the two points pc, xq and pc, ynq. For ℓ ě ℓ0, we then
have

β ta P B : hℓ,c,xpaq P Ku ě 1 ´ α (7.7)

and

β ta P B : hℓ,c,ynpaq P Ku ě 1 ´ α. (7.8)
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We will now say a few words about the strategy of proof. By construc-
tion, for y “ exppuqx with u P g, the parameterizations of the two fibers

of T τ,X
ℓ passing through pc, xq and pc, yq are related by a drift that can

be easily computed: if pc1, x1q “ hℓ,c,xpaq and pc1, y1q “ hℓ,c,ypaq, then
we have

y1 “ exppFℓ,cpaquqx1 (7.9)

where the drift is given by

Fℓ,cpaqu “ Rℓpc
1q ˝ Rℓpcq

´1puq, (7.10)

and where, as in §3.3, if we write c “ pb, k,mq and p “ pℓpb, kq then we
have

Rℓpcq “ Rpb0q ˝ ¨ ¨ ¨ ˝ Rpbp´1q. (7.11)

To simplify the notations, we will sometimes write b0 for Rpb0q. We

will see that, for the parameterization of the two fibers of T τ,X
ℓ passing

through the points pc, xq and pc, ynq, a large proportion of the parame-
ters a P B correspond to two points pc1

n, x
1
nq and pc1

n, y
1
nq which are both

in K. We will now adjust the line ℓ “ ℓn of the sequence un in order
to control the norm and the direction of the drift separating these two
points.
This will be possible thanks to the following lemma.

Lemma 7.3. In the two cases of §6.1, for any α ą 0 and η ą 0, there
is r0 ě 1, such that for βτ -a.e. c P Bτ , for all ℓ sufficiently large, we
have for all u P V r t0u,

β

"
a P B :

1

r0
ď

}Fℓ,cpaqu}

eθR,ℓpcq}Rℓpcq´1u}
ď r0

*
ě 1 ´ α. (7.12)

and

β
 
a P B : d

`
RFℓ,cpaqu,P

`
Vhℓ,cpaq

˘˘
ď η

(
ě 1 ´ α. (7.13)

Proof. Recall that by §2.3, for βτ -a.e. c P Bτ , for β-a.e. a P B, we have
limℓÑ8 qℓ,cpaq “ 8.

In order to obtain the upper bound (7.12), we apply Corollary 5.5(a)
with the vectors v1 “ Rℓpcq

´1u and v2 P VT τ
ℓ

pcq which results in the
equality

}Fℓ,cpaqu}

}Rℓpcq´1u}
“

}aq´1 ¨ ¨ ¨ a0v1}

}v1}

for q “ qℓ,cpaq, and, thanks to Lemma 5.4, in the equality

eθR,ℓpc1q “
}aq´1 ¨ ¨ ¨ a0v2}

}v2}
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with c1 “ hℓ,cpaq. In order to obtain (7.13), we apply Corollary 5.5(b)
with the same vector v “ Rℓpcq

´1u and with W “ VT τ
ℓ

pcq. For βτ -a.e.
c P Bτ , for every α, η ą 0 there is thus ℓ0 ě 0 such that for every
u P V r t0u and ℓ ě ℓ0,

β
 
a P B : dpRFℓ,cpaqu,PpVhℓ,cpaqqq ď η

(
ě 1 ´ α,

as required. �

End of proof of Proposition 7.1. We now explain our strategy in more
detail. We will choose the parameter ℓ “ ℓn in the following manner.
Since the measure µ on G is compactly supported, and since the

section s in §5.2 has a bounded image, there is C0 ą 0 such that, for
β-a.e. b P B, for every u P V r t0u, and every p P N, we have

eθR,p`1pbq}b´1
p`1 ¨ ¨ ¨ b´1

0 u}

eθR,ppbq}b´1
p ¨ ¨ ¨ b´1

0 u}
ď C0.

Since un is not in Wc, the sequence p ÞÑ eθR,ppbq}b´1
p ¨ ¨ ¨ b´1

0 un} is not
bounded above. For n large enough, there is therefore an integer pn
such that

e´M0ε

r0C0

ď eθR,pnpbq}b´1
pn

¨ ¨ ¨ b´1
0 un} ď

e´M0ε

r0
(7.14)

whereM0 “ sup τ . We choose a rational ℓn such that pn “ pℓnpcq. This
is possible since τ is strictly positive.
Hence, since α ă 1

4
, we can choose an element a “ an P B such that

it simultaneously belongs to the sets given by (7.7) and (7.8), (7.12)
and (7.13) with ℓ “ ℓn, u “ un and η “ ηn Ñ 0 and such that

fphℓn,c,xpanqq “ fpc, xq and fphℓn,c,ynpanqq “ fpc, ynq. (7.15)

Up to passing to a subsequence, we have

(1) The sequence pc1
n, x

1
nq “ hℓn,c,xpanq has a limit pc1, x1q P K,

(2) The sequence pc1
n, y

1
nq “ hℓn,c,ynpanq has a limit in K, and

(3) the limit of the drift vector w “ limnÑ8 Fℓn,cpanqun exists, is
nonzero, is of norm at most e´M0ε, and belongs to Vc1 .

We then deduce, by passing to a limit in (7.15), since all the limits
considered have their values in K and L, and since f is continuous on
these sets,

fpc1, x1q “ lim
nÑ8

fpc1
n, x

1
nq “ lim

nÑ8
fpc, xq “ fpc, xq,

fpc1, y1q “ lim
nÑ8

fpc1
n, y

1
nq “ lim

nÑ8
fpc, ynq and y1 “ exppwqx1.

In additional, if we let v P V0 be the nonzero vector v “ D´1
c1 pwq, we

have
}v} ď ε and pc1, y1q “ Φvpc1, x1q,
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which is the sought-for conclusion. �

7.2. Stabilizers of conditional measures. We will make explicit the
information furnished by the drift argument, regarding the horocyclic
conditional measures σpc, xq, for βτ,X-a.e. pc, xq P Bτ,X .
We introduce the connected stabilizers of the measures σpc, xq and

their class R˚
`σpc, xq modulo normalization:

Jpc, xq “ tv P V0 : tv˚σpc, xq “ σpc, xqu0,

J1pc, xq “ tv P V0 : tv˚σpc, xq » σpc, xqu0.

These are closed subgroups and hence vector subspaces of V0.

Proposition 7.4. In the two cases of §6.1, for βτ,X-a.e. pc, xq P Bτ,X ,
we have

a) J1pc, xq ‰ t0u,
b) Jpc, xq “ J1pc, xq.

Proof. a) We will show, for βτ,X-a.e. pc, xq and every ε ą 0, the stabi-
lizer of σpc, xq modulo normalization contains a nonzero vector of norm
at most ε.
By Lemma 6.11, there is a Borel subset E Ă Bτ,X such that βτ,XpEcq “

0 and such that, for every v P V0 and pc1, x1q P E such that Φvpc1, x1q P
E, we have

tv˚σpΦvpc1, x1qq » σpc1, x1q. (7.16)

By Corollary 6.13, the function σ isQτ,X
8 -measurable. The drift (Propo-

sition 7.1) applied to this set E and this function f “ σ produces, for
βτ,X-a.e. pc, xq P Bτ,X and every ε ą 0, a nonzero vector v P V0 of
norm at most ε and an element pc1, x1q of E such that Φvpc1, x1q is also
in E and such that

σpΦvpc1, x1qq » σpc1, x1q » σpc, xq.

By applying (7.16) to this element pc1, x1q, we find

tv˚σpΦvpc1, x1qq » σpc1, x1q

and hence
tv˚σpc, xq » σpc, xq.

The vector v is indeed in the stabilizer of σpc, xq modulo normalization.
The stabilizer is non-discrete and closed. It thus contains a nonzero
linear subspace of V0.
b) For βτ,X-a.e. pc, xq P Bτ,X , there is a linear form αpc, xq P J1pc, xq˚

such that, for any v P J1pc, xq,

tv˚σpc, xq “ eαpc,xqpvqσpc, xq.
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We wish to show α “ 0. Lemma 6.12 implies, for βτ,X-a.e. pc, xq P

Bτ,X , the equality J1pT
τ,X
ℓ pc, xqq “ J1pc, xq and, for every ℓ ě 0, the

equality of linear forms on J1pc, xq:

αpT τ,X
ℓ pc, xqq “ eℓαpc, xq, (7.17)

from which it follows, after applying the Poincaré recurrence theorem,
that βτ,X-almost surely, α “ 0. �

7.3. Disintegration of νb along the stabilizers. In this section we
will disintegrate the limit measures νb along the connected components
of the stabilizers of the horocyclic conditional. We will find that the
measures νb,x are invariant under a nontrivial unipotent group.
We will begin by translating the fact that the stabilizers of the con-

ditional horocyclic measures are not discrete into a statement which
does not involve the suspension Bτ .
For β-a.e. b P B, and νb-a.e. x P X, we denote by σb,x P MpVbq

the conditional measure at x of νb for the action on X of Vb through
the group exppVbq (see §4.1), and we denote Vb,x Ă Vb the connected
component of the stabilizer of σb,x in Vb.

Proposition 7.5. In the two cases of §6.1, for βX-a.e. pb, xq P BX ,
we have σb,x » b0˚σTXpb,xq, Vb,x “ b0

`
VTXpb,xq

˘
and Vb,x ‰ 0.

Proof. The first equality follows from the equalities, for β-a.e. b P B,
νTb “ pb´1

0 q˚νb and, for every x P X and v P g,

TXpb, exppvqxq “ pTb, exppb´1
0 vqb´1

0 xq.

The second equality follows.
The fact that Vb,x is nonzero follows from Proposition 7.4 and the

equality, for βτ,X-a.e. pc, xq P Bτ,X , Vb,x “ RpspξpbqqmqpJpc, xqq, where
c “ pb, k,mq. �

The disintegration of βX along the map pb, xq ÞÑ pb, Vb,xq, or, what
will turn out to be the same, the disintegration for β-a.e. b of νb along
the map x ÞÑ Vb,x, can be written as

νb “

ż

X

νb,xdνbpxq

where, for βX-a.e. pb, xq P BX , the probability measure νb,x on X is
supported on the fiber tx1 P X : Vb,x1 “ Vb,xu.

Proposition 7.6. In the two cases of §6.1, for βτ,X-a.e. pb, xq P BX ,
the probability measure νb,x is Vb,x-invariant and has the equivariance
property νb,x “ b0˚νTb,b´1

0
x.
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Proof. The first assertion follows from Proposition 4.3.
The second assertion follows from the equality νb “ b0˚νTb, from

Proposition 7.5, and from the disintegration of measures. �

8. Applications

In this chapter we conclude the proof of Theorems 1.1 and 1.3 and
their corollaries.

8.1. Invariance of stationary measures. We keep the notations of
§6.1 and we conclude this section with the classification of stationary
measures on X.

Proposition 8.1. In the two cases of §6.1, the probability measure ν
is the Haar measure on X.

In order to deduce this from Proposition 7.6, We will need the fol-
lowing lemma. Let α P PpXq.
In the first case of §6.1, we denote by Sα the connected component

of the identity in the stabilizer of α in G, with respect to the action by
translations on X “ G{Λ.
In the second case of §6.1, we denote by Sα the connected component

of the identity in the stabilizer of α in Rd with respect to the translation
action on X “ Td.
In both cases, we set

F “ tα P PpXq : Sα ‰ t1u and α is supported on one Sα-orbitu,

and endow this collection with the weak-* topology.
We note that the group G acts naturally on F . Denote by ν0 the

Haar measure on X. Then ν0 is an element of F .

Lemma 8.2. In both cases of §6.1, the only µ-stationary Borel proba-
bility meaure η on F is δν0.

Proof. We can suppose that η is µ-ergodic. We will distinguish the two
cases:
First case of §6.1. In this case we have X “ G{Λ.
By [15, Thm. 1.1], the set G of G-orbits in F is countable.
The image η̄ of η in G is a µ-stationary ergodic probability measure,

on a countable set. By Lemma 8.3, the probability measure η̄ has finite
support.
Since η is µ-ergodic, it is supported on a unique orbit Gα – G{Gα Ă

F . By definition of F , the group Gα is not discrete. SinceGα contains a
lattice, it is unimodular. By Proposition 6.7, Gα “ G. The probability
measure ν is thus equal to ν0.
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Second case of §6.1. In this case we have X “ Td.
We denote by G the set of nontrivial tori in X and for Y P G, we

denote by FY the set of measures which are translates of the Haar
probability measure on Y . The space F is thus a countable union of
compact subsets FY .
The image η̄ of η in G is a µ-stationary ergodic probability measure

on a countable set. By Lemma 8.3, it has finite support Y1, . . . , Yn and
Γ permutes the subspaces V1, . . . , Vn which are the tangent directions
of the tori Y1, . . . , Yn.
Since the action of Γ is strongly irreducible, we necessarily have

V “ V1 “ ¨ ¨ ¨ “ Vn, which is what we had to prove. �

We will use the following classical result.

Lemma 8.3. Let Γ be a group acting on a countable space X and let µ
be a probability measure on Γ. Any µ-stationary and µ-ergodic measure
ν is Γ-invariant and finitely supported.

Proof of Lemma 8.3. Let Y be the set of points of X with maximal
mass (w.r.t. ν). Then Y is finite. The equality ν “ µ ˚ ν and the
maximum principle imply that for µ-a.e. γ P Γ, γ´1Y Ă Y and hence
γ´1Y “ Y. Since νpY q ą 0 and ν is µ-ergodic, νpY q “ 1. �

Proof of Proposition 8.1. By Proposition 7.5, the fruit of our efforts,
for βX-a.e. pb, xq P BX , the subgroups Vb,x are nontrivial.
The principal interest in the set F is that it contains all of the

probability measures invariant and ergodic under a connected nontrivial
unipotent subgroup. This results from Ratner’s work [15] in the first
case and is elementary in the second case.
For βX-a.e. pb, xq P BX , the decomposition of νb,x into Vb,x-ergodic

components can thus be written simultaneously in the form

νb,x “

ż

X

ζpb, x1qdνb,xpx1q, (8.1)

where ζ : BX Ñ F is a BX-measurable map such that, for βX-a.e.
pb, xq P BX , the restriction of ζ to the fiber tpb, x1q : Vb,x1 “ Vb,xu is
constant along the Vb,x-orbits.
The uniqueness of the ergodic decomposition, and Propositions 7.5

and 7.6, prove that, for βX-a.e. pb, xq P BX , we have

ζpb, xq “ pb0q˚ζpTXpb, xqq. (8.2)

By Lemma 3.2(e), the image probability measure η “ ζ˚β
X is there-

fore a µ-stationary probability measure on F . By Lemma 8.2, this
probability measure is the Dirac mass on ν0. In other words, ζpb, xq is
βX-almost surely equal to ν0, so that ν “ ν0. �
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Proof of Theorems 1.1 and 1.3. Recall that, in the second case, we have
denoted by G the Zariski closure of Γµ in SLpd,Rq. Lemma 8.5 below
shows that G is also semi-simple.
In both cases, Lemma 8.4 below makes it possible to assume that G is

a semi-simple noncompact Lie group. One can then apply Proposition
8.1 to conclude that ν is G-invariant. �

We have used above the following two easy lemmas.

Lemma 8.4. Let K be a metrizable compact group acting in Borel
fashion on a Borel space X, and let µ be a Borel probability measure
on K. Then any µ-stationary Borel probability measure ν on X is
invariant under the group Γµ generated by the support of µ.

Proof. By Varadarajan’s theorem [17, Prop. 2.1.19], we may space that
X is compact and that the action is continuous. We may also suppose
that ν is µ-ergodic. It is then supported on a unique K-orbit Kx0. We
can therefore consider ν to be an H-invariant measure on K, for the
action of H on the right, where H is the stabilizer of x0. This lifted
probability measure is also µ-stationary. It remains to treat the case
X “ K.
Up to convolving ν on the right by an approximate identity, we can

suppose that ν is absolutely continuous with respect to Haar measure,
with a continuous density. We can thus think of ν as an element of
L2pKq satisfying µ ˚ ν “ ν. But in a Hilbert space, the average of
vectors of a fixed norm has norm strictly smaller, unless the vectors
being averages are equal to each other. This proves that ν is Γµ-
invariant. �

Lemma 8.5. Let Γ be a subsemigroup of SLdpZq which acts strongly ir-
reducibly on Rd. Then its Zariski closure G in SLpd,Rq is a semisimple
group.

Proof. We can suppose that G is Zariski-connected. Since the repre-
sentation of G on Rd is irreducible, G is a reductive group. Since G is
made of matrices of determinant 1, its center Z is compact. We need
to show that Z is finite.
Suppose by contradiction that Z is infinite. The commutant of G

in EndpQdq is then an imaginary quadratic extension of K of Q. We
can then regard Qd as a K-vector space. The determinant map g ÞÑ
detKpgq embeds Γ in the group of units UK of K. Since UK is finite,
the determinant map also embeds G in UK . Therefore Z is finite, a
contradiction. �
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8.2. Invariant measures. In order to deduce the corollaries of our
theorems, we need to conveniently choose the measure µ.

Proof of Corollaries 1.2(a) and 1.4(a). Since G is simple, any Zariski
dense subsemigroup Γ contains a finitely generated subsemigroup Γ1

which is also Zariski dense. Denote by g1, . . . , gℓ a set of generators of
Γ1 and let µ “ 1

ℓ
pδg1 ` ¨ ¨ ¨ ` δgℓq P PpGq.

Let ν be a non-atomic probability measure on X which is invariant
under Γ. Then it is µ-stationary. By Theorem 1.1 it is G-invariant, as
required. �

8.3. Closed invariant subsets. In order to prove corollaries 1.2(b)
and 1.4(b), we will need the following lemma.

Lemma 8.6. In the two cases of §6.1, the collection of finite Γ-invariant
subsets of X is countable.

Proof. As before, we may suppose that Γ is finitely generated. Since Γ
has countably many finite-index subgroups, it suffices to show that the
points of X which are fixed by some subgroup ∆ of Γ are isolated. The
last assertion follows from the fact that in any neighborhood of a fixed
point, the linearization of the action of ∆ is its action on V , and since
the action of Γ on V is strongly irreducible, ∆ does not have nonzero
fixed vectors in V . �

Proof of Corollaries 1.2(b) and 1.4(b). We may again suppose that Γ
is finitely generated. We then denote, just as in the proof of point
(a), that µ is the probability measure given by µ “ 1

ℓ
pδg1 ` ¨ ¨ ¨ ` δgℓq,

where g1, . . . , gℓ are a set of generators of Γ. Let F be an infinite
closed Γ-invariant subset of X. By Lemma 8.6, we can construct an
increasing sequence F1 Ă F2 Ă ¨ ¨ ¨ Ă Fi Ă ¨ ¨ ¨ of finite Γ-invariant
subsets (possibly empty) of X, such that every finite Γ-invariant subset
is contained in one of the Fi. Since F is infinite, we can choose pairwise
distinct points x1, x2, . . . of F such that xi is not in Fi for each i.
By Proposition 6.4, regarding recurrence off of finite subsets, there

is a collection pKiqiě0 of compact subsets such that for each i, Ki is
contained in F c

i and such that for all j ě 1, there is an integer Mj such
that for n ě Mj and i ď j,

pµ˚n ˚ δxj
qpKc

i q ď
1

i
. (8.3)

Setting nj “ jMj, we introduce the Birkhoff-Kakutani averages

νj “
1

nj

pµ ˚ δxj
` ¨ ¨ ¨ ` µ˚nj ˚ δxj

q. (8.4)
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We have, for all i ď j,

νjpK
c
i q ď

Mj

nj

`
nj ´ Mj

nj

1

i
ď

2

i
. (8.5)

Condition (8.5) ensures that any accumulation point of the sequence
pνjq for weak-* convergence of Borel probability measures, is a proba-
bility measure which gives no mass to the subsets Fi, i ě 1. If ν8 is
such an accumulation point, ν8 is then a µ-stationary Borel probability
measure satisfying ν8pF q “ 1 and ν8 is non-atomic, by Lemma 8.3.
According to Theorems 1.1 and 1.3, ν8 is Haar measure. This implies
the required equality F “ X. �

8.4. Equidistribution of finite orbits. The same arguments lead to
a proof of equidistribution of finite orbits.

Proof of Corollaries 1.2(c) and 1.4(c). We may again suppose that Γ
is generated by the finite support of the measure µ. We will show that
the sequence of Γ-invariant measures

νj “
1

#Xj

ÿ

xPXj

δx

converges weak-* to the Haar probability measure on X. By point
(a), we just have to show that any weak limit ν8 of the sequence pνjq
is a probability measure which gives zero mass to finite orbits. The
proof relies on the phenomenon of recurrence off of finite orbits. This
is analogous to point (b) and we keep the notations Fi and Ki.
Since the finite Γ-orbits Xj are distinct, we can suppose after passing

to a subsequence that for every j ě i, we have νjpFiq “ 0. Since νj is
Γ-invariant, for any n ě 0, we have µ˚n ˚ νj “ νj and therefore, as in
(b), for any j ě i, νjpK

c
0q ď 1

i
. We deduce that for all i ě 0, we have

ν8pKC
i q ď 1

i
. This implies that firstly, ν8 is a probability measure,

and secondly, that ν8pFiq “ 0 for all i, and therefore that ν8 is Haar
measure. �
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