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Chapter 1
Introduction

1.1 What Is This Book About?

This book deals with “products of random matrices”. Let us describe in concrete
terms the questions we will be studying throughout this book. Let d > 1 be a posi-
tive integer. We choose a sequence g1, ..., g, ... of d x d invertible matrices with
real coefficients. These matrices are chosen independently and according to an iden-
tical law w. We want to study the sequence of product matrices p, := g, ---g1. In
particular, we want to know:

Can one describe the asymptotic behavior of the matrices p,? (1.1)

A naive way to ask this question is to fix a Euclidean norm on the vector space
V =TR4, to fix a nonzero vector v on V and a nonzero linear functional fonV and
to ask

What is the asymptotic behavior of the norms || p, || ? (1.2)
What is the asymptotic behavior of the coefficients f(pnv)? (1.3)

The first aim of this book is to explain the answer to these questions, which was
guessed at a very early stage of the theory: under suitable irreducibility and moment
assumptions, the real random variables log || p, || and log | f (p,v)| behave very much
like a “sum of independent identically distributed (iid) real random variables”.

Indeed we will see that, under suitable assumptions, these variables satisfy many
properties that are classical for “sums of iid random real numbers” like the Law of
Large Numbers (LLN), the Central Limit Theorem (CLT), the Law of Iterated Log-
arithm (LIL), the Large Deviations Principle (LDP), and the Local Limit Theorem
(LLT).

The answer to Questions (1.2) and (1.3) will be obtained by focusing first on the
following two related questions:

What is the asymptotic distribution of the vectors Hi "Z” ? (1.4)
What is the asymptotic behavior of the norms || ppv||? (1.5)
© Springer International Publishing AG 2016 1
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1.2 When Did This Topic Emerge?

The theory of “products of random matrices” or more precisely “products of iid
random matrices” is sometimes also called “random walks on linear groups”. It
began in the middle of the 20" century. It finds its roots in the speculative work
of Bellman in [8] who guessed that an analog of classical Probability Theory for
“sums of random numbers” might be true for the coefficients of products of random
matrices. The pioneers of this topic are Kesten, Furstenberg, Guivarc’h, ... .

At that time, in 1960, Probability Theory was already based on very strong math-
ematical foundations, and the language of o -algebras, measure theory and Fourier
transforms was widely adopted among the specialists interested in probabilistic phe-
nomena. A few textbooks on “sum of random numbers” were already available (like
those of Kolmogorov [80] in the USSR, Lévy [85] in France and Cramér [35] in the
UK, ...), and many more were about to appear, such as those of Lo¢ve [86], Spitzer
[119], Breiman [29], Feller [44],....

It took about half a century for the theory of “products of random matrices” to
achieve its maturity. The reason may be the following. Even though some of the new
characters who happen to play an important role in this new realm, like the “mar-
tingales and the Markov chains” and the “ergodic theory of cocycles” were very
popular among specialists of this topic, some of them like the “semisimple algebraic
groups” and the “highest weight representations” were less popular, moreover, some
of them like the “spectral theory of transfer operators” and the “asymptotic proper-
ties of discrete linear groups” were not yet known.

This book is also an introduction to all of these tools.

The main contributors of the theorems we are going to explain in this book are
not only Kesten, Furstenberg, Guivarc’h, but also Kifer, Le Page, Raugi, Margulis,
Goldsheid, ....

The topic of this book is the same as the nice and very influential book written by
Bougerol-Lacroix 30 years ago. We also recommend the surveys by Ledrappier [84]
and Furman [48] on related topics. This theory has recently found nice applications
to the study of subgroups of Lie groups (as in [58], [27] or [26, Sect. 12]). Beyond
these applications, we were urged to write this book so that it could serve as a
background reference for our joint work in [13], [15], and [16].

Even though our topic is very much related to the almost homonymous topic
“random walks on countable groups”, we will not discuss here this aspect of the
theory and its ties with the “geometric group theory” and the “growth of groups”.

1.3 Is This Topic Related to Sums of Random Numbers?

Yes. The classical theory of “sums of random numbers” or more precisely ‘“sums
of iid random numbers” is sometimes also called “random walks on R“”. Let us
describe in concrete terms the question studied in this classical theory.

We choose a sequence 1, ..., 1, ... of real numbers. These real numbers are
chosen independently and according to an identical law . This law p is a Borel
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probability measure on the real line R. We denote by A the support of w. For in-
stance, when u = %(80 + 81), the set A is {0, 1}, and we are choosing the #; to be
either O or 1 with equal probability and independently of the previous choices of
tj for j < k. We want to study the sequence of partial sums s, :=1 +--- +1,. In
particular, we want to know:

What is the asymptotic behavior of s, ? (1.6)

We will explain in Sect. 1.4 various classical answers to this question.

On the one hand, some of these classical answers describe the behavior in law
of this sequence. They tell us what we can expect at time n when # is large. These
statements only involve the law of the random variable s,, which is nothing else than
the n™-convolution power u*" of u, i.e.

W= ke
For instance, the Central Limit Theorem (CLT), the Large Deviations Principle
(LDP) and the Local Limit Theorem (LLT) are statements in law. An important
tool in this point of view is Fourier analysis.

On the other hand, some classical answers describe the behavior of the individual
trajectories s, $2, ..., Sy, ... These statements are true for almost every trajectory.
The trajectories are determined by elements of the Bernoulli space

B:i=AY i={b=(t1,....tn,...) | 1y € A}

s

of all possible sequences of random choices. Here “almost every” refers to the

Bernoulli probability measure
B = p®N

on this space B. This space B is also called the space of forward trajectories. For
instance, the Law of Large Numbers (LLN) and the Law of the Iterated Logarithm
(LIL) are statements about almost every trajectory. An important tool in this point
of view is the conditional expectation.

The interplay between these two aspects is an important feature of Probability
Theory. The Borel-Cantelli lemma sometimes allows one to transfer results in law
into almost-sure results. Conversely, the point of view of trajectories gives us a much
deeper level of analysis on the probabilistic phenomena that cannot be reached by
the sole study of the laws u*".

1.4 What Classical Results Should I Know?

This short book is as self-contained as possible. We will reprove many classical
facts from Probability Theory. However we will take for granted basic facts from
Linear Algebra, Integration Theory and Functional Analysis. A few results on real
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reductive algebraic groups, their representations and their discrete subgroups will
be quoted without proof.

The reader will more easily appreciate the streamlining of this book if he or
she knows classical Probability Theory. Indeed, the main objective of this book is
to present for “products of iid random matrices” the analogs of the following five
classical theorems for “sums of iid random numbers”.

In these five classical theorems, we fix a probability measure p on R and set
b=(1,...,ty,...) € Band s, =1 + - -- + t,, for the partial sums. The sequence b
is chosen according to the law 8, which means that the coordinates #; are iid random
real numbers of law .

The first theorem is the Law of Large Numbers due to many authors from
Bernoulli up to Kolmogorov. It tells us that, when p has a finite first moment, i.e.
when fR [t]du(t) < oo, almost every trajectory has a drift which is equal to the
average of the law:

3 :=/ tdu(t). (1.7)
R

Theorem 1.1 (LLN) Let u be a Borel probability measure on R with a finite first
moment. Then, for B-almost all b in B, one has

lim 1, =2 (1.8)

n—o0

The second theorem is the Central Limit Theorem which is also due to many
authors from Laplace up to Lindeberg and Lévy. It tells us that, when p is non-
degenerate, i.e. is not a Dirac mass, and when u has a finite second moment, i.e.
when [ 12 du(r) < oo, the recentered law of u*" spreads at speed /7, more pre-
cisely, it tells us that the renormalized variables Sy—nd converge in law to a Gaussian

7

variable which has the same variance @ as u:
@ = / (r — )2 du@).
R

Theorem 1.2 (CLT) Let u be a non-degenerate Borel probability measure on R
with a finite second moment. Then, for any bounded continuous function ¥ on R,
one has

2

e

li S=AL) gt =/ 7 gs. 1.9
Jim [ () w6 = | v —ds (1.9)

The third theorem is the Law of the Iterated Logarithm discovered by Khinchin.
It tells us that almost all recentered trajectories spread at a slightly higher speed than
J/n. More precisely, it tells us that the precise scale at which almost all recentered
trajectories fill a bounded interval is  /nloglogn.
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Theorem 1.3 (LIL) Let u be a non-degenerate Borel probability measure on R
with a finite second moment. Then, for $-almost all b in B, the set of cluster points
of the sequence

Sy — nA
V2P nloglogn

is equal to the interval [—1, 1].

The fourth theorem is the Large Deviations Principle due to Cramér. It tells us
that when u has a finite exponential moment, i.e. when fR el du(t) < oo, for some
a > 0, the probability of an excursion away from the average decays exponentially.
We will just state below the upper bound in the large deviations principle.

Theorem 1.4 (LDP) Let u be a Borel probability measure on R with a finite expo-
nential moment. Then, for any ty > 0, one has

limsup ™ ({t € R| |1 —ni| > ntohyn < 1. (1.10)

n—oo

The fifth theorem is the Local Limit Theorem due to many authors from de
Moivre up to Stone. It tells us that the rate of decay for the probability that the
recentered sum s, —nA belongs to a fixed interval is 1/4/n. For the sake of simplic-
ity, we will assume below that u is aperiodic, i.e. w is not supported by an arithmetic
progression mq + tZ with mg € R and ¢ > 0. Indeed, the statement is just slightly
different when p is supported by an arithmetic progression.

Theorem 1.5 (LLT) Let u be an aperiodic Borel probability measure on R with a
finite second moment. Then, for all a; < ay, one has

az —aj

\/27'[@.

lim /n u* (nx + [a1, ax]) =
n—0o0o

1.5 Can You Show Me Some Nice Sample Results
from This Topic?

The five main results that we will explain in this book are the analogs of the five
classical theorems that we just quoted in the previous section. We will state below
special cases of these five results. We will explain in Sect. 1.9 what kind of general-
izations of these special cases is needed for a better answer to Question 1.1.

In these five results, we fix a Borel probability measure w on the special linear
group G :=SL(d,R), we set V = R4, and we fix a Euclidean norm || - || on V. We
denote by A the support of w, and by I, the closed subsemigroup of G spanned
by A. For n > 1, we denote by 1*" the n"-convolution power

*n

W=k ok U
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The forward trajectories are determined by elements of the Bernoulli space
B:=AY :={(b=(g1.....8n....) | gn € A} (1.11)
endowed with the Bernoulli probability measure
Bi=u®"

As in Sect. 1.4, the sequence b is chosen according to the law 8 which means that
b is a sequence of iid random matrices g; chosen with law p, and we want to un-
derstand the asymptotic behavior of the products p, := g, ---g1. We assume, to
simplify this introduction, that

— W has a finite exponential moment,

1.12
— I’y is unbounded and acts strongly irreducibly on V. ( )

Among these assumptions, finite exponential moment means that

/ llgll“du(g) < oo for some o > 0.
G

Notice that the word exponential is natural in this context if one wants this termi-
nology to be compatible with that introduced in Sect. 1.4 and if one keeps in mind
the equality || g||* = e*logligl

In these assumptions, strongly irreducible means that no proper finite union of
vector subspaces of V is Iy -invariant.

These conditions are satisfied, for instance, when

2 1 0 -1
1
M= 5(8(10 +8a1)a where ap = <1 1) and a| = (1 0 ) ,

or, more generally, where

210 0 0o -1 O 0
I 1 0 0 0 -1 0
ap=]10 0 1 0l and a;=]0 0 O 0 (1.13)
R . . |
0 0 0 1 1 0 0 . O

In this example, one has A = {ap, a1} and we are choosing the g; to be either
agp or a; with equal probability and independently of the previous choices of g; for
j < k. The partial products p, := g, - - - g1 can take 2" values with equal probability.
The precise value of these two matrices ap and a; are not very important: they
have just been chosen to satisfy the condition (1.12). This kind of concrete example
is very interesting to keep in mind. Indeed, the whole machinery we are going to
explain in this book is necessary to understand the asymptotic behavior of p, even
for a law u as simple as the one given by this example.



1.5 Can You Show Me Some Nice Sample Results from This Topic? 7

We denote by A1 = A; , the first Lyapunov exponent of u, i.e.

o
Ap:= lim —/ log|lglldu™ (g). (1.14)
n—-oon G

The first result tells us that the variables log || p,v| satisfy the Law of Large
Numbers. It is due to Furstenberg.

Theorem 1.6 (LLN) Forall v in V ~ {0}, for B-almost all b in B, one has

lim %logug”ouglv” =M1, andone has A1 > 0. (1.15)
n—oo

The second result tells us that the variables log || p,v| satisfy the Central Limit
Theorem, i.e. that the renormalized variables mum% converge in law to a non-

degenerate Gaussian variable.

Theorem 1.7 (CLT) The limit

o 1; l _ 2 *n
¢ := lim (logllgll —nA1)"dun™(g)
n—oon Jg

exists and is positive @ > 0. For all v in V ~ {0}, for any bounded continuous
function ¥ on R, one has

2

li logllgvll=nii ) 4, *n :f eﬁd. 1.16
Tim. Gw( B @ = [V —ds (116

The third result tells us that the variables log || p,v|| satisfy a law of the iterated
logarithm.

Theorem 1.8 (LIL) For all vin V ~ {0}, for B-almost all b in B, the set of cluster
points of the sequence

logllgn---givll —niy

V2@ nloglogn

is equal to the interval [—1, 1].

The fourth result tells us that the variables log || p,v|| satisfy a Large Deviations
Principle.

Theorem 1.9 (LDP) Forall vin V ~ {0}, for any ty > 0, one has

limsup ™ ({g € G | |log llgvll — nii| = nigh < 1. (1.17)

n—oo

The fifth result tells us that the variables log || p,v|| satisfy a Local Limit Theo-
rem.
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Theorem 1.10 (LLT) For all ay < ay, for all v in V ~ {0}, one has
a) —daj

lim /n u" ({g € G | logllgvll—nAi €[a1, a2]}) =
n—oo 271(15

Theorems 1.7 up to 1.10 are in Le Page’s thesis under technical assumptions.
Since then, the statements have been extended and simplified by Guivarc’h, Raugi,
Goldsheid, Margulis, and the authors.

1.6 How Does One Prove These Nice Results?

Thanks for your enthusiasm. As for sums of random numbers, we will use tools
coming from Probability Theory like the Doob Martingale Theorem, tools coming
from Ergodic Theory like the Birkhoff Ergodic Theorem and tools coming from
Harmonic Analysis like the Fourier Inversion Theorem.

New tools will be needed. We will be able to understand the asymptotic behavior
of the product p,, of iid random matrices by first studying the associated Markov
chain on the projective space P(V) whose trajectories, starting from x = Ruv, are
n+— x, := ppx. We will also study the ergodic properties along these trajectories of
the cocycle o1 on P(V) given by

o1(g,x) =log H|“ng‘|H .

Indeed, for a vector v of norm ||v|| = 1, the quantity s, :=log || p,v|| that we want
to study is nothing else than the sum

n
log [l pavll =) o1(gk, xx-1)-
k=1

These random real variables #; := o1(gk, Xxk—1), whose sum is s,, are not always
independent because the point x;_; depends on what happened before. This is why
we will need tools from Markov chains.

First we have to understand the statistics of the trajectories xi, i.e. we have to
answer Question (1.4). That is why we will study the invariant probability mea-
sures v of this Markov chain, i.e. the probability measures v on P(V) which satisfy
u * v =v. Those probability measures v are also called w-stationary. This will al-
low us to prove the LLN and to give a formula for the drift analog to (1.7):

A =/ o1(g. %) du(g) dv(x). (1.18)
GxP(V)

This formula is due to Furstenberg.
We will see that, when the action of I';, on V is proximal the invariant probability
measure v on P(V) is unique. The assumption proximal means that there exists a
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rank-one matrix which is a limit of matrices A,);, with A, > 0 and y, in I},. In
this case Furstenberg’s formula (1.18) reflects the fact that, for all starting points x
in P(V), the sequence (x,),>1 becomes equidistributed according to the law v, for
B-almost all b. When I, is not proximal, the asymptotic behavior of the sequence
(xn)n>1 is described in [17].

Second we have to understand the transfer operator P and its generalization the
complex transfer operator P;g with 6 € R. This operator Py is the bounded operator
on €°(P(V)), given by, for any ¢ in €°(P(V)) and any x in P(V),

Pigp(x) = /G £17918:) o (g x) dpu(g). (1.19)

The CLT 1.7 describes the asymptotic behavior of the probability measures on R

Un.x := image of u*™" by the map g > log ”fv"”” )

The Fourier transform of these measures is given by the classical and elegant for-
mula with 6 in R,

fnx(0) = Plyl(x), (1.20)

where 1 is the constant function on P(V) equal to 1. The behavior of the right-
hand side of this formula will be controlled by the “largest” eigenvalue of P;g. This
formula (1.20) explains how spectral data from the complex transfer operator Py
can be used in combination with the Fourier Inversion Theorem to prove not only
the CLT but also the LIL, the LDP and the LLT. We will be able to reduce our
analysis to the case where the action of I'), on V is proximal. We will see then that
this operator P;y has a unique “largest” eigenvalue ;9 when 6 is small, and that this
eigenvalue A;g varies analytically with 6.

1.7 Can You Answer Your Own Questions Now?

You are right, what took us so long are nothing but the answers to Questions (1.4)
and (1.5). We will deduce the answers to Questions (1.2) and (1.3) from these.

Indeed, we will first check that, under assumption (1.12), the random variables
log || pn | satisfy the same LLN, CLT, LIL and LDP as log || p,v||. Technically, this
will not be too difficult since these four limit laws involve a renormalization which
will erase the difference between log || p, || and log || p,v||.

We will also check that, when, moreover, I, is proximal, the random variables
log| f (pnv)| satisfy the same LLN, CLT, LIL and LDP as log || p,v||. This will be
more delicate since we will have to control the excursions of the sequence p,x near
the kernel of f. The key point will be to prove a Holder regularity result for the
stationary measure v which is due to Guivarc’h.



10 1 Introduction

1.8 Where Can I Find These Answers in This Book?

The LLN for log || p,v|| and log || p, || are in Sects. 4.6 and 4.7.
The LLN for log | f (p,v)]| is in Sect. 14.4.

The CLT, LIL, LDP for log || p,v|| and log || p, || are in Sect. 14.7.
The CLT, LIL, LDP for log | f (p,v)| are in Sect. 14.8.

The LLT for log || p,v|| and log || p, || are in Sects. 17.5.

1.9 Why Is This Book Less Simple than These Samples?

The quantity
xk1(8) :=llgll
gives us information on the size of a matrix g only “in one direction”. It is much
more useful in the applications to deal with all the singular values « ; (g) := ”lﬁ%
and to introduce the “multinorm”
kv (8) := (logki(g), ..., logka(g)). (1.21)
A less naive way to ask our question (1.1) is:
Can one describe the asymptotic behavior of kv (pn)? (1.22)

The answer to this question is Yes! These random variables kv (p,,) satisfy the LLN
with average A. However they do not exactly satisfy a CLT: the renormalized vari-
able W converges in law but the limit law is only a “folded Gaussian law”,
i.e. the “image of a Gaussian law by a homogeneous continuous locally linear map”!

The support of this limit law depends only on A and the “Zariski closure” G, of
the semigroup I',. This Zariski closure G, is always a reductive algebraic group
with compact center. The “folding” phenomenon occurs already when d = 4 and
G, =S50(2,2)!

The whole picture becomes much clearer when one adopts the following more
intrinsic point of view.

We start with a connected real semisimple algebraic group, call it again G, and
a Borel probability measure u on G. We consider iid random variables g, € G of
law p and want, again, to describe the asymptotic behavior of the products p, :=
gn -+ g1. In this point of view, we forget about the embedding p of G in GL(V)
which was responsible for the folding of the Gaussian law. We replace the conditions
(1.12) by

— W has a finite exponential moment,

1.2
— the semigroup I',, spanned by A is Zariski dense in G, (1.23)
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where A is the support of .

The projective space P(V) is replaced by the flag variety &2 of G, and the norm
is replaced by the Cartan projection k of G. Exactly as in Sect. 1.6, we will use a
cocycle o (g, n) on the flag variety 2, called the Iwasawa or Busemann cocycle.
The Iwasawa cocycle o takes its values in a real vector space a called the Cartan
subspace, whose dimension is the real rank r of G. The Cartan projection « takes its
values in a simplicial cone a™ of a called the Weyl chamber. The precise definitions
will be given later. For every n in &, the asymptotic behavior of «(p,) will be
related to the asymptotic behavior of o (p,,, ). Our questions now become

What is the asymptotic behavior of k (p,) and o (pn,n)? (1.24)

We will see that the random variables o (p,, ) and « (p,) satisfy the LLN, CLT,
LIL and LDP. We will also check the LLT for the random variables o (p,,, ).

1.10 Can You State These More General Limit Theorems?

Here are the statements for the Iwasawa cocycle o. The assumptions on p are given
in (1.23).

Theorem 1.11 (LLN) There exists a unique p-stationary probability measure v
on P. The average

ou :zf o(g,n)du(g)dv(n)
Gx P

belongs to the interior of the Weyl chamber a™.
Fornin &, for B-almost all b in B, one has
o1
Jim ;o (gn---g1,m) = 0.
This multidimensional version of Theorem 1.6 is due to Guivarc’h—Raugi and

Goldsheid—Margulis. An important new output there is the fact that the Lyapunov
vector o, belongs to the interior of the Weyl chamber a™.

Theorem 1.12 (CLT) There exists a Euclidean norm || - ||, on a such that, for all
n in 2P, for any bounded continuous function ¥ on a,

Iol17,

im [ 9 (T2 4u(9) = )7 [ wwe a0,

n—o0 G

where dmr, (v) =dvy - - - dv, in an orthonormal basis for || - || ..

This multidimensional version of Theorem 1.7 is due to Guivarc’h and Gold-
sheid. An important new output there is the fact that the support of the limit Gaus-
sian law is the whole Cartan subspace a.

Here are the multidimensional versions of Theorems 1.8, 1.9 and 1.10.
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Theorem 1.13 (LIL) For all n in &, for B-almost all b in B, the set of cluster
points of the sequence

0(8n---81.1) —noy
/2nloglogn

is equal to the unit ball K, of || - |-

Theorem 1.14 (LDP) For any ty > 0, one has

limsup sup 1" ({g € G | o (g, n) — noy |l = nig})n < 1.

n—00 7769”

Theorem 1.15 (LLT) For all bounded open convex sets C of a, for all n in &
belonging to the support of v, one has

lim (27 n)"/? p*({g € G | (g, n) —noy, € C}) =7, (C).
n—>0oo

It is remarkable that, in Theorem 1.15, no further “aperiodicity” assumptions
have to be made as in Theorem 1.5. This will follow from a general fact for “Zariski
dense subgroups of semisimple Lie groups” in [11].

We will also prove a version of this local limit theorem where we allow moderate
deviation, i.e. where we allow the “window” C to be translated by a vector v, € a
as soon as ||v, || do not grow faster than /n log n. Indeed this version, which adapts
Breuillard’s LLT for sums of iid real numbers in [30], is the one which is needed in
[15].

1.11 Are the Proofs as Simple as for the Simple Samples?

Well,...at least the proofs of these five theorems follow the same lines as in
Sect. 1.6.

First we study the associated Markov chain on the flag variety <. Since this flag
variety is equivariantly embedded in the product of projective spaces on which the
action of I'}, is “proximal”, we will be able to use results previously proven for these
proximal actions.

Second, we study the spectral properties of the complex transfer operator. This
operator P;g is defined for any 6 € a*. It is the bounded operator on (%), given,
for any ¢ in €°(2) and n in 2, by the following formula similar to (1.19),

Piew(n)=/(;ei9(”(g’”))<p(gn)du(g)-

Another consequence of the contraction property of the action on & will again be
the existence of a unique “largest” eigenvalue A;g for the operator P;y when 6 is
small, and the fact that this eigenvalue X;¢ varies analytically with 6.
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The CLT 1.12 for the Iwasawa cocycle o describes the asymptotic behavior of
the probability measures on a

Un,n := image of u*" by the map g — o (g, n).

The Fourier transform of these measures is given by the classical and elegant for-
mula similar to (1.20), with 6 in a*,

i (6) = Piy1(n). (1.25)

Thanks to this formula, we can use, as in Sect. 1.6, the uniqueness of the “largest”
eigenvalue of the complex transfer operator Pjp, in combination with the Fourier
Inversion Theorem, to prove the CLT for the Iwasawa cocycle o.

This intrinsic approach allows us to answer Question (1.5) not only when the ac-
tion of the semigroup I, on R? is irreducible but also when this action is semisim-
ple, i.e. when every I'},-invariant vector subspace of R? admits a I',-invariant com-
plementary subspace.

1.12 Why Is the Iwasawa Cocycle so Important to You?

Both the Cartan projection and the Iwasawa cocycle are important to us. We re-
call that they are constructed thanks to the Cartan decomposition and the Iwasawa
decomposition of a connected real reductive algebraic group

G =K expat K and G =K expaN.

Here K is a maximal compact subgroup of G, exp is the exponential map of G, a is
a Cartan subspace of the Lie algebra g of G that is orthogonal to the Lie algebra
£ of K with respect to the Killing form, a* is a Weyl chamber in a, and N is the
corresponding unipotent subgroup of G. Let M be the centralizer of a in K. With
these notations, the flag variety is the quotient space

P =G/P, where P =M expaN

is the normalizer of N. This group P is called the minimal parabolic subgroup
associated to at.
The precise formulae defining « and o are, for g in G and n in &2,

g€ Ke“®K and gk e Ke®©MN,

where k in K is chosen so that k~'7 is N-invariant.

For instance, when G = GL(d, R), one can take a to be the space of diagonal
matrices, a® the subset of diagonal matrices with non-increasing coefficients, K to
be SO(d, R), and N the group of upper triangular unipotent matrices. In this case the
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Cartan decomposition is the “polar decomposition”, the Cartan projection « is the
multinorm «xy given by formula (1.21), and the Iwasawa decomposition is obtained
by the “Gram-Schmidt orthonormalization process”.

For g in G, the Cartan projection «(g) is important because it simultaneously
controls for all representations p of G the norms of the matrices p(g). Similarly, for
g in G and n in &, the Iwasawa cocycle o (g, 1) is important because it controls
simultaneously the norms of all vectors ﬁ p(g)v when Ruv is a line invariant under
the stabilizer of 1. More precisely, one has the following fact:

When (V, p) is an irreducible algebraic representation of G, one has, for a suit-
able K -invariant norm on V, the equalities, for all g in G, n in &2, and every line
Ruv in V which is invariant under the stabilizer of 1,

log ()]l = x ((2)) and log L2 = y (o (g, 1)),

where the linear functional x € a* is the “highest weight” of V.
Because of this fact, the five theorems of Sect. 1.10 are multidimensional exten-
sions of the five theorems of Sect. 1.5.

1.13 T Am Allergic to Local Fields. Is It Safe to Open This Book?

In this text we will not only study the asymptotic behavior of product of iid random
real matrices, but we will allow the coefficients of these matrices to be in any local
field K. We recall that a local field K is a finite extension of either the field of p-adic
numbers Q,, the field of Laurent series IF,((T')) with coefficients in the finite field
F,,, where p is prime number, or the field Qo = R.

For a first reading, you can assume that K = R. Except in very few places that
we will point out, the proofs are no simpler over R than they are over any local field
K. A reader more familiar with local fields may assume that K =R or Q, since all
the difficulties already occur in these cases.

So you may wonder in the first place why we want to state these results over
local fields. The reason is that those extended results give new information of an
arithmetic flavor. For instance when the support of the law & consists of finitely
many matrices in SL(d, QQ), the coefficients of the random products p, are rational
numbers. The results over K =R give information on the size of these coefficients
while the extended results over K = Q,, give information on the size of the denom-
inators of these coefficients, and more precisely on the powers of the prime number
p which occur in these denominators.

As a by-product of this point of view, we will be see that the five limit theo-
rems we quoted in Sect. 1.5 can be adapted over any local field K, even in positive
characteristic, except that the variance @ might be equal to 0 (see Sect. 14.7).
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1.14 Why Are There so Many Chapters in This Book?

Sometimes chapters are related in pairs, the first one dealing with general cocycles
over semigroup actions, the second one applying these general results to products
of random matrices.

In Chap. 2, we recall basic facts on Markov chains.

In Chap. 3, we prove the LLN for cocycles over a semigroup action.

In Chap. 4, we prove the LLN for products of random matrices.

In Chap. 5, we explain how to induce a random walk to a finite index subsemi-
group.

In Chap. 6, we check that Zariski dense semigroups in semisimple real Lie groups
always contain loxodromic elements.

In Chap. 7, we focus on the Jordan projection of Zariski dense semigroups in
semisimple real Lie groups.

In Chap. 8, we recall a few basic facts on reductive algebraic groups over local
fields, their algebraic representations, their flag varieties, their Iwasawa cocycle and
their Cartan projection.

In Chap. 9, we study the Zariski dense semigroups in algebraic reductive .¥-adic
Lie groups.

In Chap. 10, we reformulate the LLN for products of random matrices in the
intrinsic language of Chap. 8.

In Chap. 11, we study the spectral properties of the complex transfer operator for
a cocycle over a contracting semigroup action.

In Chap. 12, we prove the CLT, LIL and LDP for a cocycle over a contracting
semigroup action.

In Chap. 13, we deduce the CLT, LIL and LDP for the Iwasawa cocycle and the
Cartan projection.

In Chap. 14, we give a short proof of the Holder regularity of the stationary
measure on the flag variety. We apply it to prove the LLN, CLT, LIL and LDP for
the coefficients and for the spectral radius.

In Chap. 15, we study more deeply the spectral properties of the complex transfer
operator.

In Chap. 16, we prove the LLT for a cocycle over a contracting semigroup action.

In Chap. 17, we deduce the LLT for the Iwasawa cocycle. We apply it to prove
the LLT for the Cartan projection, and for the norm of vectors.

In Appendix A, we recall basic facts on Martingales and their applications to the
LLN for “sums of random numbers”.

In Appendix B, we recall basic facts on bounded operators in Banach spaces,
their spectrum and their essential spectrum. These facts are used in the proof of the
Local Limit Theorem.

In Appendix C, we quote our sources.
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1.15 Whom Do You Thank?

Institutions, referees, colleagues, students, friends, and families who financed us,
teased us, helped us, read us, encouraged us, and supported us.
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The Law of Large Numbers



Chapter 2
Stationary Measures

In this preliminary chapter, we first state general properties of a Markov operator P
on a Borel space X. We study the P-invariant probability measures v on X, and we
prove the ergodicity of the associated forward dynamical system when v is ergodic.

We focus then on the Markov—Feller operators, and in particular on the Markov—
Feller operator P, associated to a random walk. For this operator P, and for the
Py, -invariant probability measures v, which are also called p-stationary, we explain
the construction of the backward dynamical system and prove its ergodicity, when
v is ergodic.

In the following chapters, this space X will be a projective space or a flag variety
and the Markov-Feller operator P will be the operator P,, associated to a probability
measure p on the group G of automorphisms of X.

2.1 Markov Operators

We begin with some general facts about Markov operators P and the probabil-
ity measures v they preserve (Lemma 2.3). We will give equivalent definitions
for the ergodicity of v (Proposition 2.8). A key tool in order to prove the equiv-
alence of these definitions is the adjoint Markov operator P* (Lemma 2.4).

2.1.1 Markov Chains on Standard Borel Spaces

Let (X, Z") be a standard Borel space. By a Markov chain on X, we mean a Borel
map x — P, from X to the space of Borel probability measures on X. This space
X will sometimes be called the state space of the Markov chain. For any bounded
Borel function ¢ on X and any x in X, we set

P@(x):fxwdpx
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and we say P is the Markov operator associated to the Markov chain. A function ¢
is said to be P-invariant if Po = ¢.

Let us recall the construction of the Markov probability measures P, associated
to P on the space 2 of forward trajectories. We set 2 = XY and we equip it with
the product o -algebra 2 = 2" ®N. An element w in §2 will be written as a sequence
o = (wp, w1, w2, ...). For any x in X, there exists a unique Borel probability mea-
sure [P, on £2 such that, for any bounded Borel functions ¢y, ..., ¢, on X, one has

S 90(@0) - @ (@) APy (@) = (@0 P (... (Pu-1P(¢n)) .. )(x).

In other words, PP, is implicitly defined by P, =4, ® (fX Py dPy(y)). We say Py
is the Markov measure associated to P and x (see Neveu’s book [91, Chap. 3] for
more details).

A probability measure v on (X, Z") is said to be P-invariant if for every bounded
Borel function ¢ on X, one has v(Pg) = v(¢).

2.1.2 Measure-Preserving Markov Operators

Let (X, 27, v) be a probability space and let P be an operator on the Banach space
L*®°(X, Z",v) of (equivalence classes of) bounded measurable complex-valued
functions on X. The operator P is called a contraction if | P|| < 1. The operator
P is called non-negative if for every non-negative function ¢ € L>°(X, v), the im-
age P is also non-negative. The operator P is called a measure-preserving Markov
operator on L>®°(X, 2", v) if it is a non-negative contraction such that P1 =1 and,
for every function ¢ € L*°(X, v), one has [y, Podv = [, ¢dv.

If (X, Z) is a standard Borel space, P a Markov chain on (X, Z") and v is
a P-invariant probability measure, then P defines a measure-preserving Markov
operator on (X, 2", v). Conversely if (X, 2, v) is a Lebesgue probability space,
then every measure-preserving Markov operator on L*°(X, 2", v) comes from a
Markov chain on a set of full measure in X.

Let us again assume (X, 2, v) is any probability space and P is a general mea-
sure-preserving Markov operator on L*°(X, 2", v). We shall prove that P may be
extended, for any 1 < p < 0o, as a continuous contraction on the space L” (X, 2", v)
of functions ¢ for which |¢|” is integrable. This will follow from an elementary
extension of Jensen’s inequality:

Lemma 2.1 Let P be a measure-preserving Markov operator on L>°(X, 2", v)
and 6 : C — R be a convex function. Then, for any ¢ in L>°(X, 2", v), one has

6(Py) < P(0(p)).

Proof Pick ¢ in L*°(X, 2", v). By standard arguments about convex functions,
there exists a sequence t, of affine functions C — R such that, for every z in C,
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one has 6(z) = sup,, 7,(z). Now, using successively the fact that P is non-negative
and the equality P1 =1, we get, for v-almost every x in X, for any n in N,

PO(p)(x) = P1a(9)(x) = 1o (Po(x)).

Thus PO(p)(x) > 6(Pe(x)) and we are done. [l

Corollary 2.2 Let P be a measure-preserving Markov operator on L (X, 2", v).
Then, for every 1 < p < o0, the operator P extends as a continuous contraction on
LP (X, Z,v).

Proof By Lemma 2.1, one has |Pg|? < P |p|?, for any ¢ in L*°(X, 27, v), hence,
since P is measure-preserving,

IPgll, = (fx |Pel? dn)'/P < ([ Plpl” d)VP =g,

which completes the proof. d

An % -measurable subset £ C X is called v-almost P-invariant if its character-
istic function 1g is P-invariant as an element of L°(X, 2", v).

The following lemma tells us that every P-invariant function is a limit of linear
combinations of P-invariant subsets.

Lemma 2.3 Let P be a measure-preserving Markov operator on L° (X, Z ', v).
Then, for any 1 < p < oo, the vector subspace generated by the characteris-
tic functions of v-almost everywhere P-invariant subsets is dense in the space
LP(X, 2, v)P of P-invariant functions.

Proof 1Tt suffices to prove the result for functions with real values. Let ¢ be a real
function in L' (X, 2, v)¥. First note that the function ¢+ = max(gp, 0) is also P-
invariant. Indeed, since P is non-negative, we have

Pp > max(Py,0) =¢y.
Combining this inequality with the equality /. x Po+dv = / x ¥+ dv, we get
Pp, =g, in L'(X, 27, v).

Now, we claim that the characteristic function 1y~ is also P-invariant. Indeed,
this function is the limit in L!(X, 2", v) of the functions min(1l,n¢4) and, by
Corollary 2.2, P is continuous in Ll(X, Z,v). As a consequence, for a < b, the
characteristic function 1{,<y<p) is also P-invariant. The result follows, since every
real ¢ in L? (X, 27, v) is the limit in L? (X, 27, v)

@=1lim > 2 % L map<ern/n)- O

n—oo

In the following lemma, we define the adjoint operator P* of P and we check
that P and P* have the same invariant functions:
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Lemma 2.4 Let P be a measure-preserving Markov operator on L (X, 2", v).

(a) There exists a unique measure-preserving Markov operator P* on L° (X, 2", v),
called the adjoint operator of P, such that, for every ¢, ¢’ € L°(X, 2", v), one
has

Jx Po¢' dv=[y@ P*¢ dv. 2.1

(b) A function ¢ in LN(X, 2, v) is P-invariant if and only if it is P*-invariant.

Proof (a) By Lemma 2.1.2, P extends as a continuous operator of L'(X, Z,v).
Let P* be the adjoint operator to P on L*°(X, 2, v), viewed as the dual space of
LY(X, 2, v), so that (2.1) holds and let us check that P* is a measure-preserving
Markov operator.

Since P is a contraction, so is P*. Since P is non-negative, for any ¢, ¢’ > 0 in
L*®(X, 2, v), one has

JxeP*¢'dv= [, Pp¢'dv >0,

so that P*¢’ > 0 and P* is non-negative.
Finally, since P is measure-preserving, for any ¢ in L*(X, 27, v), one has

Jxedv= [y Pedv= [y o(P*1)dv,

that is, P*1 = 1. In the same way,

Jx Prodv= [y o(P1)dv = [, @dv,

that is, P* is measure-preserving, which was to be shown.

(b) We first check the direct implication when ¢ is a characteristic function
¢ = 1g, where E is a v-almost surely P-invariant measurable subset of X. Ac-
cording to (2.1) with ¢ = ¢’ = 1g and to the bounds 0 < P*1g < 1 the function
P*1g is equal to 1 on E. Since [, P*1gdv = v(E), we get P*1g = 1x. Now,
by Corollary 2.2, P* acts continuously on Ll(X , Z ,v) and, by Lemma 2.3, the
characteristic functions of v-almost surely P-invariant measurable subsets span a
dense subset of L1 (X, 27, v)?, so that if @ is P-invariant in L' (X, 2, v), one has
P*p = ¢. This proves the direct implication. The converse implication follows since
P*=P. g

Remark 2.5 The definition of the adjoint operator of a Markov operator depends on
the measure. For example, let X = {0, 1}N be the set of sequences of 0’s and 1’s,
equipped with the natural o -algebra, and P be the Markov operator associated to the
shift map, that is, for every x in X, the measure P, is the Dirac mass at Tx, where
(Tx)kx = xx+1. Fix 0 < p < 1 and let v be the Bernoulli measure with parameter p,
that is, v = (p8g + (1 — p)81)®N. Then, one checks that v is P-invariant and, for
any ¢ in L°°(X, 2", v), one has P*¢(x) = pe(0x) + (1 — p)¢(1x), for v-almost
any x in X. This formula depends on p.
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2.1.3 Ergodicity of Markov Operators

We again let (X, Z) be a standard Borel space, P be a Markov chain on (X, Z")
and v be a P-invariant probability measure. We shall give equivalent definitions for
ergodicity. First let us describe the functions which are v-almost surely P-invariant.

Lemma 2.6 Let (X, Z°) be a standard Borel space, P be a Markov operator on
X and v be a P-invariant probability measure. Then, every v-almost surely P-
invariant bounded Borel function ¢ is equal v-almost everywhere to a P-invariant
bounded Borel function .

Proof Let ¢ be a bounded Borel function such that Pp = ¢ in L°°(X, 2, v). For x
in X, we set

@Yoo (x) = liminf P (x).
n—od

By Fatou’s lemma, we have Pgoo < ¢so. We set, for any x in X,
Y(x)= lim P"py(x).
n—oo

By the monotone convergence theorem, we have Py = .

Now, since ¢ is P-invariant in L (X, 2", v), there exists a Borel subset E of X
with v(E) = 1 such that, for any x in E, for any n > 0, one has P"¢(x) = ¢(x),
hence @oo(x) = @(x). In particular, g is P-invariant in L°°(X, 2", v) and there
exists a Borel subset F of X with v(F) = 1 such that, for any x in F, for any n > 0,
one has P"pso(X) = ¢oo(x), hence ¥ (x) = poo(x). We are done, since ¥y = ¢ on
ENF. O

Remark 2.7 Here is a subtle point in the definition of v-almost P-invariant subsets:
there may exist v-almost P-invariant subsets £ of X which are not v-almost every-
where equal to an invariant subset. For example, let X be a triple {a, b, ¢} and P be
the Markov operator such that

Py=5 +8), P,=38yand P, =35

The measure v := %(81, + &) is P-invariant and the set E := {b} is v-almost P-
invariant. Indeed, the characteristic function ¢ := 1 is v-almost everywhere equal
to the function v := %l{a} + 1) which is v-almost P-invariant. One cannot choose
Y to be a characteristic function since the only P-invariant subsets of X are ¢ and X.

We can now give five equivalent definitions of ergodicity:
Proposition 2.8 Let (X, Z°) be a standard Borel space, P be a Markov operator

on X and v be a P-invariant Borel probability measure. The following are equiva-
lent:
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(i) Every P-invariant bounded Borel function is constant v-almost everywhere.
(ii) Every P-invariant element in LY(X, 2, v) is constant.
(iii) Every P-invariant element in L°° (X, 2", v) is constant.
(iv) Every v-almost P-invariant Borel subset of X has measure 0O or 1.
(v) v is extremal in the convex set of P-invariant Borel probability measures.

In this case v is said to be P-ergodic.

Proof The implications (ii) = (iii) = (iv) are immediate and their converse (iv) =
(i) follows from Lemma 2.3. The implication (i) = (iii) is a consequence of
Lemma 2.6 and its converse (iii) = (i) is immediate.

Let us prove (ii) = (v). Let P* be the adjoint of P with respect to v as in
Lemma 2.4. Assume that v is a convex combination tv; + (1 — ¢)v,, where v; and
Vo are P-invariant Borel probability measures and where 0 <¢ < 1. Fori =1, 2,
the measure v; is absolutely continuous with respect to v and hence can be written
as ¢; v, where the function ¢; belongs to L (X, 2, v) and has integral 1. Since v; is
P-invariant, one has P*¢; = ¢;. Again by Lemma 2.4(b), one has Pg; = ¢;, hence
by assumption, ¢; = 1 v-almost everywhere, that is, v; = v, which was to be shown.

Finally, let us prove (v) = (iv). If E € 2 is a v-almost P-invariant subset of X,
by Lemma 2.4(b), one has P*1x = 1, hence the Borel measures v|g and v|gc are
P-invariant. Since v is extremal, we get v(E) =0 or v(E€) =0, as required. Il

2.2 Ergodicity and the Forward Dynamical System

In this section we introduce the dynamical system on the space of forward
trajectories of a Markov chain, and we interpret the P-ergodicity of a measure
as an ergodicity property of this dynamical system.

Let P be a Markov chain on a standard Borel space (X, Z"). The forward dynam-
ical system (§2, 9, T) is the dynamical system on the space of forward trajectories
given by

T:2— 2; (wy,w1,...)~ (01, w3,...)

For any Borel probability measure v on X we set P, for the probability measure on
(82, %)

Py := [y Prdv(x)

and [E, for the corresponding expectation operator.

The following proposition interprets the P-invariance and the P-ergodicity of
v as an invariance property and an ergodicity property of the measured forward
dynamical system (2, 4, T, P,) .

Proposition 2.9 Let v be a Borel probability measure on X.

(a) Then v is P-invariant if and only if P, is T -invariant.
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(b) In this case, v is P-ergodic if and only if P, is T -ergodic.

Proof We denote by 2y C & the sub-o-algebra generated by wg. More generally,
we denote by 2, C 4 the sub-o-algebra generated by wy, ..., w,. By construction
of the measures P, x € X, and P, for any bounded Borel function ¥ on £2, the
conditional expectation of ¥ is given by the formula, for P, -almost all w in £2,

]El)(w | %)(w) = f(z 1p(a)Oa ceey a)n—ls wE)a a)/]9 .. ') dpw” (a)/)' (2'2)
Hence, in particular,
Ey($ oT" | Zn) =Eu(y | Zo) o T". (2.3)

(a) If ¢ is a bounded Borel function on §2, we let ¢ denote the bounded Borel
function on X given by, for every x in X,

9(x) = [o ¥ (@) dPy ().

In other words, ¢(x) is the expected value of the function ¢ for the trajectories of
the Markov chain starting at x. The map v — ¢ is onto and, we have, for v-almost
any w in £2,

Ey( | Z0)(@) =¢(wo) and E, (Y o T | Z0)(®) = Pe(wo).

Thus, we get
Ey(¥) =v(p) and E, (¢ o T) = v(Py),

whence the result.

(b) We assume first that v is P-ergodic and we want to prove that any 7 -invariant
bounded Borel function v on 2 is constant.

We still set, for any x in X, ¢(x) = [, ¥ (w) dPy (w). We get

Po(x) = [y [o ¥ (@) dPy (@) dPx(y) = [o ¥ (Tw) dPy (@) = ¢(x).

Thus, ¢ is constant v-almost everywhere and we may assume that ¢ = 0. Now, since
the o -algebra 4 is spanned by the increasing union of the o -algebras 2, n >0, ¥
is the limit in L' (£2, P,) of the functions E, (¥ | 2Z;,). One computes

Ey(y | Z0) =Ey(YoT" | 2:) =Eu(¥ | Zo) o T" =0.

Hence ¢ = 0 as required.

Conversely, we assume that P, is T-ergodic and we want to prove that any P-
invariant bounded Borel function ¢ on X is constant v-almost everywhere. Indeed,
let us set, for any n > 0 and w in 2,

Y (@) = @(wp).
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By construction, for any n > 1, for P,,-almost any w, one has

Ev(Wn | Zn-1)(@) = Po(®n—1) = p(0n—1) = Yn—1(w),

that is, the sequence v, is a uniformly bounded martingale. By Doob’s martin-
gale convergence theorem A.3, it converges almost everywhere to a function ¢ in
L°°(£2,P,). By construction, one has, for IP,-almost every w,

Y(Tw) = lim p(w,+1) =¥ (w)
n—oo
and v is constant IP,-almost everywhere. Since, for P,-almost every w, one has

p(w0) = Yo(w) =E, (Y| 20) (@),

the function ¢ is constant v-almost everywhere, as required. g

2.3 Markov-Feller Operators

We define Markov—Feller operators: they are the analogues, in the theory of
Markov operators, of continuous transformations in the theory of classical
dynamical systems.

When X is a compact space, a Markov—Feller operator on X is a nonnegative
operator P on the space of continuous functions on X such that P1 = 1. In other
terms, a Markov—Feller operator is a Markov chain on X such that the map x +— P,
is continuous, when the space &2 (X) of Borel probability measures of X is equipped
with the weak-* topology.

The following lemma reduces the study of P-invariant measures to the study of
those that are ergodic.

Lemma 2.10 Let P be a Markov-Feller chain on a compact metric space X.
Then there exist P-invariant Borel probability measures on X. In the dual space
of €°(X), equipped with the weak-x topology, the set of P-invariant Borel proba-
bility measures is the closed convex hull of the set of ergodic P-invariant probability
measures.

Proof Since X is a compact space, the space .# (X) of complex Borel measures on
X is the dual space of the space €°(X) of continuous functions on X. We endow it
with the weak-* topology. The subset &7(X) of Borel probability measures on X is
then a compact subset of X.

We use Markov—Kakutani’s argument: we start from any point x in X and con-
sider the sequence of probability measures on X

Vet o) + Po(x) + -+ P p(x)).
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Since the set & (X) is compact, v, admits a cluster point v, in the weak- topology.
Passing to the limit in the equalities, with ¢ in €0 (X),

Va(P@) — v () = L(P"p(x) — 9 (x)),
one gets

Voo (P @) = Voo ().

Hence the probability measure v, is P-invariant.

Finally, by Proposition 2.8, a P-invariant Borel probability measure is P-ergodic
if and only if it is extremal. The last part of the lemma now follows from the Krein—
Millman Theorem. O

A Markov—Feller operator P is said to be uniquely ergodic if it admits a unique
P-invariant Borel probability measure. As a corollary of the proof of the previous
lemma, we get a nice interpretation of unique ergodicity.

Corollary 2.11 Let P be a Markov—Feller operator on the compact metric space
X. The following are equivalent:

(1) P is uniquely ergodic.
(ii) There exists a Borel probability measure v on X such that, for any continuous
function ¢, one has

1 -1 pk
w ko P19 o Jxodv
uniformly.

Proof (ii) = (i) Let v’ be a P-invariant Borel probability measure on X. By the
dominated convergence theorem, we have, for any continuous function ¢,

fX(de’zfX(%ZZ;é Pkp)dv/’ — Jxedv.

(i) = (ii) Let x, be a sequence in X. Reasoning as in the proof of Lemma 2.10,
we get that any limit point of the sequence of measures v, := % Z;(l)(P*)k(an is
P-invariant. Hence this sequence v,, converges to v. g

2.4 Stationary Measures and the Forward Dynamical System

In this section, we give an alternative construction of the forward dynami-
cal system associated to the action of a probability measure | on a compact
space X.

We recall that a semigroup is a set G endowed with an associative multipli-
cation law G x G — G and containing a neutral element. For instance, for any
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set X, the set # (X, X) of maps from X to X is a semigroup with respect to the
composition of maps. A morphism of semigroups p : G — H is a map sending
the neutral element of G to the neutral element of H and such that, for any g, g’
in G, p(gg") = p(g)p(g’). An action of G on a space X is a morphism from G to
F (X, X).

A topological semigroup is a semigroup G endowed with a topology such that
the multiplication is continuous. For instance, when X is a compact space, the semi-
group €°(X, X) of continuous transformations of X endowed with the topology of
uniform convergence is a topological semigroup. A continuous action of G on X is
a continuous morphism of semigroups G — ¢°(X, X).

Let G be a second countable locally compact semigroup and X be a compact
metrizable topological space on which G acts continuously. We denote by ¢ the
Borel o -algebra of G and by 2" the Borel o -algebra of X.

Let u be a Borel probability measure on G, we denote by I, the smallest closed
subsemigroup of G such that p(17,) = 1. For any Borel probability measure v on X,
let 1 % v denote the probability measure on X which is the image of the product
measure £ ® v on G x X under the action map, that is,

kv = [;gwdu(g).
The Borel probability measure v is said to be p-stationary if
ITERECRA

If this is the case, it is said to be w-ergodic if it cannot be written as a proper convex
combination of two different p-stationary Borel probability measures.

For instance any I'},-invariant probability measure is j-stationary. The converse
is not true in general but Lemma 2.12 tells us that it is true when X is finite.

Lemma 2.12 When X is a finite set, any w-stationary probability measure v on X
is I'y-invariant.

Proof We can assume that G is finite, equal to I, and that v is ergodic. Let S, C G
be the support of 1 and S, C X be the support of v. Stationarity of v means that

() = Yes, kUgHv(g™ (1) 2.4

for every x in X. In particular one has the equality S, S, = S, . Hence by replacing
X with §,, we can also assume, with no loss of generality, that X = §, and that
S, X = X. Let Xg be the set of points x in X such that v({x}) is minimal.

Equality (2.4) implies that, for all x in X and g in §,,, one has

v({fx)) = v(g HxD.

This means that v is I}, -invariant. O
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We introduce the one-sided Bernoulli shift (B, %, 8, T) with alphabet (G, ¥, 1),
thatis, B = G, where N* is the set of positive integers, 4 is the product o -algebra
@®N" | B is the product measure u®Y ", and T is the shift map given, by

Tb=(b2,...,bpt1,...) for b=(by,...,b,,...) €B.

We now construct the forward dynamical system on B x X. We equip B x X
with the o-algebra Z ® 2 of Borel subsets and we introduce the skew-product
transformation

TX: (b, x) > (Th, bix).

We identify the o -algebra 2" of Borel subsets of X with the sub-o-algebra of Borel
subsets of B x X which do not depend on the first coordinate.
For any x in X, set

Py x = p*dy.

One easily check that this defines a Markov—Feller operator P, on X.

We explain now how the forward dynamical system on B x X is related to the
forward dynamical system (§2, T') of the Markov operator P = P,, that we intro-
duced in Sect. 2.2. For any x in X, the associated Markov measure [P, , on £2 is the
image of the measure 8 = u®Y on B = GN" under the map

b)k=1+> (b - -b1X)k>0. (2.5)

If v is a Borel probability measure on X, then v is p-stationary if and only if it
is Py -invariant and, in this case, the measure P, on £2 is the image of 8 ® v under
the map

(b, x) > (b -+~ b1x)k>0,
which intertwines the maps 7% and T. By Proposition 2.8, v is u-ergodic if and

only if it is P, -ergodic.

Remark 2.13 In general, the map (b, x) — (bk - --b1x)k>0 is not a Borel isomor-
phism between B x X and 2 since non-trivial elements of G may have fixed points
in X. Nevertheless, we have the following analogue of Proposition 2.9.

Proposition 2.14 Let v be a Borel probability measure on X .
(a) Then v is ju-stationary if and only if B @ v is TX -invariant.
(b) In this case, v is p-ergodic if and only if B @ v is TX -ergodic.

Proof The proof follows the same lines as for the proof of Proposition 2.9. 0

Remark 2.15 There may exist a T X -invariant Borel probability measure on B x X
whose image by the projection on the first factor is equal to 8 but which is not of the
form B ® v for some p-stationary Borel probability measure v on X. For example,
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let G be the free group on two generators g and £, X be the Gromov boundary of G,
i.e. the set of reduced one-sided infinite words in g* and 4% and . be the probability
measure © = %((Sg + &p,). For B-almost every b in B, b is a reduced word, that is,
b may be seen as an element x; of X. By construction, one has x7, = by x;. Hence,
the image of 8 by the graph map b > (b, x) on B x X is TX-invariant. It is clearly
not a product measure. In fact, this image measure is an example of the measures
invariant under the backward dynamical system that we will construct below.

Lemma 2.16 Given u, there exists a ji-stationary Borel probability measure on
the compact space X.

Proof This is a special case of Lemma 2.10. |

2.5 The Limit Measures and the Backward Dynamical System

For every -stationary probability measure on X, we construct in this section
an equivariant measurable family of probability measures v, on X indexed by
the Bernoulli shift and called the limit measures. We will use this family in
order to construct the dynamical system of backward trajectories.

We keep the notations of Sect. 2.4. In particular, G is a second countable lo-
cally compact semigroup, u is a Borel probability measure on G, (B, 4, 8,T) is
the associated one-sided Bernoulli shift, the semigroup G acts continuously on the
compact metrizable topological space X and v is a u-stationary Borel probability
measure on X.

Here is the construction of the limit measures.

Lemma 2.17 There exists a Borel map b+ vy, from B to P2 (X) such that, for
B-almost any b in B, one has (b1 ---by)sv ——> vp.
n—oo

Remark 2.18 In this lemma, the compactness assumption on X can be removed (see
[13, Lemma 3.2]).

Proof The main tool is Doob’s martingale theorem. Let, for any n in N, %, be the
sub-o -algebra of % spanned by the coordinate functions with indices p, 1 < p <n.
If v is a pu-stationary Borel probability measure on X, one checks that, for any
bounded Borel function ¢ on X, the sequence of functions

Ja b= [y @b byx)dv(x)

on B is a uniformly bounded martingale with respect to the filtration (%),),en: for
B-almost all b in B and all n > 0, one has

E(fot1 1 2n) () = fu(D).
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By applying Doob’s martingale convergence theorem (Theorem A.3) to a countable
dense subset D of functions ¢ € ‘KO(X ), we deduce that, for b in a subset B’ C B
with B8(B’) = 1, for all ¢ in D, the limit

vp (@) :=nli>n;o(b1 cebp)sv (@)

exists. Hence, by approximation, this limit exists for all ¢ in €°(X), i.e. the limit
vp = lim (by - - by)xv exists for all b in B’'. Il
n—od

The following lemma tells us that the stationary measure v can be recovered from
its limit measures v, by a simple averaging, and that these limit measures satisfy a
nice equivariant property.

Lemma 2.19 One has v = fB vp dB(b) and, one has v, = (b1)«Vvrp, for B-almost
any b in B.

Proof Let ¢ belong to €°(X). As v is u-stationary, for any n in N, one has

Jxedv=[5 fn(B)dB(®).

Passing to the limit, the first equality follows by the dominated convergence theo-
rem.
The second assertion follows directly from the definition of vj,. U

Remark 2.20 Conversely, according to [13, Lemma 3.2], if b — v is a Borel map
from B to & (X) such that for 8-almost any b in B, one has v, = (b1).Vrp, then the
Borel probability measure v := || 5 V»dB(b) on X is u-stationary and, for -almost
any b in B, vy, is equal to the limit probability measure lim,,_, oo (b1 - - - by) 4 V.

‘We will also need an enhanced version of Lemma 2.17.

Lemma 2.21 For any m in N, for B ® u*™-almost any (b, g) in B x G, one has
(b1---brg)sv — W

Proof Let ¢ be in €°(X) and set @ to be the function on G
@ :h> [y @(hx)dv(x).
Since v is p-stationary, one has the equality, for n in N and 4 in G,
Jo @ (hg)dp*™ (g) = @ (h). (2.6)
For g in G, we set f;} to be the function on B

£ b @(by---byg).
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*m

By Lemma 2.17, since %O(X ) is separable, it suffices to check that, for p*"-almost
any g in G, the sequence of functions f; (b) — f,(b) on B converges for S-almost
all b towards 0. For any » in N, using (2.6), we compute the integral

L= [ [5 1 £ (B) = fu(®)>dB(B) du*™ (g)
= [ o 1@ (hg) — D (W) >dw*™ (g) dp*" (h) = Jusem — Ju,

where J,, := [; @ (h)*>du*" (). Since J, is bounded by ||¢|lo, one gets Y oo I, <
00, and, for B ® u*"-almost any (b, g) in B x G,

1A B) = fu ) < o0,

n=0
hence £ (b) — f,(b) goes to zero as n — oo, whence the result. O

In order to appreciate the strength of the previous lemmas, we deduce the fol-
lowing corollary which is a reformulation of the classical Choquet-Deny Theo-
rem in [33]. We recall that I}, is the smallest closed subsemigroup of G such that

w(r) =1.

Corollary 2.22 When G is abelian, every p-stationary probability measure v on
X is I',-invariant.

Proof Since G is abelian, by Lemmas 2.17 and 2.21, for p-almost every g in G
and B-almost every b in B, one has the equality v, = g.vp. Hence, averaging this
equality over B and using Lemma 2.19, one gets the equality v = g, v for w-almost
every g in G. Now, the result follows, since the stabilizer of v in G is a closed
subsemigroup containing the support of j. g

We now construct, when G is a group, the backward dynamical system on B x X,
or dynamical system of backward trajectories. We recall that (B, %, 8, T) is the
one-sided Bernoulli shift with alphabet (G, ¥, 11). We equip the space BX := B x X
with the o-algebra #% := % ® 2 of Borel subsets and we introduce the skew-
product transformation

VX (b, x) > (Th, by 'x)
and the Borel probability measure % on B¥ given by
BY = [ 8 @ vp dB(D).

The following proposition is an analog of Proposition 2.9. It interprets the P-ergo-
dicity of v as the ergodicity of the backward dynamical system (BX, X, TX, g¥X).
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Proposition 2.23 Let G be a second countable locally compact group acting con-
tinuously on a compact metrizable topological space X, and v be a -stationary
Borel probability measure on X.

(a) Then the probability measure BX on BX is TV X invariant.
(b) The measure B is Tvx—ergodic if and only if v is p-ergodic.

Proof (a) This follows from the following calculation which uses Lemma 2.19

Jox o(TV* (b0, 2))dBX (0. %) = [ [ 9(Tb. b} ' x) dvp(x) dB(D)
= [ [x ¢(Tb, x)dvry(x) dB (D)
= [ [x ¢ (b, x) dv,y(x) dB(b)
= [gx @(b,x)dB¥ (b, x),
where ¢ : BX — R, is a (Z ® 2°)-measurable function.
(b) First, assume B is Tvx—ergodic and let v be equal to a convex combination

tvi + (1 — £)vy of p-stationary probability measures with 0 <t < 1. We get, for
B-almost any b in B,

vp=tvip+ 1 =1y,
hence
BX =1Bf + 1 —1)p5,

where, fori =1, 2, ﬂiX is constructed from v;. Since ﬂX is TVX-ergodic, we have
ﬂlx = ﬂZX = BX and therefore, by projecting on X, v = v = v,. By Proposition 2.8,
v is p-ergodic.

Conversely, assume now v is p-ergodic and let us prove that g¥ is TVX-ergodic.
This can be seen as an immediate consequence of the ergodicity of the forward
dynamical system thanks to the ideas that will be introduced in Sect. 2.6 below. But
we can also give a direct, more computational proof.

Let 6 be a TV * -invariant bounded Borel function on BX. We want to prove that
this function 6 is SX-almost surely constant. Let ¢ be any bounded Borel function
on X and set

p(p) = fB Xsa(x)e(b,x)dﬂx(b,x).

We first claim that the complex measure p on X is pu-stationary. This follow from
the following calculation, with ¢ as above,

Jo Jx e(gx)dp(x)du(g) = [5 [5 [x 9(€x)0 X', x) dvy (x) dB (D) du(g)
= [ [x 9(Br10)8(Tb, x) dvry(x) dB(b)
=[5 [x 0O, y) dvp(y) dB(b) = [y pdp.
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We prove now that the measure p is absolutely continuous with respect to v. Indeed,
if ¢ is a non-negative Borel function on X such that f % ¢dv =0, we have, for
B-almost any b in B, |, yx ¢dvp = 0 hence ¢ =0 on a set of vp-full measure and
/ x ¢dp = 0. That is, p is absolutely continuous with respect to v.

By Proposition 2.8, as v is p-ergodic, p is a multiple of v. It remains to prove
the implication

p=0=6=0.

Assume that p = 0. Let n > 0 and ¢, ¥ be bounded Borel functions on X and on
G" respectively. We calculate

[ox W b1, ....b)eby " - b )0, x) dBX (b, x)

=[x Vb1, ....b)eby b )OI, by - by x) dBX (B, x)
=[5 Jx Vb1, b)(OT" b, y) d(by -y avy) () dB(D)

= Jon [5 [x W D1, ....b)e(O®', y)dvy (y) dB (D) du®" (b1, ..., by)
=u®" () ple) = 0.

Since the map
G" XX = G" X X, (g1, 8> %) > (815, 8nr &y | --~g1_1x)
is a homeomorphism, we get, for any bounded Borel function ¥ on G" x X,
Sex ¥ (g1, ..., g, )0(b, x)dBX (b, x) =0.

This proves that § = 0, X -almost everywhere. O

2.6 The Two-Sided Fibered Dynamical System

We explain in this section how the forward and the backward dynamical sys-
tems are related. Indeed, both occur as factors of the space of biinfinite tra-
Jectories either equipped with the shift transformation or its inverse.

We keep the notations of Proposition 2.23. We denote by (B, B, B, T) the two-
sided Bernoulli shift with alphabet (G, ¥, w), that is, B is the product space GZ, %
is the product o -algebra %%, ﬁ is the product measure %%, and T is the shift map
given by

Th=(..,bys1,...) for b=(...,b,,...)€B.

This dynamical system is inxertible and the probability measure E is T-invariant.
For B-almost every b in B, we define

=(b1,by,..)€eB and b_ := (by,b_1,b_»,...) € B.
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The map b +— b4 realizes the two-sided Bernoulli shift (E , E , T) as the natural
invertible extension of the one-sided Bernoulli shift (B, 8, T). Similarly, the map
b — b_ realizes the inverse (E , E , T‘l) of the two-sided Bernoulli shift as the
natural invertible extension of the one-sided Bernoulli shift (B, 8, T').

‘We now construct the two-sided fibered dynamical system on the space B x X that
we heuristically consider as the space of biinfinite trajectories. We endow this space
with the o-algebra ## ® 2 of Borel subsets and we introduce the skew-product
transformation

T%: (b, x) > (Th,bix)
and the Borel probability measure BX on B x X defined by

BX := [58, @ vp_dB(b).

This dynamical system is invertible and the probability measure E X is T -invariant.

The map (b, x) — (b4, x) realizes the two-sided dynamical system (E X E X TX )
as the natural invertible extension of the forward dynamical system (BX, S ®
v, TX). Similarly, the map (b, x) — (b_, x) realizes the inverse (EX, EX, (TX)_l)
of the two-sided dynamical system as the backward dynamical system (BX, g%,
TVX). Since the natural invertible extension of an ergodic probability preserving
dynamical system is also ergodic, and since the inverse of an ergodic transforma-
tion is also ergodic, this discussion gives a direct proof of the equivalences

B®vis TX-ergodic < EX is TX-ergodic s pXis TVX-ergodic

and explains how Propositions 2.9 and 2.23 are related.

2.7 Proximal Stationary Measures

In this section, we introduce the property of (-proximality for stationary mea-
sures. This proximality property will be satisfied by the stationary measures
on projective spaces in Sect. 4.2 and by the stationary measures on the flag
varieties in Sect. 10.1.

Let G be a second countable locally compact semigroup acting continuously on
a compact metrizable topological space X, Say that a w-stationary Borel probabil-
ity measure v on X is u-proximal if, for f-almost any b in B, the Borel probability
measure v is a Dirac mass. An important example of a proximal stationary proba-
bility measure will be given in Proposition 10.1.

More generally, given a morphism s : G — F onto a finite group F, we define a
fibration over F of X as a G-equivariant continuous map X — F. We say that X is
fibered over F if it is equipped with such a fibration. In this case, we say that v is
w-proximal over F if, for B-almost any b in B, the Borel probability measure vy, is a
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uniform average of | F'| Dirac masses and its image in F is the normalized counting
measure on F'. This definition will be used in Sect. 5.3, and an important example
of such a situation will be given in Proposition 10.2.

We will apply the following lemma to the embedding of a flag variety in a product
of projective spaces in order to prove Proposition 10.1.

Lemma 2.24 Let X, X1, ..., Xy be compact metrizable topological spaces, all of
them equipped with a continuous action of a second countable locally compact semi-
group G and let m : X — X1 X -+ X Xy be a continuous injective G-equivariant
map. Suppose, for any 1 <i <k, there exists a unique [1-stationary Borel probabil-
ity measure v; on X; and v; is pu-proximal. Then, there exists a unique [L-stationary
Borel probability measure on X and it is p-proximal.

Proof For any 1 <i <k, since the probability measures v; is p-proximal, there
exists a Borel map & : B — X; such that, for S-almost any b in B, one has
(vi)p = 8¢, ). Set m; : X — X; to be the projection map on the factor X; and set
&E=(&,...,&). Let v be a u-stationary Borel probability measure on X. Since,
for any 1 <i <k, the Borel probability measure (7;),V is p-stationary, by unique-
ness, one has (;),v = v; and, for B-almost any b in B, (7;)«Vp = 8¢ (), S0 that
4Vp = Ogp). Hence v is u-proximal, and, for B-almost any b in B, one has
&(b) € m(X) and m,v = &, B, whence the result. O



Chapter 3
The Law of Large Numbers

The main goal of this chapter is to prove a Law of Large Numbers for a general real
valued cocycle with a unique average (Theorem 3.9).

In order to do this, we first reduce this statement to a Law of Large Numbers for
a function with a unique average using Proposition 3.2. Then we prove the Law of
Large Numbers for a function with a unique average (Corollary 3.8).

We will apply this Law of Large Numbers to the norm cocycle in Sect. 4.6 and
to the Iwasawa cocycle in Sect. 10.4.

3.1 Birkhoff Averages for Functions on G x X

The aim of this section is Proposition 3.2 which reduces the proof of a Law of
Large Numbers for a function o on G x X to a Law of Large Numbers for a
Sfunction ¢ on X called the drift function. This function ¢ is the expected value

ofo.

As in Chap. 2, G is a second countable locally compact semigroup, u is a Borel
probability measure on G, (B, A, B8, T) is the associated one-sided Bernoulli shift
and the group G acts continuously on the compact metrizable topological space X.

The following Lemma is an application of Birkhoff’s Ergodic Theorem. Its con-
clusion will be our guideline towards more precise results.

Lemma 3.1 Let v be a u-stationary p-ergodic Borel probability measure on X
and o : G x X — R be a measurable function. Assume that

Joxxlold(u®v) < oo, andset 0, := [5, yod(L®v).
Then, one has
%Zzzlo(bk,bk_l---blx)maw (3.1
B ® v-almost anywhere and in L'(B x X, B ® v).
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Proof We will use the forward dynamical system. For b in B and x in X, set
o(b,x) =0(b1,x). Then ¢ is B ® v-integrable and, for b in B, x in X and n > 1,
the left-hand side of (3.1) is equal to the Birkhoff average

Lo, x)+ -+ o((T*)" (b, x))).

According to Proposition 2.9, 8 ® v is T X -ergodic, hence by Birkhoff’s theorem,
this Birkhoff average converges towards the spatial average

BV =(uv)(o),

(B ® v)-almost anywhere and in LY(B x X, 8QVv). O

We want to describe conditions under which the convergence of the Birkhoff
averages (3.1) is uniform in x. The following proposition reduces this question to
the Birkhoff averages of a function on X. Its proof relies on the classical Law of
Large Numbers proven in Appendix A.

Proposition 3.2 Let o : G x X — R be a continuous function and
Osup : G —> R; g > ogp(g) :==sup,cx lo(g, x)|.
Assume that f G Osup(8) du(g) < oo and introduce the drift function
P: X~ R; x> o) = [;0(g,x)du(g).
Then, for every x in X, for B-almost every b in B, one has
IS (0 bk, bk—1 -+ - b1x) — @(bg—1 -+ b1x)) —=0.
Moreover, this sequence also converges in L' (B, B) uniformly for x € X.

Proof This is a direct application of the Law of Large Numbers, Theorem A.6. Let
¢y : B — R be the integrable function given by

@n(b) =0(by,by—1---b1x)

and 4, be the sub-o-algebra of Z generated by by, ..., b,. One has the equality,
for B-almost every b in B,

E(pn | Zn—1) =@by—1---b1x).

Hence we only have to check that Condition (A.1) is satisfied. Since the coordinates
b, are independent and identically distributed, one has the bound, for > 0,

BUlgnl =1} | Bu—1) < B{{osup(bn) = 1} | Bp—1)
= ﬂ({gsup(bn) >t} < ﬁ({asup(bl) >t}).
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This proves (A.1) with domination by the function ¥ : B — R; b > ogup(b1).
We note that this function ¥ does not depend on x and that the L'-convergence
is therefore uniform in x. O

3.2 Breiman’s Law of Large Numbers

In this section we prove the Law of Large Numbers for functions over a
Markov chain.

Let (X, Z") be a standard Borel space, P be a Markov chain on X and, for x
in X, set P, for the Markov probability measure on the space £2 of trajectories.

The following technical lemma compares the Birkhoff averages of a function ¢
along the trajectories of a Markov chain with the Birkhoff averages of Py.

Lemma 3.3 (Breiman [28]) Let ¢ be a bounded Borel function on X. For every x
in X, for P-almost every w in §2, one has

1 -1 1 -1
n ZZ:O () — P Z:o Po(wy) m’ 0.

Proof The main ingredient of the proof is Corollary A.8. For any integer n > 1, we
introduce the functions

on: 2 > R; o plwy) — Polwy—1),

and the sub-o-algebras %, generated by wy, . .., w,. This sequence of functions on
£2 is bounded by 2 supy |¢| and, by construction, one has

E(¢nl%Bn-1) =0.

Therefore, by Corollary A.8, the sequence % > k1 @k goes to 0 P,-almost every-
where. g

When P is a Markov—Feller chain, one can reformulate Lemma 3.3 using the
so-called empirical measures:

Corollary 3.4 Let X be a compact metrizable topological space and P be a
Markov—Feller operator on X. Then, for any x in X, for Py-almost any w in 2,
any weak limit of % ZZ;(I) 8¢y, is P-invariant.

In particular, using the weak compactness of the space of probability measures
on X, we retrieve the Law of Large Numbers for functions over a Markov chain
which is due to Breiman in [28]:

We say that a function ¢ € €°(X) has a unique average if

there exists a constant £, such that, for any P-invariant probability

measure v on X, one has v(¢) = £,. (3.2)
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Remark 3.5 A function ¢ has a unique average £, if and only if one can write ¢—£,,
as a uniform limit of a sequence P/, — v, with v, in €°(X). This follows from
the Hahn—-Banach Theorem and the Riesz representation Theorem.

In Chap. 11, we will find conditions on a Markov operator P which ensure that
the image of the operator P — 1 is closed so that every function ¢ with a unique
average £, can be written as ¢ = Py — ¥ + £, with ¢ in ¢0(X).

Corollary 3.6 Let X be a compact metrizable topological space and P be a
Markov-Feller operator on X. Let ¢ be a continuous function on X with a unique
average £y. Then for any x in X, for Px-almost any w in §2, one has

1 —1
n Z';Z:o o(wi) m Ly.

This sequence also converges in L1 (2, P,), uniformly for x € X, i.e.

lim |% Zz;é @(wy) — Ly|dPy (w) =0 uniformly for x € X.
Q

n—00

Proof Forx € X and ¢ € ‘KO(X ), we introduce for n, £ > 1 the bounded functions
¥, and ¥, , on £2 given by, for w € £2,

W, (@) = @) and g, (@) = (PLg)(wn).

We will again use the sub-o-algebras %, generated by wy, . .., w,. These functions
satisfy the equality, for P, -almost every w in §2, and £ <k,

(Wi Bi—0) (@) = (Prp) (@k—e) = Ve k—e ().

On the one hand, by Theorem A.6 (using the fact that ¢ is uniformly bounded to kill
the boundary terms), for every £ > 1, one has the convergence, for P, -almost all w
in £2,

7 Lkt (Wi (@) = W (@) —— 0.

This sequence also converges in L!(£2, ;) uniformly for x € X. Hence one also
has the convergence, for P,-almost all w in £2,

LY (@) = X5 k(@) —= 0, (3.3)

This sequence also converges in L' (£2, P;) uniformly for x € X.
On the other hand, since the function ¢ has a unique average £, one has the
uniform convergence

1 4 J
72 =1 Pup —— &y
. {—00
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in €°(X). Hence one also has the convergence

1\

72 =1 Yjk(w) ya (3.4)

in L°°(£2, P,) uniformly in k > 1 and in x € X.
Combining (3.3) and (3.4) one gets the convergence, for P, -almost all w in £2,

1
k=1 Y () — Ly. (3.5)
This sequence also converges in L' (£2, P;) uniformly for x € X. O

Note that Condition (3.2) is automatically satisfied when P is uniquely ergodic.
Hence one has the following:

Corollary 3.7 Let X be a compact metrizable topological space, P be a uniquely
ergodic Markov—Feller operator on X and v be the unique P-invariant probability
measure on X. Let ¢ be a continuous function on X. Then for any x in X, for Py-
almost any w in §2, one has

1 -1
7 k=0 P (@) —— v(9).

This sequence also converges in L' (§2, Py), uniformly for x € X.

3.3 The Law of Large Numbers for Cocycles

In this section we deduce from Breiman’s Law of Large Numbers a Law of
Large Numbers for a cocycle.

3.3.1 Random Walks on X

We come back to the notations of Sect. 2.4. In particular, G is a second countable
locally compact semigroup, w is a Borel probability measure on G, (B, %, 8, T) is
the associated one-sided Bernoulli shift, the group G acts continuously on a compact
metrizable topological space X and v is a pu-stationary Borel probability measure
on X. We will apply the results of Sect. 3.2 to the Markov chain on X given by
X+ Py = [ * by

This will give the following Law of Large Numbers for a function over a random
walk.

Corollary 3.8 Let G be a locally compact semigroup, X be a compact metrizable
G-space, and |1 be a Borel probability measure on G. Then, for any x in X, for -
almost every b in B, for any continuous function ¢ € €°(X) with a unique average
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Ly, one has

Ly~ bg---bix) —— £

7 Zk:ﬂ/’( k 1X) D Y
This sequence also converges in L' (B, B), uniformly for x € X .

Proof We use the forward dynamical system on B x X. This corollary is almost a
special case of Corollary 3.7, if we take into account the formula for P, , given in
(2.5). O

3.3.2 Cocycles

The Law of Large Numbers will be proved for a class of cocycles called cocycles
with a unique average that we define now. Let E be a finite-dimensional real vector
space. A continuous function o : G x X — E is said to be a cocycle if one has

o(gg',x)=0(g,gx)+0o(g',x) forany g, g’ € G, x € X. (3.6)

In particular, one has o (e, x) = 0, for any x in X. Two cocycles o and o’ are said
to be cohomologous if there exists a continuous function ¢ : X — E with

o(g.x)+e(x)=0'(g.x) +¢(gx) (g€G,xeX).

A cocycle that is cohomologous to 0 is called a coboundary.
For a cocyle o we introduce the functions sup-norm ogyp. It is given by, for g
in G,

Gsup(g) =SUPyex llo(g, x)Il. 3.7
The cocycle is said to be (1 ® v)-integrable if one has

Joxx lo(g. 0l du(g) dv(x) < oo.
For instance, a cocycle with oy, € LYG,p) is (n ® v)-integrable for any pu-

stationary probability measure v.
When o is (1 ® v)-integrable, the vector

0, (V) := [ x0(g. x)du(g)dv(x) € E

is then called the average of the cocycle.
The cocycle o is said to have a unique average if

the average o, = 0, (v) does not depend on the choice of v. (3.8)

A cocycle o with a unique average is said to be centered if o, = 0.
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Let us introduce a trick which reduces the study of cocycles with a unique aver-
age to the study of those which are centered. Replace G by G’ := G x Z, where Z
acts trivially on X, replace u by 1’ := u ® 81 so that any j-stationary probability
measure is also u’-stationary, and replace o by the cocycle

o' :G'x X — E givenby o'((g,n),x) =0(g,x) —noy. (3.9)

3.3.3 The Law of Large Cocycles

Here is the Law of Large Numbers for cocycles.

Theorem 3.9 Let G be a locally compact semigroup, X a compact metrizable G-
space, E a finite-dimensional real vector space and 1 a Borel probability measure
onG. Let o : G x X — E be a continuous cocycle with fG osup(g) di(g) < oo and
with a unique average o,,. Then, for any x in X, for B-almost every b in B, one has

Lo by - b1, x) —— o (3.10)

This sequence also converges in L' (B, B, E) uniformly for x € X .
In particular, uniformly for x € X, one has

i J o (8. x)dp*" (8) —— oy,

Note that the assumption (3.8) is automatically satisfied when there exists a
unique p-stationary Borel probability measure v on X.

Proof Just combine Proposition 3.2 and Corollary 3.8 applied to the drift function
Qe #9(X) which is given by p(x) = fG o(g,x)du(g), forall x in X. This function
has a unique average £, :=0y,. O

3.3.4 The Invariance Property

When working on linear groups that are not connected, we will encounter cocycles
which enjoy equivariance properties under the action of a finite group. The following
lemma tells us that such equivariance properties imply invariance properties of the
associated average.

Lemma 3.10 We keep the notations and assumptions of Theorem 3.9. Besides, we
let F be a finite group which acts linearly on E and which acts continuously on the
right on X. We assume that the F-action and the G-action on X commute and that

the cocycles (g, x)— o (g, xf) and (g, x) — f_la(g,x)

are cohomologous for all f in F. (3.11)
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Then the vector o, € E is F-invariant.

Remark 3.11 Assumption (3.11) is satisfied when those two cocycles are equal, i.e.
when

fo(g,xf)=0(g,x) forall fin F, gin G and x in X.

Proof Let v be a stationary probability measure on X, f be an element of F and
@y : X — E be a continuous function such that

flo(g.)=0(g .f)—¢rog+os

for any g in G. Since the F-action commutes with the G-action, the probability
measure f,v is also w-stationary, hence as o has a unique average, we have

Oou = fGXXU(g’xf) dM(g) dv(x)
= [oux(flo(g.0) +9r(gx) — pp(x))du(g) dv(x)
= o)+ [y (Pupyr —@p)dv= "1 (0y),

that is, o, is F-invariant. O

3.4 Convergence of the Covariance 2-Tensors

In this section we deduce from Breiman’s Law of Large Numbers a conver-
gence result for the covariance 2-tensors which will be useful for the Central
Limit Theorem. This convergence is true for a particular class of cocycles that
we call special cocycles.

3.4.1 Special Cocycles

Leto : G x X — E be acontinuous cocycle. When the function oyyp is j1-integrable,
we define the drift of o as the continuous function X — E; x — fG o(g,x)du(g).
One says that o has constant drift if the drift is a constant function:

J50(8.0)du(8) = oy (3.12)

One says that o has zero drift if the drift is a null function.
A continuous cocycle o : G x X — E is said to be special if it is the sum

o (g, x) =00(g, x) + ¥ (x) — ¥ (gx) (3.13)
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of a cocycle oy(g, x) with constant drift and of a coboundary term ¥ (x) — ¥ (gx)
given by a continuous function v : X — E. A special cocycle always has a unique
average: for any p-stationary probability measure v on X, one has

Joxx 0(g.x)du(g)dv(x) =oy. (3.14)

As we will see in Remark 3.15, there exist non-special cocycles. However, one
has the following easy lemma.

Lemma 3.12 Let G be a locally compact semigroup, X be a compact metrizable
G-space, E be a finite-dimensional real vector space, and . be a Borel probability
measure on G such that there exists a unique [i-stationary Borel probability mea-
sure v on X. Let 0 : G X X — E be a special cocycle. Then the decomposition
(3.13) is unique provided v(ir) = 0.

Proof Let ¢ be as in (3.13) with v(y) = 0. Since v is the unique p-stationary prob-
ability measure on X, by Corollary 2.11, one has the uniform convergence on X,

% Zz;(l) P,’flﬁ —= v(¥). One gets

Y= lim 5 Y520 (0 (g, 2) — ko) dut(g)

forall x € X. O

3.4.2 The Covariance Tensor

We will now study the covariance 2-tensors of a cocycle. Let us introduce some
terminology. We let S?E denote the symmetric square of E, that is, the subspace of
®2 E spanned by the elements v> =: v ® v, v € E. We identify S”E with the space
of symmetric bilinear functionals on the dual space E* of E, through the linear
map which, for any v in E, sends v? to the bilinear functional (0, V) = () (v)
on E*.

Given @ in S2E, we define the linear span of @ as being the smallest vector
supspace E¢ C E such that @ belongs to S E: in other words, the space E 25 CE*
is the kernel of @ as a bilinear functional on E*. We say @ is non-negative, which
we write as @ > 0, if it is non-negative as a bilinear functional on E*. In this case,
@ induces a Euclidean scalar product on Eg and we call the unit ball K¢ C Eg of
this scalar product the unit ball of @. One has

Ko ={veE|v<d). (3.15)

Theorem 3.13 Let G be a locally compact semigroup, X be a compact metrizable
G-space, E be a finite-dimensional real vector space and p be a Borel probability
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measure on G such that there exists a unique [i-stationary Borel probability mea-
surevon X.Leto : G x X — E be a special cocycle, i.e. o satisfies (3.13). Assume
fG (Tsup(g)2 du(g) < oo and introduce the covariance 2-tensor

@ = [, x(00(g,x) — 0,)?dp(g) dv(x) € S’E. (3.16)
Then one has the convergence in S*E
1[50 (g.x) —no)?du(g) — P (3.17)
This convergence is uniform for x in X.

Remark 3.14 Choose an identification of E with R, Then the covariance 2-tensor
on the left-hand side of (3.17) is nothing but the covariance matrix of the random
variable % on (G x X, u*" ® 8;). Similarly the limit @,, of these covariance 2-
tensors is nothing but the covariance matrix of the random variable o9 on (G X
X, ® v). This 2-tensor @, is non-negative. The linear span Eg, of &, is the
smallest vector subspace E, of E such that

oo(g,x) € oy + E, forall g in Suppp and x in Suppv.

Remark 3.15 The conclusion of Theorem 3.13 is not correct if one does not assume
the cocycle o to be special. Here is an example where the random walk is determin-
istic. We choose X =R/Z, G = Z, i = §1 and the action of u on X is a translation
by an irrational number «. The unique w-stationary probability measure on X is the
Lebesgue probability measure dx. We let o (1, x) be a continuous function ¢ with 0
integral and x = 0, so that for n > 0, o (n, x) is the Birkhoff sum

n—1

Sug(0) 1= p(ka).

k=0

We claim that one can choose ¢ in such a way that the left-hand side %Sngo(x)2 of
(3.17) is not bounded, so that the theorem does not hold.
Indeed assume that, for any ¢ with f x P(x) dx =0, one has

sup,, ﬁ|5n<p(0)| < 00.

Then, by the Banach—Steinhaus Theorem, there would exist a C > 0 such that, for
any such ¢, one has

sup, 15,0 (0)] < C ll¢lloc
Choose a sequence k; — oo such that exp(2imwk,or) —)e 1 and write exp(2iwkoor)
—00

=exp(Rimrey) withey, —— 0. Setny = [%] We then have exp(2iwkongor) ——
{—o00 ¢ £—o00



3.4 Convergence of the Covariance 2-Tensors 47

—1. Let ¢; be the function x +— exp(2imk,x). We have

expQimkenga)—1| /2
expRimkea)—1 LN

— 00,

7= [Sneee O] = o=

hence a contradiction. Thus, one can find a function ¢ such that the conclusion of
Theorem 3.13 does not hold for the associated cocycle o.

Remark 3.16 The 2-tensor @,, will play a crucial role in the Central Limit Theo-
rem and its unit ball K, := K¢, will play a crucial role in the law of the iterated
logarithm in Theorem 12.1.

Proof of Theorem 3.13 Using the trick (3.9), we may assume that the average o,
is 0.

The integral M, (x) := fGa(g,x)2 du*"(g) is the sum of the three integrals
M, (x)= MO,n (x)+ Ml,n(x) + M2,n(x)’ where

Mo (x) = [ 00(g, x)*du*(g),
My (x) = [5200(8, X) (Y (x) — ¥ (gx)) du* (g),
M, (x) = [ (¥ (x) — V(gx)>du* (g),

where o9 and i are as in (3.13).
‘We compute the first term. Since o, = 0, the “zero drift” condition (3.12) implies
that, for every m, n > 1, one has

MO,m+n - P;TMO,n + MO,m-
Hence My, is the Birkhoff sum
MO,n = Zz;é P;IIMO,L

Since v is the unique w-stationary probability on the compact space X, by Corol-
lary 2.11, one has the convergence in S2E, uniformly for x € X,

Mo, (6) —— v(Mo,1) = Py. (3.18)
We now compute the second term. According to Theorem 3.9, one has the con-
vergence

50 (by -+ -b1,X) —— 0, =0

in L' (B, %, E) uniformly for x € X. Hence one has the convergence, uniformly for
xeX,

ML )] < 2 1 lloo fg o0 (g, 1)1 i (8) —— 0. (3.19)



48 3 The Law of Large Numbers

The last term is the easiest one to control:

w M2 (0] < 3 1 I ——> 0. (3.20)
The convergence (3.17) follows from (3.18), (3.19) and (3.20). O

Again, in the study of non-connected groups, we will need the following invari-
ance property analogous to Lemma 3.10.

Lemma 3.17 We keep the notations and assumptions of Theorem 3.13. Let F be
a finite group which acts linearly on E and which acts continuously on the right
on X. We assume that the F-action and the G-action on X commute and that the
cocycles (g, x) — o (g, xf) and (g, x) — f~ o (g, x) are cohomologous for all f
in F. Then the 2-tensor @, € S2E is F-invariant.

Proof By Lemma 3.12, we have f~'og(g,.) =00(g,.f) forany gin G and f in F.
The proof is then analogous to that of Lemma 3.10, by using (3.16). 0

3.5 Divergence of Birkhoff Sums

The aim of this section is to prove Lemma 3.18, which tells us that when
Birkhoff sums of a real function diverge, they diverge with linear speed.

This Lemma 3.18 will be a key ingredient in the proof of the positivity of the first
Lyapunov exponent in Theorem 4.31, in the proof of the regularity of the Lyapunov
vector in Theorem 10.9, and hence in the proof of the simplicity of the Lyapunov
exponents in Corollary 10.15.

Lemma 3.18 Divergence of Birkhoff sums Let (X, 2", x) be a probability space,
equipped with an ergodic measure-preserving map T, let ¢ be in L\(X, 2, x) and,
foranyn in N, let ¢, =@+ ---+@ o T" " be the n-th Birkhoff sum of ¢. Then, one
has the equivalences

lim ¢, (x) = +oofor x-almostall x in X <+— fX(pdx >0,
n—oo

lim |@,(x)| = 400 for x-almost all x in X <— fX(pdx #0.
n—oo

Here is the interpretation of this last equivalence: one introduces the fibered dy-
namical system on X x R given by (x,?) — (Tx,t + ¢(x)) which preserves the
infinite volume measure x ® dr; this dynamical system is conservative if and only
if the function ¢ has zero average.

Proof Suppose first f x ¢dx > 0. Then, by Birkhoff’s theorem, one has, x-almost
everywhere, ¢, ——> +o00.
n—oQ
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Similarly, when [, ¢ dx <0, one has ¢, —— —oc.
n—oo

Suppose now |- x ¢dx = 0 and let us prove that, for x-almost any x in X, there
exists arbitrarily large n such that ¢, (x)| < 1. Suppose this is not the case, that is,
for some p > 1, the set

A={xeX|Vn=p |g.(x)] > 1}

has positive measure.

Let us first explain roughly the idea of the proof. By definition of A, the intervals
of length 1 centered at ¢,, (x), for m integer such that 7" x sits in A, are disjoint. We
will see that by Birkhoftf’s Theorem this gives too many intervals since the sequence
©m (x) grows sublinearly.

Here is the precise proof. By Birkhoff’s theorem, for x-almost any x in X, one
has

Lon () ——0 and Lifm e10,n—111T™x € A}| —— x(4).
Pick such an x and fix ¢ > p such that, for any n > ¢, one has
lon(x)| < 75 x(A) and [{m €[0,n—1]|T"x € A}| = 2 x(A).
Then, for n > ¢, the set
E,={melg,n—1]|T"x € A}
admits at least %’ x (A) — g elements. For each m in E,, we consider the intervals
I = @ () = 3. m () + 3.
On the one hand, for m, m" in E, with m’ > m + p, as T" x belongs to A, one has
@m (X) = @m ()| = |@mr—m (T" )| > 1,
hence the intervals /,,, and [, are disjoint, so that one has
M (Unekdm) = 5 Ypep, » Un) = 5 G x(A) =),

where A denotes Lebesgue measure. On the other hand, for ¢ <m <n — 1, the
interval I, is included in [— 4% x (4) — 5 15X (A) + 11, so that

AM(Upeg, In) < ﬁX(A)n + 1.

Thus, for any n > ¢, one has
1,3
LR XA~ ) < £ x(A) + 1.

which is absurd, whence the result. O



Chapter 4
Linear Random Walks

The aim of this chapter is to prove the Law of Large Numbers for the norm a prod-
uct of random matrices when the representation is irreducible (Theorem 4.28) and
to prove the positivity of the first Lyapunov exponent when, moreover, this repre-
sentation is unimodular, unbounded and strongly irreducible (Theorem 4.31). To do
this, we have to understand the stationary measures on the projective space for such
irreducible actions. We will begin with the simplest case: when the representation is
strongly irreducible and proximal. In this case, we check that there exists a unique
w-stationary measure on the projective space. It is called the Furstenberg measure.

4.1 Linear Groups

In this section, we study semigroups I" of matrices over a local field. When I”
is irreducible, we define its proximal dimension. When, moreover, I is proxi-
mal, i.e. when the proximal dimension is 1, we define its limit set.

Let K be a local field. We recall that this means that K is either R or C, or a finite
extension of the field of p-adic numbers Q, for p a prime number, or the field of
Laurent series F, ((T")) with coefficients in the finite field F,, where g is a prime
power. Let V be a finite-dimensional K-vector space and d = dimg V.

When K is R or C, let || be the usual modulus on K and ¢ be the number e. Fix
a scalar product on V and let ||-|| denote the associated norm.

When K is non-Archimedean, let & be its valuation ring, & be a uniformizing
element of K, that is, a generator of the maximal ideal of &, and let ¢ be the car-
dinality of the finite field &'/ €. Equip K with the absolute value |-| such that
|r| = L. Fix a ultrametric norm ||-|| on V.

We glenote by P(V) := {lines in V'} the projective space of V and we denote by
G, (V) := {r-planes in V} the Grassmann variety of V when 0 <r <d.

We endow the ring of endomorphisms End(V') with the norm given by | | :=

If )l

max
v£0 V]

, for every endomorphism f of V.
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Recall that a nonzero endomorphism f of V is said to be proximal if f admits a
unique eigenvalue with maximal absolute value and if the multiplicity of this eigen-
value in the characteristic polynomial of f is 1. In this case, this eigenvalue and this
eigenspace are defined over K. Note that this amounts to saying that the action of f
on P(V) . P (Kerf9) admits an attracting fixed point, i.e. a point admitting a com-
pact neighborhood b7 such that, uniformly for x in b, the powers f"(x) converge
to this point. This point is sometimes denoted ij' € P(V) and sometimes x}'. This

line V;“ is the eigenspace of f whose eigenvalue has maximal absolute value. We

let Vf< C V denote the unique f-stable hyperplane with V;“ 04 Vf<. The action of
the adjoint map f™* of f on the dual space V* to V is also proximal and one has

(V5. =Vt and (V)5 =(VHT

Let I be a subsemigroup of GL(V'). Say that the action of I" on V is irreducible,
or that I' is irreducible, if every I'-stable subspace of V either equals V or {0}.
Say it is strongly irreducible, or that I is strongly irreducible, if, for any finite set
Vi, ..., V; of subspaces of V, if the set V| U--- U V] is I'-stable, then either there
exists | <i <lwithV;=VorVi=-.-=V, ={0}.

Let r := rr be the proximal dimension of I', i.e. the smallest integer » > 1 for
which there exists an endomorphism 7 in End(V') of rank r such that

7= lim A, g, withA, inKand g, in I'".
n—>od

Say I is proximal if rr = 1. For instance, when I contains a proximal element, the
semigroup I” is proximal.

The following lemma tells us that, when I is irreducible, the converse is also
true.

Lemma 4.1 Let I' be an irreducible proximal subsemigroup of GL(V). Then I
contains a proximal element.

Moreover, for any proper subspace W of V , there exists a proximal element g of
I with V;E ¢ W.

Proof Let w in End(V) be a rank one endomorphism such that & = lim;,— 00 A, gn
with A, in K and g, in G. As I' is irreducible, there exists &, &’ in I" with h(Imzx) ¢
W and A'h(Imx) ¢ Kerr. Then hmh’ is a multiple of a rank one projector whose
image is not included in W. Note that

hrh = nlgglo Anhgnh'.

We claim that the element hg, ' is proximal, for n large, and Vth'1 w € W.Indeed, if
b is a compact neighborhood of P(k(Ims)) in P(V) which intersects neither P(W)
nor P(W ~1(Kerr)), then, for n large, hg,h' (D) is contained in the interior of b and
the restriction of hg,h' to b is a %—contraction, thus, hg,h’ admits an attracting fixed
point in P(V'), which belongs to b. g
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The following Lemma 4.2 introduces the limit set in P(V) of an irreducible prox-
imal subsemigroup. This lemma is also useful when the representation is not proxi-
mal. Indeed, it introduces the limit set in the Grassmann variety of V on which one
controls the norms of the image vectors. This limit set will be used in the proof of
the Law of Large Numbers for the norm.

Lemma 4.2 Let I be an irreducible subsemigroup of GL(V) and let r = rp be its
proximal dimension. Let A, C G, (V) be the set of r-dimensional subspaces W of
V which are images of elements w in End(V) which belong to the closure KT .

(a) Then A’ is a minimal I'-invariant subset of G, (V). It is called the limit set of
I in G, (V).

(b) There exists C > 0 such that, for every g in I', W in A, and v, v' nonzero
in W, one has

' |

levl — ¢

i ==

el 4.1)

(c) Whenr =1, A}w is the unique minimal I -invariant subset of P(V), and is
called the limit set of I' in P(V).

We recall that a I"-invariant subset is said to be minimal if it is closed and all its
I"-orbits are dense.

Point (b) means that, on the limit 7-subspaces W € A’-, the elements of I" almost
act by similarities. When K = R, the constant C can be chosen to be C =1 for a
suitable choice of norms.

Remark 4.3 When K = R, the constant C can be chosen to be C =1 for a suitable
choice of norm (see Lemmas 6.23 and 6.33).

Remark 4.4 When r > 1, the I"-invariant subset A~ C G, (V) may not be the only
one which is minimal. Indeed, there may exist uncountably many minimal subsets in
G, (V). For example, let I’ =SO(d — 1, 1) acton V = A2R? with d > 6. One then
hasr =d — 2. We denote by ¢; j :=¢; Aej, with 1 <i < j <d, the standard basis
of V. For instance, when d = 7, r = 5 and the quadratic form is x1x7 —l—x% +-- ~+xé,
the subspace

W= {e12, €13, €14, €15, €1,6)

belongs to A’ while, for ¢ > 1, the subspaces
Wi i={e1,2, €13, €14, €1,5, €23 +te4s)
are in distinct compact orbits of I" in G, (V).

Proof of Lemma 4.2 (a) Fix W =Imm and W' =Im#’ in A’.. We want to prove
that W is in the closure of the I'-orbit of W’'. Since I' is irreducible, one can find
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g in I" such that the product wgn’ is nonzero. By definition of r, the product 7 g7’
has rank r. Write 7 = lim A, g, with A, € K, g, € I'. Then one has, as required,
n—o0

W= lim g,gW'.
n—oQ

(b) First, note_that, for any ¢ > 0, there exists an o > 0 such that, for any x €
P(V) and 7 in KI" with rank r, if d(x, P (Kerm)) > ¢, one has

Irwll = a7 flwll.

Indeed, if this were not the case, one could find a sequence of elements of KI with
rank r but with a nonzero cluster point of rank < r.

Using the compactness of the Grassmann varieties, we pick & > 0 such that, for
any U in G,_,(V) and U’ in G,,_,{(V), there exists a point x in P(U’) with
d(x,P(U)) > &, and we let a be as above. For g in I', W =Imz in A’ and v # 0
in W, we can find w in V such that rw = v and d (Kw, P (Kerm)) > €. We get

ozl flwl < vl <zl flwl

allgr| lwl < llgvll < llgzl lwl

hence

[P

[Eal

lgmll — lgvl
o= < <
lll = Al —

R[=

and (4.1) follows immediately.

(c) Same proof as in (a). Assume r = 1. Fix W =Imm in A} and x in P(V). We
want to prove that W is in the closure of the I"-orbit of x. Since I is irreducible,
one can find g in I" such that gx is not in Ker . Write 7 = nll)ngo Angn With &, € K,

gn € I'. Then one has W = lim g, gx, as required. O
n—oo

4.2 Stationary Measures on P(V) for V Strongly Irreducible

We study now the stationary measures v on the projective space for strongly
irreducible actions. We construct the Furstenberg boundary map. In partic-
ular, when the action is proximal, v is unique and its limit measures vy are
Dirac masses.

We keep the notations of Sect. 4.1. For a Borel probability measure © on GL(V),
we let I';, denote the smallest closed subsemigroup of GL(V') such that pu(17,) = 1.
We also keep the notations of Chap. 2 with G = GL(V). In particular, (B, %, B) is
the one-sided Bernoulli space with alphabet (G, ¥, ).

The following lemma tells us that the proximal dimension is reached by almost
every trajectory and it constructs the so-called Furstenberg boundary map.
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Lemma 4.5 Let  be a Borel probability measure on GL(V) such that I, is
strongly irreducible. Let r =rr, . Then

(a) There exists a Borel map & : B — G, (V) such that for B-almost any b in B,
every nonzero limit point f in End(V) of a sequence ’,by - - - by, with A, in K
has rank r and admits &(b) as its image.

(b) Let v be a pu-stationary Borel probability measure on P(V'). Then, for B-almost
any b in B, £(b) is the smallest vector subspace Vi, C V such that the limit
measure vy, is supported by P(Vp).

We shall use the strong irreducibility assumption in the following form:

Lemma 4.6 Let (v be a Borel probability measure on GL(V), rg > 0, v be a -
stationary Borel probability measure on G,,(V) and W be a proper nontrivial sub-
space of V.

(a) If Iy is irreducible, then one has v(G,,(W)) # 1.
(b) If I', is strongly irreducible, then one has v(G.,(W)) =0.

Proof (a) Let Wy be the intersection of all the vector subspaces W of V such that
v(G,,(W)) =1, that is, such that G,,(W) contains the support of v. We still have
v(G,,(Wp)) = 1. The equality

V(G (Wo)) = [ v(Gro (g7 Wo)) dia(g)
tells us that, for p-almost any g in GL(V'), one has
V(G (g™ ' Wo)) =1,

and hence Wy = g_l Wo. We get I'y Wy = Wy. Now, since Wy is nonzero and V' is
irreducible, we get Wy = V as required.

(b) Let r > r¢ be the smallest positive integer such that there exists a nontrivial
subspace W of V with dimension r such that v(G,,(W)) # 0. As, for any W; #
W, in G, (V), one has v(G,,(W; N W»)) = 0, for any countable family (W;);cn of
elements of G, (V), one has

ZieN U(Gro(Wi)) = V(UieN Gro(Wi)) <1
Hence, for any m > 0, the set of W in G, (V) with v(G,,(W)) > m is finite. Let

m:= sup v(G,(W))
WeG, (V)

and let M be the non-empty finite set
M :={W e G, (V) | v(Gr (W) =m}.
Again, for any W in M, the equality

V(G (W) = [ v(Gyry (g7 W) die(g)
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tells us that, for y-almost any g in G, g~! W belongs to M. Hence, the finite union
Uwem W is Iy-stable and, since I, is strongly irreducible, r is the dimension
of V, which completes the proof. U

Note that every endomorphism f of V induces a continuous map
P(V)NP(Ker f) - P(V).

Proof of Lemma 4.5 A crucial feature of the proof consists in dealing simultane-
ously with the statements (a) and (b). Let v be a u-stationary Borel probability
measure on P(V). Such a measure exists by Lemma 2.10. By Lemma 2.21, for 8-
almost any b in B, for any integer m > 0, for u*”-almost any g in G, one has

(b1 -bpg)sv ——> vp.
n—oo

We set £(b) to be the smallest vector subspace of V' such that

vp(P(§(D))) = 1.

Let f be a nonzero limit point in the space of endomorphisms of V' of a sequence
Anb1 -+ - b, with A, in K. By Lemma 4.6, one has v(P (Ker fg)) = 0 for any g in
GL(V). Hence, for any m in N, for *"-almost any g in GL(V), one has (fg)sv =
vp. Thus, by continuity, one gets

(fg)«v =vp, forany g in I',. 4.2)

In particular, one has

frv=vp.

On the one hand, this gives £(b) C Im f. On the other hand, this also gives
v(f~'&(b)) = 1, hence, by Lemma 4.6, one has f~'£(b) = V and £(b) D Im f.
This proves the equality £(b) = Im f. This proves simultaneously that the image
Im f does not depend on the choice of the limit point f and that the space £(b) does
not depend on the choice of the stationary measure v.

It only remains to check that dim&(b) = r. Let = be a rank r endomorphism of
V which is a limit

T = lim A,g,
n—o0
with A, in K and g, in I',. Since I, is irreducible, we can choose 7 in such a way

that f # 0. By Lemma 4.6, v(Kerm) = 0. Hence, applying (4.2) to g = g, and
passing to the limit, one gets

(f)sv =vp.

This proves that £(b) = Im (f7) and dim & (D) < r. By definition of r, this inequality
has to be an equality. g
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The following Proposition 4.7 is just a restatement of Lemma 4.5 when I, is
proximal. In this case the Furstenberg boundary map & takes its values in the pro-
jective space.

Proposition 4.7 Let u be a Borel probability measure on GL(V) such that I', is
proximal and strongly irreducible. Then there exists a unique [i-stationary Borel
probability measure v on P(V).

This probability v is p-proximal, i.e. there exists a Borel map

£:B— P(V)

such that, for B-almost any b in B, vy, is the Dirac mass at £(b) € P(V). In particu-
lar, one has v = £, 8.

For B-almost any b in B, every nonzero limit point f in End(V) of a sequence
Anbi - - by with Ay, in K has rank one and admits the line & (D) as its image.

Proof Thanks to Lemma 4.5, it only remains to check the uniqueness of the -
stationary probability measure v on P(V). Since r,, = 1, according to Lemma 4.5,
for B-almost any b in B, the corresponding limit measure vj, is a Dirac mass at the
point £(b). Hence by Lemma 2.19, one has v = fB Se)y dB (D). Il

Applying Lemma 4.5 to the dual representation, one gets:

Corollary 4.8 Let 1 be a Borel probability measure on GL(V) such that I'), is
strongly irreducible. Let r =rr,

(a) For B-almost any b in B, there exists a Vi, € Gy_, (V) such that every nonzero
limit point f in End(V) of a sequence Apby, - - - by with X, in K has rank r and
admits Vy, as its kernel.

(b) Forevery x in P(V), one has B({b€ B | x C Vp}) =0.

Proof (a) For g € GL(V) we denote by g* € GL(V*) the adjoint operator of g. The
adjoint subsemigroup 17 C GL(V*) is also strongly irreducible and one has

rr, =rry-

Hence we can apply Lemma 4.5 to the image measure p* of w by the adjoint map.
This tells us that, for B-almost any b in B and any A, in K, any nonzero limit value
of A,b} ---by is a rank r operator in End(V*) whose image £*(b) € G,(V*) does
not depend on the limit value. Let V, C V be the vector subspace

Vi = (E* (D).

Any limit value of A,b, ---b; is a rank r operator in End(V) whose kernel is this
vector subspace Vj.
(b) Note that, by construction, for f-almost any b in B, one has

EX(Th) = (b))~ '&%(b),
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so that, by Remark 2.20, the Borel probability measure v* on G,(V*) that is the
image of 8 by the map &£*, is u*-stationary. The result now follows from Lemma 4.6
applied to v*. O

Remark 4.9 The assumption that I}, is proximal is crucial in Proposition 4.7. For
instance, if one chooses w in such a way that I'}, is a connected compact subgroup
of GL(V) which acts irreducibly on V but which does not act transitively on P(V),
then there are infinitely many stationary measures on IP(V'), since every I, -orbit
carries one. One can give similar examples with a non-compact I'), by using the
group constructed in Remark 4.4.

Remark 4.10 The assumption that I, is strongly irreducible is also crucial in
Proposition 4.7. One cannot weaken it by just assuming I, to be irreducible. For

example, if G is the group of matrices of the form ((a) ag') or (u(_), g) with a #0
in R, which acts on R?, we let i be a compactly supported Borel probability mea-
sure on G such that I'j, = G. In this case, one checks that, since a centered random
walk on R is recurrent, for B-almost every b in B, the set of cluster points of the
sequence Rby --- b, € IP’(End(Rz)) contains both rank 1 and rank 2 matrices.

An analogous example can be constructed with a semisimple group G (see

Sect. 13.9 for details).

We will see in Sect. 4.3 how to take into account Remark 4.10 and how to adapt
the main results of Sect. 4.2 to general irreducible actions.

4.3 Virtually Invariant Subspaces

In this section, we introduce purely algebraic tools to reduce the study of ir-
reducible representations to the study of strongly irreducible representations.

Let I" be a subsemigroup of GL(V). We say that a subspace W of V is virtually
invariant under I' if the set 'W = {gW|g € I'} is finite. We say that a nonzero
virtually invariant subspace W is strongly irreducible if it does not contain a proper
nontrivial virtually invariant subspace. Note that, since V is finite-dimensional, there
always exists a strongly irreducible virtually invariant subspace W in V. Note that
this definition of strong irreducibility extends the one given in Sect. 4.1.

Lemma 4.11 Let I" be a subsemigroup of GL(V).

(a) If W is a virtually invariant subspace, so is gW forany g in I'.
(b) If, moreover, W is strongly irreducible, so is gW forany g in I'.
(c) If Wy and W, are virtually invariant subspaces, so are Wi + Wy and W1 N W,.

Proof (a) This follows from the fact that I'gW C I'W and even I'gW = "W, since
the latter set is finite.
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(b) is immediate if I" is a group. In general, this follows from the fact that any
finite subsemigroup of a group is a group. More precisely, there exist integers m > n
such that g W = ¢" W. Hence, setting i = g "~!, one gets hgW = W. Now, if
U C gW is virtually invariant, then, by (a), hU C W is also virtually invariant and
we get hU = W, hence U = gW, which was to be shown.

(c) One has g(W; + W) = gW; + gW; and g(W; N Wy) = gW; N gW>, for all
ginTl. U

The following lemma decomposes any irreducible representation as a sum of
strongly irreducible subspaces:

Lemma 4.12 Let I” be an irreducible subsemigroup of GL(V) and let W1, ..., W,
be a minimal family of virtually invariant and strongly irreducible subspaces of V
such that V is spanned by W1, ..., Wy. Then one has V=W & --- ® W,.

Proof By minimality, we have Wi N (W, + --- 4+ Wy) # Wy.
By Lemma 4.11, Wiy N (W3 + - - - + W) is a virtually invariant subspace.
Thus, we get W1 N (Wa + --- 4+ W) = {0} and the result follows. O

Note that such a family W; always exists. Note also that one cannot always expect
such a family W; to be invariant under the action of I". This is why we introduce
the following definition.

If I" is an irreducible subsemigroup of GL(V), we shall say that a family (V;);e;
of subspaces of V is a transitive strongly irreducible I'-family if, for any i, V;
is virtually invariant and strongly irreducible and if the family is /"-invariant and
transitively permuted by I". In other words, it is of the form "W, where W is a
virtually invariant and strongly irreducible subspace of V. Such a family necessarily
spans V since | J ger W spans a I'-invariant subspace of V and I" acts irreducibly
on V. Since V admits virtually invariant and strongly irreducible subspaces, it also
admits transitive strongly irreducible I"-families.

Example 4.13 If I' is a finite group, the V; have dimension 1. If I" is strongly
irreducible, one has V; = V.

Lemma 4.14 Let I" be an irreducible subsemigroup of GL(V), W be a nonzero
virtually invariant and strongly irreducible subspace of V and

I'y:={gel|gW=W]}.

Then the dimension of W and the proximal dimension of I'y in W do not depend
on W.

We call this proximal dimension r the virtual proximal dimension of I" and we
say I is virtually proximal if r = 1.
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Proof Let (V;);er be a transitive strongly irreducible I"-family in V. We claim that
the semigroups I; := I'y, all have the same proximal dimension in the spaces V;.
Indeed, let 7, j be in / and g, h be in I" with gV; = V; and hV; = V;. We get
gI;h C I';, hence the proximal dimension of I'; is bounded above by the proximal
dimension of [;. By reversing the roles of i and j, we get equality.

Now, by Lemma 4.12, one can find a subset J of [ such that one has V =
D, Vi. We let p; denote the projection on V; in this decomposition.

Let W be a virtually invariant and strongly irreducible nonzero subspace of V.
As W is nonzero, there exists an i € J with p; (W) # {0}. We claim that p; induces
an isomorphism between W and V;. Indeed, since the set I'W x [ [ ;. , I'V; is finite,
if A=TwnN()ec, I'j, there exists a finite subset F of I" such that I" = F A. Hence,
since the spaces p; (W) and W N Ker p; are A-invariant, they are virtually invariant.
Since p; (W) is a nonzero subspace of V;, we get p; (W) = V;. Since W N Ker p;
is a proper subspace of W, we get W N Ker p; = {0}, which was to be shown. In
particular, W and V; have the same dimension.

Let now g, be a sequence in I'yy and A, be a sequence in K such that A, g,
converges in the space of endomorphisms of W towards a map w with rank the
proximal dimension r of I'yy in W. Since the set I'w (V) jey is finite, one can find a
finite subset F’ C I'ly such that I'y = F’A. Thus, for any n in N, there exists an f,
in F" with f,g,V; = V; forany j in J. In other words, after having replaced g, by
Jngn and taken a subsequence, one can assume g, € I'y; for any n, for any j in J.
In particular p;g, = g, pi. Since p; induces an isomorphism between W and V;,
the sequence X, g, converges in the space of endomorphisms of V; towards a rank r
map and the proximal dimension of I3 in V; is bounded by r. The result follows by
exchanging the roles of the I"-families (V;);c; and I'W. O

4.4 Stationary Measures on P(V)

We will now use the language of Sect. 4.3 to extend the study of stationary
measures on projective spaces to irreducible actions which are not strongly
irreducible. An alternative approach will be explained in Chap. 5.

Here is the extension of Lemma 4.5 which constructs the Furstenberg boundary
map.

Lemma 4.15 Let u be a Borel probability measure on GL(V) such that the semi-
group I'y, is irreducible. Let r be the virtual proximal dimension of T'. Let (V;)iel
be a transitive strongly irreducible I',-family. Then

(a) There exist Borel maps &y, : B — G.(V;), for i € I, such that, for any i, j
in I, for B-almost any b in B, every nonzero limit point f in Hom(V;, V;) of a
sequence ,,by - - by, |V_,- with A, in K has rank r and admits &y, (b) as its image.

(b) Let v be a p-stationary Borel probability measure on U;c;P (V;). Then, for B-
almost any b in B, &y, (b) is the smallest vector subspace V;, C V; such that
the limit measure vy, is supported by U;cP(V; p).
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Remark 4.16 By construction these maps &y, satisfy the following equivariance
property. For all i, j in I and B-almost all b in B such that b1 V; = V;, one has

§v,(b) =b1 &y, (TD).
Here is the extension of Lemma 4.6.

Lemma 4.17 Let p be a Borel probability measure on GL(V) such that I, is
irreducible. Let W be a virtually invariant and strongly irreducible subspace of V
for I'yy. Let ro > 0 and v be a p-stationary Borel probability measure on G, (V).
Then, for any proper nontrivial subspace U of W, one has v(G,,(U)) = 0.

Proof Same proof as for Lemma 4.6. 0

Proof of Lemma 4.15 We copy the proof of Lemma 4.5, taking into account the
subspaces V; which are permuted by I". We simultaneously prove the two state-
ments. Let v be a u-stationary Borel probability measure on X. We set v; for the
restriction of v to P(V;) and, for S-almost all b in B, we set v; ; for the restriction
of v, to P(V;). By Lemma 2.21, for S-almost any b in B, for any integer m > 0, for
w*™-almost any g in G , one has (by ---b,g)sv — W We set &y, (b) to be the

smallest vector subspace of V; such that v, (P(§y, (b)) = 1.
Leti, j, kin I and g in GL(V) be such that gV; = V;. Let f € Hom(V;, V;) be
a nonzero limit point of a sequence A, by - - - by | vj with A, in K. By lemma 4.17, one

has v(P (Kervk fg)) = 0. Hence, for any m in N, for u*"-almost any g in GL(V)
such that gV = V;, one has (fg)«vr = v; . Thus, by continuity, one gets

(fg)«vk =vip, for any g in I',, such that gV = V;. 4.3)
In particular, one has
fevji =vip.
Hence, using again Lemma 4.17, one has the equality
§v,(b) = f(V)).

This simultaneously proves that the image f(V;) does not depend on the limit point
S and that the space &y, (b) does not depend on the choice of the stationary mea-
sure v.

It remains only to check that dim&y, (b) =r. Let w € End(V;) be a rank r ele-
ment which is a limit

7 = lim kng,1|vj
n—>oo

with A, in K and g, in I';, g, V; = V. Since the stabilizer of V; in I}, is irreducible
in V;, we can choose  in such a way that f7 # 0. By Lemma 4.6, v(Kervjrr) =0.
Hence, applying (4.3) to g = g, and passing to the limit, one gets

(fm)svj =Vip.
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This proves that &y, (b) = fm(V;) and dimé&y, (b) < r. By definition of r, this in-
equality has to be an equality. g

Focusing on virtually proximal representations, one obtains the following exten-
sion of Proposition 4.7.

Proposition 4.18 Let v be a Borel probability measure on GL(V) such that the
semigroup I, is irreducible and virtually proximal. Let (V;)ic; be a transitive
strongly irreducible I'-family. Then there exists a unique [i-stationary Borel proba-
bility measure v on U;cPV;.

This probability v is p-proximal over I, i.e. for each i in I, there exists a Borel
map

§:B—>P (V)

such that, for B-almost any b in B, vy, is the average |Tl\ >
one has vipv,) = (§)«B.

For i, j € I, for B-almost any b in B, every nonzero limit point f of a sequence
An(by - ~b,1)|vj € Hom(V;, V;) with A, in K has rank one and admits the line &; (b)
as its image.

ic1 05 - In particular,

Remark 4.19 When K = R, one can prove that every ergodic stationary measure
on P(V) is of the form described in Lemma 4.15, i.e. is supported by U;c;P(V;) for
some transitive strongly irreducible I'},-family (this is explained in [17]). When K
is non-Archimedean, a counter-example is constructed in Sect. 13.9.

Proof Thanks to Lemma 4.15, it only remains to check the uniqueness of the u-
stationary measure v on U;¢;P(V). Note first that the semigroup I” acts on the finite
set I and hence, by the maximum principle, the image of v on [ is I"-invariant.

Since rr, = 1, according to Lemma 4.15, for S-almost any b in B, the corre-
sponding limit measure vy, is given by the formula

Vb= 111 Lier S (b)- (44)
Hence v is unique since by Lemma 2.19, one has v = fB vy dB(b). U

Applying Lemma 4.15 to the dual representation, one obtains the following ex-
tension of Corollary 4.8.

Corollary 4.20 Let u be a Borel probability measure on GL(V) such that the
semigroup Iy, is irreducible. Let r be the virtual proximal dimension of I',,, and W
be a virtually invariant and strongly irreducible subspace of V. Then

(a) For B-almost any b in B, there exists a Wy € G4, (W) such that every nonzero
limit point f in Hom(W, V) of a sequence A,b,, - - - bi|w with A, in K has rank
r and admits Wy, as its kernel.

(b) Forevery x in P(V), one has B({b € B | x C Wp}) =0.
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Proof (a) For g € GL(V) we denote by g* € GL(V*) the adjoint operator of g.
The adjoint subsemigroup I, C GL(V*) is also irreducible with virtual proximal
dimension r. Let U be a virtually invariant and strongly irreducible subspace of V*
such that the restriction to U of the natural map i* : V* — W* is nonzero. Since the
image of U in W* is virtually invariant, i* maps U onto W* isomorphically. Let
&}, : B— G, (U) be the map constructed in Lemma 4.15. For b in B, we set

Wi = (i*Ey (b)) ™,

which is a codimension r subspace of W and we claim that the corollary holds for
this choice of the map b > Wj,.

Indeed, let b be in B such that the conclusion of Lemma 4.15 holds for b and the
transitive strongly irreducible I',-family I, U. Let A; be a sequence in K and ny
be a sequence of positive integers such that the sequence A (by, - - -b1)|w admits a
nonzero limit point 7 in Hom(W, V). After possibly extracting a subsequence, one
can assume there exists subspaces W’ of V and U’ of V* such that, for any k, one
has

by, ---biyW =W’ and bT~~~b:kU/=U.

In particular, i* induces an isomorphism between U’ and (W')*. Now, by construc-
tion and by Lemma 4.15, the restriction of Axby --- by to U " converges towards a
rank r element @ of Hom(U’, U) with image &y (b) and we get rrl";], =i*w, so that
7 has rank r and kernel W}, which was to be shown.

(b) First note that, by definition, if x ¢ W, one has

Bb e B[x C Wy} =0,

so that we can assume x C W. We keep the notations of (a) and we set X = xtnu,
which is a proper subspace of U. For f-almost any b in B, one has the equivalence

xC W, < &/(b) CX.

Let (V;)ier be the transitive strongly irreducible I -family /77U and, for f-almost
any b in B, for i in I, let V;‘b be the subspace constructed in Lemma 4.15. We

set v*(b) = ﬁ Dier ‘SVi*b which is a Borel probability measure on G, (V*). By con-

struction, for f-almost any b in B, one has v}, = (b’{)’1 v, so that, by Remark 2.20,
the Borel probability measure v* = [ v dB(b) is p*-stationary. The conclusion
now follows from Lemma 4.6 since one has

B{b e B|x CWp}) = [I|v(G(X)). O

4.5 Norms of Vectors and Norms of Matrices

In this section we prove that for almost every trajectory b, the size of all the
columns of the matrix by, - - - b1 are comparable.
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Proposition 4.21 Let i be a Borel probability measure on GL(V) such that I’ is
strongly irreducible. For any nonzero vector v in 'V, for B-almost any b in B, there
exists an € > 0 such that, for any n € N, one has

b - -brvll = by - - - ball vl - (4.5)
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Remark 4.22 In Proposition 4.21, one cannot replace the assumption “I', is
strongly irreducible” by “I', is irreducible”. Indeed there may exist two virtually
invariant and strongly irreducible subspaces V; and V; of V such that, for 8-almost
every b in B, one has

by - -~ b1y, ||
sup ————— =
n=1 1bn -+ b1l |l

An example of such a situation will be constructed in Sect. 13.9.

If we only assume that “I'}, is irreducible”, we have to replace inequality (4.5)
by inequality (4.6). This is the content of the following proposition.

Proposition 4.23 Let u be a Borel probability measure on GL(V') such that T,
is irreducible. Let (V;);e; be a transitive strongly irreducible I'y-family. For any i
in I, v nonzero in V;, for B-almost any b in B, there exists an € > 0 such that, for
any n € N, one has

1bn - brvll = ellby - bily; | V]l (4.6)
To estimate norms of random products, we shall use the following

Lemma 4.24 Let (g,)neN be a sequence of elements of GL(V) and f € End(V)

be a nonzero limit of a sequence A, g, with A, in K.

(a) Then, for any compact subset M of P(V) \IP (Ker f), there exists a real number
& > 0 such that, for any n € N and any v in V with Rv € M, one has

lignvll = € lignll vl .

d
(b) If f is non-invertible, one has lgnl™ 5

[detgnl n—oo
r+1
Iea .
IN* gnll n—o00

(c) More precisely, if f has rank r < d, one has

Proof These statements are proved by contradiction. After a renormalization, we
may assume that the sequence g, converges towards f. In particular, one has
lgnll —— 11/l #0.
n—oo . . .
(a) If there exists a sequence of nonzero vectors v, with Kv, in M such that the

ratio vl goes to 0, then one can assume that v,, converges to a nonzero vector

lgn Mol )
Uoo. The line Kv is also in M and the limit ratio ”%rfﬂ”

is nonzero.
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d
(b) Tf 821" is bounded, then f is invertible.

r+1 .
(o) If ””A”’,"Jrnlg i is bounded, then A’1! f is nonzero. O
n

Proof of Proposition 4.23 For any x in [P (V;), one has, by Corollary 4.20,
B({beB|xCVip}) =0,

so that our statement follows from Lemma 4.24.a. O
The following corollary tells us that the random walk on V ~ {0} is transient.

Corollary 4.25 Let pu be a Borel probability measure on GL(V) such that T’ is
irreducible. If, for some virtually invariant and strongly irreducible subspace W
of V, the image in PGL(W) of the stabilizer I'y, w of W in I'}, is not bounded, then,
for any nonzero vector v in V, for B-almost any b in B, one has

lim ||by - - byv]| = 0o. 4.7
n—oo

Note that, if I" is an irreducible subsemigroup of GL(V), then the virtual prox-
imal dimension of I" equals the dimension of some (equivalently any) virtually in-
variant and strongly irreducible subspace W if and only if, for some (equivalently
any) such subspace W, the image in PGL(W) of the stabilizer Iy of W is bounded.

Proof Let r be the virtual proximal dimension of I,. Let (V;);cs be a transitive
strongly irreducible I'),-family. All these spaces V; have the same dimension, call
it do. Since the image of I'), in PGL(V) is unbounded, one has r < dp.
It is enough to prove (4.7) for v in one V;. According to (4.6), for B-almost all b

in B, the sequence

bn--b1ly; |

1bn--brvll
is bounded above. Since r < dy, according to Lemma 4.15 and Lemma 4.24(b), for
B-almost all b in B, one has

lim by --- b1y, || = oo.
n— oo
This proves (4.7). Il

Remark 4.26 Here is a slight improvement of Proposition 4.21, which we will not
use in this book, in which the convergence in v is uniform. This statement has a
similar proof (See [13, Cor. 5.5]):

Let (v be a Borel probability measure on GL(V) such that I', is strongly irre-
ducible. For any o < 1 there exists an € > 0 such that for any nonzero vector v in 'V,
one has

BUD € B | by---brvll = €|y ---brll vl foralln = 1}) > a. (4.8)
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4.6 The Law of Large Numbers on P(V)

We now introduce the norm cocycle on the projective space which, roughly
speaking, controls the growth of the norm of a matrix, and we prove the Law
of Large Numbers for this cocycle.

We want to describe the behavior of the norm of the product of random ele-
ments of the group G := GL(V) that are independent and identically distributed
with law u. For any g in G, we set

N(g):=max (llgl.[g"]). (4.9)
and for x in the space X :=P(V),
o(g.x) :=log el (4.10)

where v is a nonzero element of the line x. The map o : G x X — R is a continuous
cocycle which we will call the norm cocycle. The function ogyp : G — R introduced
in (3.7) is given here by

osup(g) =log N(g).

We will say that a Borel probability measure 1 on GL(V) has a finite first mo-
ment if one has f ¢ 1og N(g)du(g) < oo (which does not depend on the choice of
the norm). In this case the sequence of real numbers ( [ clogllglldu™ (g)) is subad-
ditive. We set

_ . 1 *n
A= lim — log llgll die™ (g)
GL(V)

n—oon

and we call it the first Lyapunov exponent of p. From Kingman’s subadditive ergodic
theorem we get the following very general fact:

Lemma 4.27 Let v be a Borel probability measure on GL(V) with a finite first
moment. Then, for B-almost any b in B, one has

1

—log by -+ b1|l —— Ay,u and
n n— 00

1

—log by -+ byl ——> A1

n n—00

and these sequences also converge in L' (B, B).

Proof For any n > 1 set, for b in B,
Ju(D) =log by --- byl

Then f, is integrable. Furthermore, one has f,,+,, < f, + fin o T", for any m, n,
where T is the shift map on B. By Kingman’s subadditive ergodic theorem (see for
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example [120]), the sequence % f converges almost everywhere and in L' (B, )
towards nlingo % S5 fndB.

In addition, since, for every g in EndV, one has || g|| = ||'g|| (where ‘g denotes
the adjoint map of g, acting on the dual space V*), we get

— 1i l t *n
Al = lim log|I"glldu™ (g)
GL(V)

n—oon

and hence, for f-almost any b in B,
1 1 . .
—log||by---bull = —1log|I"by - - - "b1 || —— A1
n n n—oo
and the sequence also converges in L' (B, ). 0

We will show that, when I', is irreducible, the first Lyapunov exponent A1 ,, may
be given an alternate definition. The following Theorem 4.28(b) is the Law of Large
Numbers for the norm cocycle. The L!-convergence in this Law of Large Numbers
is useful in order to check that all the definitions of the Lyapunov exponent are
equivalent.

Theorem 4.28 Law of Large Numbers for ||gv|| Let u be a Borel probability mea-
sure on G = GL(V) with I}, irreducible and with a finite first moment, i.e. such
that fG log N(g)du(g) < oo. Let v be a u-stationary Borel probability measure on
X =P(V).

(a) Then the norm cocycle o is (u ® v)-integrable, i.e.
Joxxloldu®v) < oo
and its average is equal to the first Lyapunov exponent of |
Mu=Joexodu®v).
In particular, it does not depend on v. Indeed, for B-almost any b in B, one has

Dlogllby -+ b1 | —— Ay p-
n—oo

Moreover this sequence also converges in L' (B, B).
(b) For any x in P(V), for B-almost any b in B, one has

1
ﬁa(bzz ---b1,x) n—)oo) )\1,p,~

This sequence also converges in L' (B, B) uniformly for x € P(V).
(c) One has,

rllfG logliglldu™ (g) m A
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(d) Uniformly for x in P(V), one has,

1

" fG o(g,x)du™(g) —= Alp-

In Theorem 4.28, one does not assume I, to be proximal, hence the p-stationary
measure v on X may not be unique.

Proof (a) For any g in GL(V) and x in P(V), one has

lo (g, x)| =log N(g), (4.11)

thus o is 4 ® v integrable and its average o, (v) := foX o d(u ®v) is well-defined.
We want to prove that this average does not depend on v. We may assume that v is
ergodic.

We will use the forward dynamical system on B x X. By Proposition 2.9, the
Borel probability measure 8 ® v is invariant and ergodic under the transforma-
tion TX : B x X — B x X, (b, x) = (Tbh, b1x). The function (b, x) — ¢(b, x) :=
o(by,x) on B x X is B ® v-integrable. By definition, for any (b, x) in B x X, any
v # 0 1in x and any n in N, the n-th Birkhoff sum of ¢ is given by

@n(b,x) =0 (by---b1,x) =logllb, - - - brv]|| —log]v].
By Birkhoff’s theorem, for 8 ® v-almost any (b, x) in B x P(V), one has,
wn(b.x) —— 0, (v).
In particular,
liminf ; log|1b, -~ bill = 6, (v).

Since, by Lemma 4.6, for any proper subspace W of V, one has v(P(W)) < 1,
one can find a basis (v;)1<i<g of V such that, for -almost all b in B, for all i, one
has

Llogllby -+ brvill —— 0, (v).
n—0o0

Since all the norms of the finite-dimensional vector space End(V') are comparable,
there exists an ¢ > 0 such that, for any g in GL(V), one has

max [ gvill >e¢llgll.
1<i<d

As a consequence, for -almost all b in B, one has

limsup Llog l|b, -+ b1 ]| < 0, (v)
n—oo

and hence

Llog by -+ b1l —— 0, (). (4.12)
n—o0
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In particular, o, (v) does not depend on v and is equal to A , by Lemma 4.27.

Still by Lemma 4.27, the sequence (4.12) of integrable functions also converges
in L1(B, B). Let us also prove it directly in this case. It is enough to check that this
sequence is uniformly integrable. This follows from the fact that these functions are
bounded by the functions

W, (b) ==+ 31_ log N (b)),

and that the sequence ¥, is uniformly integrable since, by the Law of Large Num-
bers (Theorem A.5), it converges in L' (B, )

V(b) — [ log N(9)ducg).

(b) This follows from (a) and Theorem 3.9.
(c) Again, this follows from Lemma 4.27, but can be established directly, since,
from the convergence in LY(B, B) proven in (a), one gets

i Jglogligldu™ (9) = [ylogibn - billdB(B) —— A .
(d) By (b), one gets
i 6o (g 0)duw ()= [yo(bu---b1.x)dB(B) —— hyp,
uniformly for x in P(V'), which was to be shown. O

Remark 4.29 In the general context of Theorem 3.9, for every g, g’ in G one still
has

Gsup(gg/) = Usup(g) + Usup(g/)~

Hence, as in the proof of Lemma 4.27, by Kingman’s subadditive ergodic Theorem
[120], one knows that there exists a real constant «, such that, for S-almost every b
in B,

1
5 0sup(by -+ - b1) m K-
By construction one has the inequality
o <Ky

We have just shown that, in the context of Theorem 4.28, this inequality is indeed
an equality. However, in the general context of Theorem 3.9 this inequality is not
always an equality. To get an example, one can choose G to be SL(V), u to be
a Borel probability measure on G such that I, is strongly irreducible and X =
P(V), as in Theorem 4.28, but one replaces the cocycle o by its opposite. Then, by
Theorem 4.31 below, o, is negative whereas «,, is non-negative.
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4.7 Positivity of the First Lyapunov Exponent

In this section we use the method of Guivarc’h and Raugi to prove the pos-
itivity of the first Lyapunov exponent, which is originally due to Fursten-
berg. This method relies on the linear speed of divergence of Birkhoff sums
(Lemma 3.18).

We keep the notations of Sect. 4.6. For any g in G, set
3(g) == tlog|detgl, (4.13)

where d is the dimension of V.
We will need the following elementary lemma.

Lemma 4.30 For any g in GL(V), one has

|detg] < [1g]l* and 18(g) <log N (g).

Proof Equip V with a Haar measure . For any r > 0, let B(r) C V be the closed
ball with radius r and center 0. When K is Archimedean, we have A(B(r)) =
rx(B(1)). When K is non-Archimedean, we have A(B(gr)) = qu(B(r)), where
q is the cardinality of the residual field of K. In both cases, one has

O0<R:= supr_dA(B(r)) < 00.

r>0

For any g in GL(V) and r > 0, we have g B(r) C B(||g|l r), hence
|det g| A(B(r)) = A(g B(r)) C A(B(lgllr) <r!ligl” R,

whence the first inequality. The second follows by applying the first one to g and
-1
g . g

Note that, as the determinant is a morphism G — K*, the random sequence
8(by, - - - by) is a sum of independent and identically distributed elements of R. When
the function log N is pu-integrable, the function ¢ is also p-integrable, and, by the
classical Law of Large Numbers, for 8-almost all b in B, one has

%3(bn-~-b1)mau, where 8, := [,; 8du. (4.14)
In the following theorem, we keep the notations of Theorem 4.28.

Theorem 4.31 Positivity of the first Lyapunov exponent Let i be a Borel probabil-
ity measure on G = GL(V') with a finite first moment, i.e. fG log N(g)du(g) < oco.
Assume that T' is strongly irreducible and that the image of I';, in PGL(V) is not
bounded.

Then the first Lyapunov exponent A1, satisfies

A > 8y
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When p is supported by SL(V'), one can restate Theorem 4.31 as:

Corollary 4.32 Let v be a Borel probability measure on SL(V) with a finite first
moment. If I',, is strongly irreducible and unbounded, then the first Lyapunov expo-
nent is positive: Ay, > 0.

Remark 4.33 There are various proofs for the positivity of the first Lyapunov ex-
ponent relying on the spectral gap of an operator acting on a Hilbert space. For
instance the original proof of Furstenberg is based on Kesten’s amenability criterion
in [76]. See also [124] or [116]. Here we will follow an argument due to Guivarc’h
and Raugi which does not rely on a spectral gap.

Remark 4.34 In Theorem 4.31, one cannot replace the assumption “I'}, is strongly
irreducible” by “I'y, is irreducible”. This can be seen on the example of Re-

mark 4.10. In this example, the group G consists of matrices of the form ((a) u(_) | )
or ( 091 o) with @ # 0 in R, the Borel probability measure 1 on G is compactly
supported and satisfies I, = G. In this case, the first Lyapunov exponent of 1 on

RZis A1, =0 (see Proposition 5.9).

We will prove the following slightly more general theorem, without the strong
irreducibility assumption. In this theorem, the assumptions are similar to the as-
sumptions in Corollary 4.25.

Theorem 4.35 Let i be a Borel probability measure on the group G = GL(V)
such that ', is irreducible and fG log N(g)du(g) < oo. If, for some virtually in-
variant and strongly irreducible subspace W of V, the image of I',, w in PGL(W)
is not bounded, then one has Ay, > 8.

One could first prove Theorem 4.31 and deduce the more general Theorem 4.35
by using the measure induced by w on a finite index subgroup as in Sect. 5.3 below.
Instead, we will give a direct proof:

Proof The key step is Lemma 3.18.

Let (V})ier be a transitive strongly irreducible I, -family in V' and let d; be the
dimension of these subspaces. For i in 7, equip V; with an alternate d;-form w; .

First, let us give a formula for the computation of determinants. Let A C GL(V)
be the subgroup spanned by I, and A C A be the finite index normal subgroup
of those g in A such that gV; C V; forany i in . We set F = A/A and we let A
(and F) act on [ in the natural way, that is, for any g in A and i in I, we set gi = j,
where j is such that gV; = V;. For g in A and i in I, let D;(g) be the determinant
of g, viewed as a linear map from (V;, w;) to (Vy;, wg;), and

1
8i(g) = —-log|Di(8)].
1
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We claim that, for any g in A, one has the equality

5(8) = 17y Lier 8i(8)- (4.15)

In order to prove this equality, we fix a minimal subset J C I such that V is spanned
by (Vi)ies. Then, by Lemma 4.12, one has V = @iel V;. In particular, |J| = j—l
and, for any g in A and f in F, one has

detv () =[l;crs Di(8),
hence

dety ()" =TT yer [Ticps Di(8) = ([Tie; Di(e))?,

where p = |J|% = j—l%. Now, the map A — K*,

g+ ([Tie; Di(g)P dety (g)~!F

is a group morphism. Since it is trivial on the finite index subgroup A, it takes
values in the group of roots of 1 in K*. In particular, taking absolute values, we get
equality (4.15).

For B-almost any b in B, for any i in I, we let V; ;, C V; be as in Corollary 4.20
so that any nonzero cluster point in Hom(V;, V) of a sequence A,b, ---bi|y, with
An in K has kernel V; 5. Since the virtual proximal dimension of I, is < dj, one has
Vi.b # {0}, hence, by Lemma 4.24(b),

log(|b -+ bily, |) = 8 (bu - --b1) —— 0. (4.16)

Let us fix an ergodic u-stationary Borel probability measure v on | J;; P (V;).
Such a measure exists by Lemma 2.10. By Proposition 4.23, for 8-almost any b
in B, for v-almost any x in P(V), there exists an ¢ > 0 such that, for v # 0 in x, one
has

bn - -brvll = & ||bu--bilv,o | Il foralln > 1, (4.17)
where i (x) € I is such that x € P (Vi(x)). From (4.16) and (4.17), we get

o(by---b1,x) = 8ix)(by---b1) —— o0. (4.18)
n— 00

We use again the forward dynamical system on B x X. By Proposition 2.9, the
Borel probability measure 8 ® v is invariant and ergodic under the transformation

TX:Bx X — Bx X, (b,x) > (Th, b1x).

Set, for b in B and x in |, .; P(V}),

iel

b, x)=0(b1,x) — 8ix)(b1).
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Then (4.18) reads as
Yilo e o (THF — oo,
n—o0
B ® v-almost everywhere. By Lemma 3.18, we get

foP(V) pd(B®Vv) > 0.

We claim we have foIP’(V) pd(B ® v) = A1, — 8y, which finishes the proof.
Indeed, on one hand, by Theorem 4.28, we have

foﬂm(v)U(bl,X)d(ﬁ ®@V) =X u.

On the other hand, since, by Proposition 4.18, for any i in I, one has v(IP (V;)) = 4

11’
we get
fBXUieI]P(Vi) Si(x)(bl)d('g ®v) = ﬁ Ziel fG 3i(g)du(g) = 8M,

where the last equality follows from (4.14) and (4.15). O

4.8 Proximal and Non-proximal Representations

In this section we explain a method which allows us to control norms of ma-
trices thanks to norms in proximal irreducible representations.

This purely algebraic method will not be used before Sect. 14.5.

Lemma 4.36 Let K be a local field and V =K¢. Let " be a strongly irreducible
sub-semigroup of GL(V). Let r > 1 be the proximal dimension of I' in V, and
let V. C NV be the subspace spanned by the lines N w(V), where 7 is a rank r
element of KI'. Then,

(a) V, admits a largest proper I -invariant subspace U, .

(b) The action of I' on the quotient V. := V, /U, is proximal and strongly irre-
ducible.

(c) Moreover, there exists a C > 1 such that, for any g in I, one has

C gl < I A gllvy <llgll”. (4.19)

Remark 4.37 When K has characteristic 0, the action of I" on A"V is semisimple
and V! =V,.

When K = R, the constant C can be chosen to be equal to 1 for a suitable choice
of norms.



74 4 Linear Random Walks

Proof (a) We will prove that V, contains a largest proper I"-invariant subspace and
that this space is equal to

U, :=NgKery, (A"7), where  runs among all rank r elements of KT.

This space U, is clearly I"-invariant. We have to check that the only I"-invariant
subspace U of V. which is not included in U, is U = V,.. Let m be a rank r ele-
ment of KI” such that U is not included in Ker(A" 7). The endomorphism A" 7 is
proximal and one has

Nr(U) CU.

As A" has rank one, one has
Im(A"7) C U.

Let 7’ be any rank r element of KI". Since I” is irreducible in V, there exists an f
in I" such that 7’ fr # 0. As 7w’ fr also belongs to KI', we get rk(xr’ f7) = r and,
since A" (' f) preserves U, one has

Im(A" ") =Im(A" (' 7)) C U.

Since this holds for any 7/, by definition of V,, we get U = V,., which was to be
shown. L

(b) The above argument proves also that, for any rank » element 7= of KI”, one
has

Im(A") = A"7(V;) and Im(A" ) ¢ U,. (4.20)

In particular, the action of I” on the quotient space V, := V,./ U, is proximal.

We prove now that the action of I” on V/ is strongly irreducible. Let U(yy, ..., Uy
be subspaces of V., all of them containing U,, such that I" preserves Uy U --- U
U Since V/ is I'-irreducible, the spaces U(yy, ..., U span V,. Let A C I be
the sub-semigroup

A={gel |gUs =Ug foralll <i<{}.
There exists a finite subset /' C I" such that
I'=AF=FA.

In particular, since I is strongly irreducible in V, so is A. Besides, A also has prox-
imal dimension r and, since KI' = KAF, V, is also spanned by the lines Im(A”" 1)
for rank r elements 7 of KA. By applying the first part of the proof to A, since
the A-invariant subspaces U(;) span V., one of them is equal to V.. Therefore, V/ is
strongly irreducible.

(c) We want to prove the bounds (4.19). First, for g in GL(V), one has

A" gl < llgll"
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As for g in I', we have (A"g)V, =V, and (A" g)U, = U,, we get
A" gllv, < ligll”.
Assume now there exists a sequence (g,) in I with
lignll ™" Il A" gnllv; — 0

and let us reach a contradiction. When K is R, set A, = ||g,||~". In general, pick
An in K such that sup, |log(|A,]lIgx )| < co. After extracting a subsequence, we
may assume A,g, — 7, where 7 is a nonzero element of K. In particular, 7 has
rank > r and we have A; A" g, — A"m. Thus, since [[A, A" gnlly, — 0, we get
| A" mlly, =0, that is,

A7 (V,) C U,.

We argue now as in (a). Let 7’ be a rank r element of KI". Since I' is irreducible
in V, there exists an f in I" such that 7’ fr # 0. Since 7’ f 7 has rank at least r, it
has rank exactly r and, since A" (z’ f) preserves U,, one has

Im(A" ") =Im(A" (7' 7)) C U,.
This contradicts (4.20). O

Here is an application of Lemma 4.36. We use the notations of Lemma 4.2.

Lemma 4.38 Let K be a local field and V =K9. Let j1 be a Borel probability mea-
sure on GL(V) such that the semigroup I" := I',, is strongly irreducible. Let r > 1
be the proximal dimension of I' in V and A’ be the limit set of I in the Grassmann
variety G,.(V). Then there exists a unique -stationary Borel probability measure
v on A’

Remark 4.39 When r > 1, the measure v, may not be the only p-stationary measure
on the Grassmannian G, (V). Indeed, there may exist uncountably many ergodic u-
stationary probability measures on G, (V). See Remark 4.4 for an example.

Proof According to Lemma 4.36, there exists a strongly irreducible and proximal
representation o’ : I' — GL(V)) in a K-vectorspace V/ and a I'-equivariant em-
bedding i) : A’ — P(V/). Since, by Proposition 4.7, the u-stationary probability
measure on P(V}) is unique, then the u-stationary probability measure on A’ is
also unique. U

Remark 4.40 One can reinterpret this unique p-stationary probability measure v,
on the limit set A’ thanks to the Furstenberg boundary map & : B — G, (V) intro-
duced in Lemma 4.5. Indeed v, is equal to the image v, = &,(8) of the Bernoulli
probability measure 8 on B by the Furstenberg boundary map &.



Chapter 5
Finite Index Subsemigroups

This chapter contains general results relating the random walks on a semigroup and
the induced random walks on its finite index subsemigroups.

5.1 The Expected Birkhoff Sum at the First Return Time
We begin with a general result from ergodic theory, relating averages of an
ergodic dynamical system with averages for an induced dynamical system.

Let (X, 27, x) be a probability space, equipped with a measure-preserving map 7,
and ¢ be a .2 -measurable function on X. Let A C X be a 2 -measurable subset
such that

x(UgZoT ™1 (A) = 1. (5.1)
For y-almost any x in X, we introduce the first return time
ta(x) =min{n > 1|T"x € A},
which is almost surely finite, and the corresponding Birkhoff sum

PA(X) = @(x) + @(Tx) + -+ (T,

Lemma 5.1 Let (X, 2, x) be a probability space, equipped with a measure-
preserving transformation T. Let A be an element of X satisfying (5.1). Then,
for any integrable function ¢ on X, @4 is integrable on A and one has

Savadx = [yedx. (52)

Remark 5.2 When ¢ = 1, this is just Kac’s formula fA tadyx =1.
When T is ergodic, the condition (5.1) is equivalent to x (A) > 0.
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Proof We first give a short proof of Lemma 5.1 in the case when T is invertible. We
write A =U,>1Ap,, where A, := AN t;l (n). Up to negligible sets, one can write X
as the disjoint union

X = U0§k<n Tk (An)

It suffices to prove formula (5.2) when ¢ is the characteristic function of some 2 -
measurable set B C X and we can also suppose that

B C T (A,

for some integers 0 < k < n. In this case, formula (5.2) follows from the T'-
invariance of . O

Proof We now give another proof of Lemma 5.1 in the case when T is ergodic. This
proof is based on a double application of Birkhoff’s ergodic theorem. One for the
transformation T of X and one for the first return map R : x > T4 ™y, which is a
transformation of A. The transformation R is then ergodic too. We can also assume
¢ > 0. We write, for y-almostall x in X andn > 1,

tnA(X) = 14(x) + -+ 14(R"x).
Hence the following sum is both a Birkhoff sum for 7" and R,
Sp(x) :==@a(x) + -+ (pA(R"_lx) =@(x)+-- .gp(Ttn,A(X)—lx).

Then by a double application of Birkhoff’s theorem, one has, for x-almost all x
in A,

d limy— o0 18, (x t
ngpA X:X(A)_ n—)oo,ll n(X) = x(A) lim n,A(X).
S xwdx limy,— 0o 7="75Sn (%) n—oon
In particular, this ratio does not depend on ¢, hence, computed with the characteris-
tic function ¢ = 14, is equal to 1. This proves (5.2). g

Proof We end with a tricky and elementary proof, with no further assumptions. It
suffices to prove this formula when ¢ is the characteristic function of some .2 -
measurable set B C X and we can also suppose that

Bct'(n),

for some integer n > 1. In this case, the function 414 is the characteristic function
of the set C which is a disjoint union

C:U(Z()CE, where C@:AﬂT*@BleI(E_i_n)

and we have to prove that x(C) = x(B). By construction, the sets Df;, =
T_(’”_’Z)Cg are disjoint, when ¢ varies between 0 and m, and one has

Ul, DL =T""Bn (Uf,":o T*QA) .
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Therefore one has

X (UZ”:O Cl) = 1o X (CO=3"4—gx (Dr[n) =X (U?:o Dﬁz) (5.3)

and, using (5.1), one has

X (T BN Uplo Df) < x (X~ Ujzo T774) ——0. (5.4)

m—0oQ0

Now, combining (5.3) and (5.4), one gets as required

. m . - . e
x(C€)= lim x (U2 Ce) = lim x (UiZo De) = lim x(T™"B) = x(B).

5.2 The First Return in a Finite Index Subsemigroup

A probability measure . on a semigroup induces, on each closed finite index
subsemigroup, a new probability measure: the law of the first return of the
random walk in this finite index subsemigroup. We check that the left random
walk and the right random walk on a semigroup induce the same law on such
a finite index subsemigroup.

We also check that the return time has an exponential moment, and apply
this fact to control the moments of the induced probability measure in terms
of the moments of .

We will say that a subsemigroup H in a semigroup G is a finite index subsemi-
group, if H is the stabilizer in G of a point fj in a finite set F' on which G acts
transitively by permutations. We will denote by

s:G—>F~G/H; g+ gfo

the quotient map. We will say that H is a finite index normal subsemigroup if H is
the kernel of a morphism s : G — F onto a finite group F'.

Let G be a second countable locally compact topological semigroup with Borel
o-algebra . Let H be a closed finite index subsemigroup of G. Denote by d f the
normalized counting measure on the finite set F = G/H.

If p is a Borel probability measure on G, we let, as usual, (B, %, 8, T) be the
one-sided Bernoulli shift with alphabet (G, %, u). We set I, to be the smallest
closed subsemigroup of G such that u(1,) =1.

For B-almost any b in B, define integers 7;(b) and u(b) by

ty(b) :=min{n >1|b,---by € H},

us(b) :=min{n >1|by---b, € H}.

The following lemma tells us that the left random walk and the right random
walk on G induce the same law on H.
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Lemma 5.3 Let p be a Borel probability measure on G. Then the image measure
ww on H of u by the map B — H, b b ) - - - b1 equals the image measure |1y,
of w by the map B— H,b+> by---by (p).

This measure p g is called the measure induced by |1 on H.

Proof For any n > 1, let S,, be the set of (g1, ..., gn) in G" with g, --- g € H and,
forany l <m<n—1,gn---g1¢H.

Similarly, let U, be the set of (g1, ..., g,) in G" with g1 --- g, € H and, for any
l<m<n-—1,g1---gn ¢ H.One has

17" n)=S, x B and u; ' (n) = U, x B.

Since the semigroup G acts by permutation on the finite set F', for any two elements
g, g in G with g’g in H, one has the equivalence g € H < g’ € H. In particular, the
set Uy, is also the set of (g1,...,g,) in G" with g{---g, € H and, forany 1 <m <
n—1, gnt1---8gn ¢ H. This proves that the map @ : (g1,...,8n) > (&n,---,&1)
exchanges the sets S, and U,,. As this map @ preserves the restriction of the measure
w®" the result follows. O

The following lemma tells us that the expected value of the return time in H is
given by the index of H.

Lemma 5.4 (Expected return time) Let G be a second countable locally compact
topological semigroup, H be a closed finite index subsemigroup of G and F =
G/H. Let u be a Borel probability measure on G such that I';, acts transitively on
F. Set (B, B, T) to be the one-sided Bernoulli shift with alphabet (G, 11).

(a) One has [y t,(b)dB(b) =|F|.
(b) Let ¢ : B— R be a B-integrable function. Then the function

Y iB—Ribrs @b)+ - +@(TH®1p) (5.5)
is B-integrable and one has
[z V¥ dB=IF|[z0dB.

Proof Since (a) is a consequence of (b) with ¢ = 1, we only have to prove (b).
Let d f be the normalized counting probability measure on F. We use again the for-
ward dynamical system. Indeed, we just apply Lemma 5.1 to the measure-preserving
transformation 7° of (B x F, B ® df) given by

T°(b, f)=(Tb,b1f), forall (b, f)inBxF,

to the function @ : B x F — R; (b, f) — ¢(b) and to the subset A = B x {e}.
Note that, since I, acts transitively on F, this transformation 7 is ergodic by
Proposition 2.14. g
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The following lemma tells us that the return time in H has a finite exponential
moment.

Lemma 5.5 (Exponential moment for the return time) Let G be a second countable
locally compact topological semigroup, H be a closed finite index subsemigroup of
G and F = G/H. Let u be a Borel probability measure on G. Set (B, 8, T) to be
the one-sided Bernoulli shift with alphabet (G, 1).

(a) There exists a toy > 0 such that [ e"'s ®) dB(b) < co.
(b) Assume that a function ¢ : G — R has a finite exponential moment, i.e. there
exists a to > 0 such that f G €% dp(g) < oo. Then the function

V:B—>R; b))+ +@bywp)

has a finite exponential moment, i.e. one has fB eV dB(b) < oo for somet > 0.

Proof (a) The semigroup H is the stabilizer in G of a point on a finite set on which
the semigroup G acts. By replacing H by the kernel of this action, we can assume
that A is normal in G. By replacing G by I, we can also assume that I, acts
transitively on F. In this case, by Lemma 2.12, the normalized counting measure
df is the unique p-stationary probability measure on F'. In particular (for example
by Corollary 2.11), for any g in G, one has

i Lkt W H) ——
and there exist ng > 1 and pg > 0 such that, for any g in G, one has
A=l w(gH) = po.
Now, using the Markov property, one gets, for all k > 1,
B({b € B |15(b) = kno)) < (1 — po)*.

Hence ¢, has a finite exponential moment.
(b) The finite integral I, := fB ¢V dp can be decomposed as I; = anl I,
where

Ln= [y eV dB®).

Using the Cauchy—Schwartz inequality and the independence of the coordinates b;,
one computes

I < B({ts =n)) T ([f5 X @O+ +0b) 4p (b))%

< Bty =nh)2 (f; 2 du(g))® .

Since, by (a), the sequence B({t; = n}) decays exponentially and since, by the
Lebesgue convergence theorem, one has lim,_,¢ |, G e??du = 1, one gets that, for ¢
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small enough, the sequence I, , also decays exponentially and hence the exponential
moment /; is finite. O

As a corollary of these two lemmas we prove that, when a probability measure
W on a linear group G has a finite first moment (resp. a finite exponential moment),
so has the induced measure g on a finite index subgroup H. We will again use the
notation N (.) from (4.9).

Corollary 5.6 (Moments and finite index subgroups) Let G be a closed subgroup
of GL(d, K), H be a closed finite index subgroup of G, F = G/H, and i be a Borel
probability measure on G.

(a) Assume [ has a finite first moment, i.e. fG log N(g)du(g) < oco. Then uy also
has a finite first moment, i.e. fH log N(h)dug (h) < oo.

(b) Assume w has a finite exponential moment, i.e. there exists a ty > 0 such that
fG N(g)0du(g) < 0o. Then gy also has a finite exponential moment, i.e. there
exists a t > 0 such that [, N(h)' djp (h) < co.

Proof (a) After replacing G by I, the proof is an application of Lemma 5.4 with
the function ¢(b) = log N (b1) on the one-sided Bernoulli shift (B, 8, T) with al-
phabet (G, ). Indeed, one has
Sy log N(h)dpp (h) = [5log N (byp) -~ b1) dB (D)
< [plog N(b1) + - - +1log N (by, 1) dB(D)
=|F| [zlog N(b1)dB(b) =|F| [;log N(g)du(g).
This proves that p gy has a finite first moment.

(b) The proof is similar, applying Lemma 5.5 with the function ¢(g) =log N (g).
One gets for ¢ small enough,

Ju N dpp(h) < [ N -+ N by )" dB(b) < 0.

This proves that 1 g has a finite exponential moment. d

5.3 Stationary Measures for Finite Extensions

In this section we prove that the -stationary measures are also wy-
stationary for the probability measure induced by | on a finite index sub-
semigroup H. We then give a few applications of this fact.

Let G be a second countable locally compact topological semigroup, H be a
closed finite index subsemigroup of G and F' = G/H. Let u be a Borel probability
measure on G, I, be the smallest closed subsemigroup of G such that u(17,) =1
and p g be the induced measure on H.
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Let Y be a metrizable compact G-space. We let G acton F = G /H by the natural
left action and on X := F x Y by the product action.
The following lemma will be used in Sect. 10.1.

Lemma 5.7 Let v be a p-stationary Borel probability measure on Y .

(a) This probability measure v is also [ p-stationary. The probability measure
df ® von X :=F xY is also u-stationary, and, for B-almost any b in B,
one has

(df ®v)p=df ® vp.

(b) The probability measure v is u-proximal if and only if it is w g -proximal. In this
case, df @ v is u-proximal over F .

(c) If v is the unique g -stationary Borel probability measure on Y, then v is also
the unique p-stationary Borel probability measure on Y .

(d) If, moreover, I', acts transitively on F, the Borel probability measure d f @ v is
the unique p-stationary Borel probability measure on X.

Proof (a) Pick a non-negative continuous function ¢ on Y and let us prove that
the integral I := [, [, @(hy)dv(y)dug(h) is equal to [, ¢ dv. Indeed, using
Lemma 5.3 and the fact that v is u-stationary, one computes:

1= [y b1 bup)y)dv(y)dB (D)
= lim Y0 [p. .y @(b1--byy) ()i, 5y=n} dB(D)

m—o0
= mli—>moo Yot Jaxy @b1 by y) AV gy, (by=ny dB (D)
= mli_{noo Jgoy ©B1 -+ b y) () L, by <my dB (D).

Now, again, as v is pu-stationary, one has, for any m > 1,

Sy 91+ byy) dv(y)dB(b) = [, pdv

while
Jpxy @01 b)) py>my v (1) dB (D) < [l@lloo B{us(b) > m})

goes to 0 when m goes to oco. This proves that I = fy ¢ dv, as required. The last
statement is easy.
(b) If v is pupy-proximal, set, for S-almost any b in B, ug(b) = 0 and, for any
p=1,
up(b) =u®) +u(T"Pb) + -+ u(T*r-1p),
so that the u,(b), p € N, are the successive times when the right random walk
e,b1,biby,...,b1by...by, ... visits H. Then, by definition, (b; -~~bup(b))*v con-

verges to a Dirac mass, so that v, is a Dirac mass. The proof of the converse is
similar.
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(c) In particular, if there exists a unique p g -stationary Borel probability measure
v on Y, then v is a fortiori the unique p-stationary Borel probability measure on Y.
The last statement follows from (a).

(d) If I, acts transitively on F', d f is the unique p-stationary probability mea-
sure on F. Hence, the image in F of any p-stationary Borel probability measure
Von F x Y necessarily equals df. Let fy be a point in F whose stabilizer in G
is H, the restriction of such a measure to {fp} x Y is up-stationary, hence equals
%5 fo ®v.

When H is normal in G, this argument applies to every point of F and hence one
hasV=df ® v.

In general, the proof is slightly longer. We will use the forward dynamical system.
By Proposition 2.9, the product measure x := 8 ®7V on B x X is invariant under the
map

TX: (b, X)— (Th, b1x).

Let ¢ be a continuous function on X. By Lemma 5.1 applied to the transformation
TX, the function ¢ and the subset A := B x { fo} x Y, we get the equality

ts(b)—1

1
dv(x) = — b, ---b , dg(b)d .
fxgo(x) V) = /M ; @by -~ b1 (fo, ) dB(b) dv(y)

Therefore the w-stationary Borel probability measure vV on F x X is unique. Hence
itisequal todf ® v. O

Remark 5.8 A bounded Borel function @ on G is said to be p-harmonic if, for any
gin G,

P(g) = /G D (gh)dpu(h).

By using the same argument, one proves that the restriction to H of a u-harmonic
function on G is |4 p-harmonic.

5.4 Cocycles and Finite Extensions

We compare the averages of a cocycle o for the p-action and for the |-
action.

Proposition 5.9 Let G be a second countable locally compact topological semi-
group, H be a closed normal finite index subsemigroup of H and F = G/H. Let u
be a Borel probability measure on G such that Iy, maps onto F, g be the induced
probability measure on H, X be a compact second-countable G-space and v be



5.5 A Simple Example (1) 85

a p-stationary Borel probability measure on X. Let 0 : G x X — E be a u ® v-
integrable Borel cocycle. Then o is also uy ® v-integrable and the averages

Oup = Jyx0dg @) and o, = [, yod(u V)

satisfy the equality oy, = |F|oy.

Proof We will again use the forward dynamical system. By Proposition 2.9, the
product measure x := 8 ® df ® von B X F x X is invariant under the map

75X (b, f,x) 7 (Th,s(by) f, bix).
The function
¢:BXFxX—E,(b,x)— o(b1,x)
is B ® df ® v-integrable, and, by definition, one has the equality
0= [purxx 0 (b1, x)dB(B)df dv(x).

By Lemma 5.3, one has the equality
Ouy = [gyx 0 i) -~ b1, x)dB(b) dv(x).

By Lemma 5.1 applied to the transformation T/, the function ¢ and the subset
A := B x {e} x X, we know that these two right-hand sides are equal up to a factor
| F'|. Note that the condition (5.1) is satisfied since I', maps onto F' (same argument
as for Lemma 5.5). Hence, one has the equality o, , = |F|oy,. O

5.5 A Simple Example (1)

We end the first part of the book by explaining in concrete and simplified terms
what we have learned therein on the explicit example of the introduction.

In this explicit example, the law u is the probability measure
=5 Gag + 8a))s

where ap and a; are the real d x d-matrices given by formulae (1.13). These for-
mulae are not very important: these two matrices have just been chosen so that the
semigroup I, spanned by ag and a; acts strongly irreducibly on R, Recall that we
want to study the statistical behavior of products of these matrices

Dn i=aj,---a; with ip=0o0r1.
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The main conclusion of Part I is a control of the exponential growth of these
products. It controls the statistics of the logarithm of the norm of these product
matrices

log || pn |l at scale n.

It also controls, for any nonzero vector v in R?, the statistics of the logarithm of the
norm of the images

log || pnv|l at scale n.

The Law of Large Number (Theorems 4.28 and 4.31) tells us the following:
Choose, independently with equal probability, a sequence iy, ..., i,,...of Oor 1.
Then, almost surely, when n — 00,

the sequence % log || pu || converges to Ay ;.

The limit is a positive real number L1, > 0 which depends only on (v and is called
the first Lyapunov exponent of .
Moreover, almost surely, when n — oo,

the sequence % log || pnvll also converges to Ay .

We will say more on this example in Sect. 10.6.
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Chapter 6
Loxodromic Elements

The aim of this chapter is to prove the existence of so-called “loxodromic” elements
in Zariski dense semigroups of semisimple real Lie groups (Theorem 6.36). This
result will be used in Chap. 10 to prove the regularity of the Lyapunov vector in the
Law of Large Numbers.

In this chapter we will mainly focus on real Lie groups since this result does not
extend to other local fields.

6.1 Basics on Zariski Topology

We begin by recalling the very basic facts about the Zariski topology that will
be used in this book.

We will define the Zariski topology on algebraic varieties and recall some of its
elementary properties. The reader may find more about this topic in any introductory
book on algebraic geometry, such as [115].

Let k be a field and V be a finite-dimensional k-vector space. By a polynomial
function on V, we mean a function from V to k which may be expressed as a poly-
nomial function in the coordinates of a basis of V. We let k[V] denote the algebra
of polynomial functions on V.

Definition 6.1 Let k be a field. An algebraic subvariety Z in a finite-dimensional
k-vector space V is the set of zeros of a family of polynomial functions. The Zariski
topology on V is the topology whose closed subsets are the algebraic subvarieties.

In other words, a subset Z of V is an algebraic subvariety, or equivalently is
Zariski closed, if there exists a set .% of polynomial functions such that

Z=weV|VfeF f(v)=0}

Proof We need to check that this definition makes sense, that is, that the algebraic
subvarieties are indeed the closed subsets of a topology. This is straightforward.
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First, note that ) and V are algebraic varieties since they are respectively the zero
sets of the constant functions 1 and 0.

‘We now check the stability under finite union: let Zy, ..., Z, be algebraic subva-
rieties of V and .71, . .., .%, be sets of polynomial functions such that, for 1 <i <r,

Zi={veVIVfeZ f(v)=0}

We let % be the set of functions which may be written as fj - - - f with f; € .%;, for
1 <i <r. We immediately get

ZiU-UZ ={veVIVfeZ fv)=0},

thatis, Z; U--- U Z, is an algebraic subvariety.

We finally check the stability under intersection: let (Z;);c; be a family of al-
gebraic subvarieties and, for any i, let .%; be a set of polynomial functions such
that

Zi={veVIVfeZ f(v)=0}.

We now set .# = J;; -%; and we get

iel
(Zi=tlveVIV/feF f)=0),
iel

that is, ();.; Z; is an algebraic subvariety. g

iel

We can now speak of a Zariski open subset, a Zariski closed subset, a Zariski
connected subset or a Zariski dense subset.

For instance the group SL(V) is a Zariski closed subset of the vector space
End(V). The group GL(V) is a Zariski open subset of End(V). By definition, an
algebraic subgroup of GL(V) is a subgroup of GL(V) which is Zariski closed in
GL(V).

If Z is a subset of V, we let /(Z) denote the set of polynomial functions of V
which vanish identically on V. This is an ideal of the k-algebra k[V].

Lemma 6.2 Let Z be a subset of V. Then the Zariski closure of Z is the set
fveVIVfel(Z) f(v)=0}.
In particular, if Z is an algebraic subvariety, this set is equal to Z.

Proof This is immediate. O

Remark 6.3 1t follows from Hilbert’s basis Theorem that the algebra k[V] is
Noetherian. In particular, the ideal I (Z) is always finitely generated, which means
that any algebraic subvariety may be defined by a finite set of polynomial equations.

We shall soon see other consequences of the Noetherian property of k[ V'] for the
Zariski topology.
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One easily checks that the points of V are closed subsets for the Zariski topology.
But this topology is not Hausdorff as soon as k is infinite. More precisely, in this case
it satisfies a property which can be considered as a strong converse of the Hausdorff
property.

Let us say that a topological space X is irreducible if any two non-empty open
subsets of X have non-empty intersection or equivalently if X may not be written
as the union of two proper closed subsets.

Lemma 6.4 Assume k is infinite. Then the Zariski topology on V is irreducible.
In other words, any non-empty Zariski open subset of V is Zariski dense.

Proof Let Z; and Z; be proper Zariski closed subsets of V. As Z; is proper, I (Z)
contains a nonzero function fi. In the same way, I (Z;) contains a nonzero func-
tion f>. Now, since k is infinite, the choice of a basis of V induces an isomorphism
from the algebra k[ V'] onto the abstract algebra k[71, ..., #4], where d is the dimen-
sion of V (this can easily be shown by induction on d). In particular, the algebra
k[V] is an integral domain and the function f = fj f> is nonzero. Since f belongs
to I(Z1 U Z3), we have Z1 U Z, # V and we are done. O

Example 6.5 Let W1 and W5 be two distinct proper hyperplanes of V. Then the
space Z = Wy U W, is not irreducible for the Zariski topology.

Remark 6.6 If X is an irreducible topological space, so is every open subset of X.
In particular, the algebraic group GL(V)) is irreducible for the Zariski topology.

As we saw in the proof of Lemma 6.4 above, irreducibility follows from the
integrity of the ring of functions. Let us see how the Noetherian property translates.

We say that a topological space X is Noetherian if any non-increasing sequence
of closed subsets of X is eventually stationary.

Lemma 6.7 The Zariski topology on V is Noetherian.

Proof Assume (Z,) is a non-increasing sequence of algebraic subvarieties of V.
Since k[V] is Noetherian, there exists an integer n¢ such that, for any n > ng, one
has I1(Z,) = 1(Z,,). By Lemma 6.2, we get Z, = Z,, for n > ny. Il

Remark 6.8 If X is a Noetherian topological space, so is every subset of X for the
induced topology.

We can now state the main result of this section. Its proof directly follows from
the Noetherian property.

Lemma 6.9 Let k be a field, V = k% and X be a subset of V. There exists a de-
composition

X=X1U---UXy,
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where the X; are Zariski closed in F, are Zariski irreducible and are not included
in one another. This decomposition is unique up to permutations.

These closed irreducible subsets are called the irreducible components of X.

Proof This is a general feature of Noetherian topological spaces.

Let X be such a space and let us prove that X may be written as a finite union
of irreducible closed subspaces. We proceed by contradiction and we assume that
such a decomposition does not exist. Since in particular, X is not irreducible, we
may write X as a union X’ U X", where X’ and X" are proper closed subsets. Since
X may not be written as the union of finitely many closed irreducible subsets, the
same is true for at least one among X’ and X”. Call X this proper closed subset
of X. By iterating the process, we construct a decreasing sequence (X,) of closed
subsets of X. This is a contradiction.

Now that the existence of such a decomposition is proved, write X as X; U---U
X, where the X; are closed irreducible subsets and ¢ is minimal. In particular, for
any 1 <i# j </, we have X; ¢ X;. Furthermore, if Y is a closed irreducible
subset of X, we have

4
Y:UYﬂXi,

i=1

hence, by irreducibility, ¥ C X; for some 1 <i < £. The result follows. O

6.2 Zariski Dense Semigroups in SL(d, R)

We now start the study of Zariski dense subgroups of semisimple real Lie
groups. To be very concrete, we will first state and prove our main result for
the group G = SL(d, R).

Let V=R andey,..., e4 be its standard basis. Let G = SL(d, R) and
g:={y € EndR?) | r(y) =0}
be its Lie algebra. We introduce the Cartan subspace of g,
a:={x =diag(xy,...,xq) /x; €R, x;1 +---+ x4 =0},
i.e. the Lie subalgebra of diagonal matrices, and the Weyl chamber
at={xea/x > >x4}.
The Jordan projection A : G — a7 is defined by, for every g in G,

AMg) = diag(logA1(g), ..., logra(g)),



6.3 Zariski Closure of Semigroups 93

where the d-tuple (A1(g), ..., g(g)) is the sequence of moduli of the eigenvalues
of g in C in non-increasing order and repeated according to their multiplicities. The
largest one A1(g) is the spectral radius of g.

Definition 6.10 An element g of SL(d, R) is said to be loxodromic if L(g) belongs
to the interior of a¥, or, equivalently, if the moduli of the eigenvalues of g are
distinct:

A(g) > - > Aq(g).

Equivalently this means that the eigenvalues of g2 are distinct and positive. The
main result of Chap. 6 is the following proposition and its generalization in Theo-
rem 6.36.

Proposition 6.11 Let I" be a subsemigroup of SL(d, R) that is Zariski dense. Then
the set I,y of loxodromic elements of I' is also Zariski dense.

The proof of Proposition 6.11 will last up to the end of Sect. 6.6.

Remark 6.12 In particular, I" contains at least one loxodromic element. It is easy to
see that I" contains elements g whose eigenvalues are distinct. Indeed the discrim-
inant D of the characteristic polynomial of g is a nonzero polynomial function on
G = SL(d, R), hence it is nonzero on I". What proposition 6.11 tells us is that I"
contains many elements whose eigenvalues are distinct and positive.

Remark 6.13 One cannot replace in this proposition the field R by C. For example,
the unitary group I" = U(d) C G = SL(d, C) is Zariski dense but all the eigenvalues
of the elements of I" have modulus 1.

Neither can one replace R by the field Q,. For example, the compact open
subgroup of matrices whose coefficients are p-adic integers I' = SL(d,Z,) C
SL(d, Q) is also Zariski dense and all the eigenvalues of the elements of I" have
their modulus equal to 1.

Remark 6.14 One may wonder why, in Proposition 6.11, we are dealing with sub-
semigroups I instead of subgroups I". There are two reasons. First, what occurs
naturally when dealing with a random walk on G is the semigroup spanned by the
support of the law. Second, even if we want to deal only with subgroups I, the key
point of the proof will still involve semigroups.

6.3 Zariski Closure of Semigroups
We begin with some general lemmas on the Zariski closure of subsemigroups.

Lemma 6.15 Let k be a field and I" be a subsemigroup of GL(d, k).
Then the Zariski closure G of I' in GL(d, k) is a group.
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Remark 6.16 We will often use this lemma in the equivalent formulation:
Let k be a field, g € GL(d, k) and ng > 0. Then the sequence (8" )n>n, is Zariski
dense in the group (g) spanned by g.

Proof Let V =k“. Let k[EndV] be the algebra of k-valued polynomial functions
on End(V) and

I1:=1(I')={P €k[EndV]/VgeTI, P(g)=0}
so that, by Lemma 6.2, G is the set of zeros of the ideal 7, that is,
G={geEnd(V)|VPel, P(g)=0}

Form >0, let I ={P €1 /d°P < m}, where d°P is the total degree of the poly-
nomial P in d? variables.

We first prove the easy implication: g,h€e G = gh € G.Fix Pin[.Forgin I',
the polynomial function 4 — P(gh) is null on I" and hence also on G. Hence, for
h in G, the polynomial function g — P(gh) is null on I" and hence also on G. This
proves that for any g, i in G, one has P(gh) = 0 and the product gh also belongs
to G.

It remains to prove the implication: g € G = ¢~ € G. Fix g in G and denote
by T, the automorphism of k[End(V)] defined by

Ty (P)(h) = P(gh) for all P in k[End(V)] and A in End(V).

One has the inclusion
T,(I"™)ycI1™
since g belongs to G. Since I™ is finite-dimensional, this inclusion is an equality:
T,(I™) = 1",
Hence one has Tg_1 (I) = I. One then writes, for all P in I,
P =(T;2(P))(g) =0.
This proves that g~! belongs to G. 0
The second lemma focuses on real linear groups.
Lemma 6.17 Every compact subsemigroup H of GL(d, R) is a subgroup.
Proof This fact is a general property of compact subsemigroups in topological
groups. Indeed, let & be an element of H. We want to prove that its inverse 7!

also belongs to H. Since H is compact, the sequence (h"),>1 has a cluster point k
in H. Fix a neighborhood U of e in H. One can find another neighborhood V of



6.3 Zariski Closure of Semigroups 95

e such that V V! c U. Let m < n be positive integers such that both 4™ and A"
belong to Vk. The element 2" ~~! belongs to Uh~! Hence h~! is also a cluster
point of the sequence (h"),>1 and hence belongs to H. g

Lemma 6.18 Every compact subgroup H of GL(d, R) preserves a positive definite
quadratic form qo on RY.

The proof uses the Haar measure. We recall that every locally compact group H
supports a left H-invariant Radon measure dh called the Haar measure (see [90]).
This measure is unique up to normalization. When H is compact, this measure is
finite and is also left H-invariant. In this case, one can normalize d/ so that it is a
probability measure.

Proof Let g be a positive definite quadratic form on R?, let d& be the Haar proba-
bility measure on H and let gg be the average of the translates of g: this quadratic
form g is defined by

qo(v)=/ g(hv)dh for all vin RY.
H

By construction g is positive definite and H -invariant as required. U

With similar arguments, one can prove the following fact that we will not use in
the sequel but that clarifies our approach.

Lemma 6.19 Every compact subgroup H of GL(d, R) is Zariski closed.

Remark 6.20 The field of real numbers k = R cannot be replaced here by the field
of p-adic numbers k = Q, or the field of complex numbers k = C. For instance
the compact group SL(d, Z,) is Zariski dense in SL(d, Q). Similarly the unitary
group U(d) is compact and Zariski dense in the complex group GL(d, C). However,
this group U(d) is Zariski closed in the group GL(d, C), regarded as an algebraic
real Lie group.

Proof Fix an element g of End(R?) which does not belong to H. We need to find a
polynomial function P null on H such that P(g) # 0.

Let ¢ be a real-valued continuous function on End(Rd) that is equal to 0 on H
and equal to 1 on the class Hg = {hg / h € H}. The Stone—Weierstrass Theorem
ensures that there exists a polynomial function Q on End(R9) that is near ¢ on the
compact set H U Hg. For instance, we may require

Q(h) <1 and Q(hg) =2 forall hin H.

Let Qg be the average of the translates of Q: it is defined by

Qo(g) = / Q(hg)dh for all g in End(RY).
H
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This polynomial function Qy is equal to a constant C < % on H and is larger than

% on Hg. Hence the difference P = Q¢ — C fulfills our requirements. g

To finish this section, let us prove that, for algebraic groups, the irreducible com-
ponents from Lemma 6.9 are Zariski connected components.

Lemma 6.21 Let k be a field and V = k.

(a) The Zariski connected component H, of a subgroup H of GL(V) is a finite
index normal subgroup of H which is Zariski irreducible.
(b) A Zariski connected subsemigroup I" of GL(V) is Zariski irreducible.

Proof (a) The group H acts by conjugation on its irreducible components (H;)1<;j<¢.
The set

Hy:={he H|hH; = H; foralli </}

is a Zariski closed, finite index normal subgroup of H whose translates Hoh are
included in the irreducible components H;. Since they are Zariski irreducible the
H;’s are equal to translates Hoh; of Hy. The Zariski connected component H, of H
is then equal to Hy.

(b) By Lemma 6.15 the Zariski closure H of I" is a group. This group H is still
Zariski connected. By point (a) this group H is Zariski irreducible, and I" is also
Zariski irreducible. g

Corollary 6.22 [f k is infinite, the group SL(V) is irreducible.

Proof We assume d > 2 since otherwise the result is trivial. Fix a basis of V and let
U be the group of matrices of the form

| 0
0 1 0
0 0 140

with ¢ in k. This is an algebraic subgroup of GL(V) and the algebra of functions
on U which are restrictions of polynomial functions on EndV is isomorphic to k[z].
In particular, since this algebra is an integral domain, by arguing as in the proof of
Lemma 6.4, one proves that U is Zariski connected. Let H be the Zariski connected
component of e in SL(V). We have U C H. Since H is normal in GL(V), we
have gUg~! c H for any g in GL(V). As these subgroups span SL(V), SL(V) is
connected, hence irreducible by Lemma 6.21. O

The reader should not mistake the Zariski irreducible subsemigroups of GL(V')
we have just discussed for the irreducible semigroups of GL(V) that we introduced
in Chap. 4, that is, the semigroups in GL(V) whose action on V is irreducible.
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6.4 Proximality and Zariski Closure

In this section, we check that two irreducible real linear semigroups with the
same Zariski closure have equal proximal dimensions.

The following Lemma 6.23 also gives an easily checkable criterion to detect the
existence of proximal elements in an irreducible real linear semigroup.

Lemma 6.23 Let V =R4, let I' be an irreducible subsemigroup of GL(V) and let
G be the Zariski closure of I' in GL(V). Then the proximal dimensions are equal

rr =rg-.

In particular, if G is proximal in 'V, then I' contains a proximal element.

We recall that, according to Lemma 4.1, an irreducible semigroup I C GL(V)
contains a proximal element if and only if I" is proximal, i.e. if and only if its
proximal dimension r is equal to 1.

Proof By definition of the proximal dimension, one has the inequality rg < rr.
Assume by contradiction that one has the strict inequality rg < rr. By definition
of the proximal dimension r, there exists an element 7 € End(V) of rank rj that
belongs to the closure RT". Let W = Imm C V be its image and W' = Kermr C V
be its kernel. Using the fact that I” is irreducible and replacing if necessary 7 by a
product g with g in I, we can assume that 7% # 0. By minimality, the rank of 7
and 72 are equal, hence one has the decomposition

V=WeoWw.

From now on, using this decomposition, we will consider End(W) as a subalgebra
of End(V). One then has the equality

End(W) =7End(V)r.
Let H' and H be the subsemigroups of End(W):
H' :=nRI'w and H :={h e H'|detywh = +1}.

Note that, by minimality of rj, every nonzero element of H’ belongs to GL(W),
and hence is a scalar multiple of an element of H.

We claim that the semigroup H is bounded. Indeed, if this were not the case, there
would exist a sequence (hy,),>1 in H' with ||k, || = 1 and with dety (h,,) e 0. But

then, every cluster point T of the sequence h, would be a nonzero element of H’
which is not invertible on W. A contradiction.

Hence H is a compact subsemigroup of GL(W). According to Lemma 6.18,
there exists an H -invariant positive definite quadratic form gg on W. In particular,
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H' is included in the set Sim(gg) of similarities of gg. Since this set is Zariski closed
and since I" is Zariski dense in G, one has the inclusion

7 Gr C Sim(qo).
As a consequence one gets the inclusion
7RGw C Sim(qo). 6.1)

Let T € End(V) be an element of rank rg that belongs to R G. Since I” is irreducible
in V, there exist g1, g2 in I" such that, the following element of RG is nonzero:

rwgitgam #0.

Since rg < rr, it does not belong to GL(W). This contradicts (6.1). Il

Remark 6.24 In the last argument, instead of using the existence of go given by
Lemma 6.18, we could have applied directly the more powerful Lemma 6.19.

Now we could end the proof of Proposition 6.11, by applying Lemma 6.23 to a
suitable irreducible representation of SL(d, R) as in [98], but we will instead use a
technique involving simultaneously finitely many irreducible representations. This
technique will be useful throughout this book.

6.5 Simultaneous Proximality

According to Lemma 4.1, every irreducible proximal subsemigroup I' of
GL(V) contains at least one proximal element. We will need a version of this
lemma that involves simultaneously finitely many representations.

Lemma 6.25 Let K be a local field, let I' be a semigroup and, for all positive
integers i < s, let p; : I' — GL(V;) be representations of I' in finite-dimensional
K-vector spaces V; that are strongly irreducible and proximal. Then there exists an
element g in I" such that, for all i <s, the element p;(g) is proximal.

Moreover, for any nonzero endomorphism g; € End(V;), one can choose such a
g in I" such that qi(Vijg) z Vfg

Here the notations Vlt, and V< are shorthands for the attracting line of p;(g)
and for its invariant complementary hyperplane. They were defined in Sect. 4.1.

Proof Let V := @, <;V;. We can assume that " is included in GL(V) and that the
representations p; are the restrictions to V;. Replacing if necessary I" by a finite
index subgroup, we can also assume, thanks to Lemma 6.21 and to the strong ir-
reducibility of V, that I" is Zariski connected. For i =1, ...,s, let (¥; »)p>1 be a
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sequence of elements of I” and (%; ,) p>1 be a sequence of scalars such that the limit
in End(V;)

T = plgn;o Aiop Pi(Vi,p)
exists and is a rank one operator. Set, for p > 1,
gp=hoviphivapha---vsphs €T,

where the elements hyo, ..., hy € I" will be chosen later. We will find our element g
among these g,. Indeed, there exists a sequence S C N and sequences (A; ;. p)pes
of scalars, for i, j <, such that the limit in End(V;)

i r=1mA i p i (Vi p)
pesS

exists and is nonzero and such that 4; ; , = A; ,. By assumption, for i < s, the limits
7;,; are rank one operators. Hence, for any i <, the following operators

T; := p; (ho) i1 piChy) 72 pi (h2) - - - 7; 5 p; ()

have rank at most one.
Since the representations V; are irreducible, for any i < s, one can choose ele-
ments ho, ..., hs in I" in such a way that

Imt; ¢ Kert; and ¢g;(Im7t;) & Kert;. (6.2)

Since the semigroup I" is Zariski connected, by Lemma 6.21, this group is also
Zariski irreducible, and one can choose the elements Ay, ..., hg in I" such that (6.2)
is valid simultaneously for all i < s. Now setting A;,p = l_[jfs Aij,p forany i <s
and p in S one gets

A, pi(gp) —— 7 in End(V;).
p—>00

Reasoning as in the proof of Lemma 4.1, for p € S large enough, we deduce that, for
any i <, the element y := g, acts proximally in V; and satisfies g; (V;;) 4 ny O

The following corollary tells us that many elements of I" are simultaneously
proximal in all the V;’s.

Corollary 6.26 Let K be a local field and for i <s, let V; be a finite-dimensional
K-vector space and q; € End(V;) be a nonzero endomorphism. Let I' C[ [; -, GL(V;)
be a Zariski connected subsemigroup such that, for all i <s, I' is irreducible and
proximal in V;. Then the set

I':={ginT | foralli <s, g is proximal in V; and q,'(Vl:,) ¢ Vifg}

is Zariski dense in I'.
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Proof Denote by p; : G — GL(V;) the restriction map. According to Lemma 6.25,
there exists at least one element yy in I"’. For any i < s, there exists a sequence
(Ai,p) p>1 of scalars such that the limit in End(V;)

S H . (P
T = pll)ngo)w,p pi(¥y)

exists and is a rank-one endomorphism of V;. Since the representations V; are irre-
ducible, for all i < s the set

Iy :={y € I' | i pi (y)7r; # 0}

is a non-empty Zariski open subset of I". Since the semigroup I is Zariski con-
nected, by Lemma 6.21, this group is also Zariski irreducible and the intersection
I'" :=Nj<sI) is also a non-empty Zariski open subset of I". Reasoning as in the
proof of Lemma 4.1, we deduce that, for any element y in I'”, for n large, the el-
ement yj'yy; belongs to I'’. Since, by Lemma 6.15, the Zariski closure of a semi-
group is always a group, for every integer n € Z the element y;'y ' belongs to the
Zariski closure of I'’. In particular the element y belongs to the Zariski closure of
I"’. This proves that I’ is Zariski dense in I". O

6.6 Loxodromic and Proximal Elements

We explain now that being loxodromic can be interpreted as being proximal
in suitable representations.

Lemma 6.27 Let G = SL(d,R). An element g of G is loxodromic if and only if,
forall 1 <i <d, the element N g is proximal in N'RY.

We recall that a basis of the exterior product A‘R? is given by the elements
eg=ej N---ANej, where E = {ji,..., j;} Tuns among the subsets of {I,...,s}
with cardinality i. We recall also that the endomorphism A’ g is given by,

ANgi A Av)=(gu1) A---A(gu;),

for all vectors v; in R,

Proof Indeed, for 1 <i < d, the moduli of the eigenvalues of /\ig are given by
the product ug = ]—[jeE Aj(g), where E runs among the subsets of {1, ..., s} with
cardinality i. This product is maximal when E is the set {1, ..., i}. The element Ng
is proximal in A‘R? if and only if no other subset E’ achieves this maximum. This

is the case if and only if one has the strict inequality X;(g) > A;4+1(g). O

We can now prove the existence of loxodromic elements in Zariski dense sub-
semigroups I" of SL(d, R)
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Proof of Proposition 6.11 For 1 <i < d, the action of the group G = SL(d, R) on
ARY is proximal. By Lemma 6.23, since I” is Zariski dense in G, the action of I”
on APRY is also proximal. By Lemma 6.25, there exists an element g in I” such that,
for all i < d, the element A’ g is proximal. By Lemma 6.27, such an element g is
loxodromic in G. By Corollary 6.26, these loxodromic elements are Zariski dense
in G. Il

Our aim now is to extend Proposition 6.11 to semisimple real Lie groups.

6.7 Semisimple Real Lie Groups

We recall without proof basic definitions and basic facts on semisimple real
Lie groups (see [64]). We use the language of algebraic groups and root sys-
tems which is very convenient when dealing with semisimple Lie groups.

We gather here more notation than what is needed to prove the existence of lox-
odromic elements. In particular, we will discuss the Cartan projection, the Iwasawa
cocycle, the Jordan projection and the parabolic subgroups. We expect that this sec-
tion will help the reader to feel more confortable when we will need to introduce
similar notions in the context of .%-adic Lie groups in Chap. 8.

6.7.1 Algebraic Groups and Maximal Compact Subgroups

Let G be an algebraic real Lie group. Pedantically, this means that G is the group
of real points G = G(R) of an algebraic group G defined over R. In this chapter and
the next one, we will abusively think of G as a Zariski closed subgroup of a group
SL(d, R) for some d > 1. For instance GL(d, R) is an algebraic real Lie group since
it can be seen as the stabilizer in SL(d+1, R) of the decomposition R4+ = R? R,
An algebraic morphism ¢ : G — H between two algebraic real Lie groups is a map
which is both a group morphism and a polynomial map.

We say that G is a semisimple algebraic Lie group if it does not contain an infinite
abelian normal subgroup. We say that G is a connected algebraic Lie group if it is
Zariski connected.

We will assume in this chapter that G is a semisimple connected algebraic
Lie group. Important examples are G = SL(d, R), SL(d, C), SL(d, H), SO(p, q),
Sp(d,R), SU(p, g),. ... The full list, up to finite covers and finite products, can be
seen in Helgason’s book [64].

The group G contains a maximal compact subgroup K and all such subgroups
are conjugate. Let g be the Lie algebra of G and ¢ be the Lie algebra of K. We
introduce the Killing form on g given by

Killing(x, y) = tr(adx ady).
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Let s be the orthogonal subspace of £ for the Killing form. This Killing form is
negative definite on ¢, is positive definite on s and one has the decomposition

6.7.2 Cartan Subspaces and Restricted Roots

For x in g, we denote by adx the endomorphism of g given by adx(y) = [x, y]
for all y in g. An element x of g is said to be hyperbolic if ad x is diagonalizable
over R. A Cartan subspace of g is a commutative subalgebra a whose elements
are hyperbolic and which is maximal for these properties. All Cartan subspaces are
conjugate under G and a maximal commutative algebra in s is a Cartan subspace.
Let us choose such a Cartan subspace a C s. We denote by A the connected algebraic
subgroup of G with Lie algebra a. It does exist (see [22]). By definition, the real
rank of G is the dimension of a. Endowed with the Killing form, the space a and its
dual space a* are Euclidean.

For every algebraic character o of the algebraic group A, we still denote by «
its differential (in the following chapters, this differential will also be denoted by
a®, see Sect. 8.2). It belongs to the dual space a*. Let us diagonalize g under the
adjoint action of A or a. One denotes by X' the set of restricted roots, i.e. the set of
nontrivial weights for this action:

Y ={a €a*~ {0} | g* #{0}}, where
g% ={yeg/V¥xea adx(y) =a(x)y}

is the root space associated to «. This finite set X is a root system in the Euclidean
space a*. Note that it is not always a reduced root system. One has the decomposition

9=3® (Baex g),
where j is the centralizer of a in g.

The group G is said to be split if one has 3 = a. This happens if and only if all
the root spaces g* are 1-dimensional.

6.7.3 Simple Restricted Roots and Weyl Chambers

Let X be a choice of positive roots of ¥ and IT C X+ be the subset of simple
roots. This subset 7 is a basis of a*. Let

U:=DByex+0” andlet p=30u
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be the minimal parabolic subalgebra associated to X+, Its normalizer is the minimal
parabolic subgroup P := N¢(p) associated to X' V. The Lie algebra of P is equal
to p. Let

at:={xea/Vae X, alx)>0}

be the corresponding Weyl chamber in a.

6.7.4 The Cartan Projection

One has the Cartan decomposition
G = Kexp(aHK.

For g in G one denotes by «(g) € a™ the Cartan projection of g, that is, the unique
element of a™ such that

g € Kexp(x(g)K.

Remark 6.28 Here is the geometric interpretation of the Cartan projection. The quo-
tient G/K endowed with the G-invariant Riemannian metric given by the restriction
of the Killing form to s is the so-called Riemannian symmetric space associated
to G. Let mo be the point of G/K whose stabilizer is K. In this space G/K the
maximal flat totally geodesic subspaces are exactly the translates g exp(a)mo with
g in G. They are called apartments. The subsets g exp(at)my are called chambers
with vertex gm. The Cartan decomposition tells us that any two points of G/K be-
long simultaneously to at least one apartment. More precisely, it tells us that, when
k varies in K, the chambers k exp(at)mg form a covering of G/K. When G has
real rank 1, it just tells us that any two points of G/K can be joined by a geodesic.
The distance on G/K is also given by the formula

d(gmo, hmo) = ||k (k™" g)|.

The fact that the right-hand side defines a distance follows from the definitions and
the following inequality which will be proved in Corollary 6.34

e (g1g2)ll = Ik (gl + Nl (g2) |, forall g1, g2in G. (6.4)

6.7.5 The Iwasawa Cocycle

Let Z be the centralizer of a in G and M := Z N K. We denote by U the connected
algebraic subgroup of G with Lie algebra u. It exists and is a maximal unipotent
subgroup of G. One has the Iwasawa decomposition

G = Kexp(a)U.
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More precisely, the product map K x (expa) x U — G is a homeomorphism. Note
that exp(a) is equal to the analytical connected component A, of A. One also has
the equality P = Mexp(a)U. Let

P=G/P

be the flag variety of G and, for any g in G and 5 in &, if n = k P for some k in K,
let o (g, 1) be the unique element of a such that

gk € Kexp(o(g,m)U.
Lemma 6.29 The continuous map o : G x & — a is a cocycle.

This cocycle is called the Iwasawa cocycle by group theorists and the Busemann
cocycle by geometers.

Proof Forg,g inGandn=kP in & withk in K, letk’ € K and x, x” € a be such
that
gkek'exp(xhU and gk’ € Kexp(x)U.
We have o (g’,7) =x" and o (g, g'n) = x and
g8’k € gk exp(x)U C K exp(x)U exp(x')U = K exp(x + x")U,
hence o (gg’, n) = x + x’ and o satisfies the cocycle property (3.6). O

Remark 6.30 Here is the geometric interpretation of the Iwasawa cocycle. Let G/ K
be the associated Riemannian symmetric space and m( the point of G/K whose
stabilizer is K. We fix x in a™ of norm 1. For n = kP € £, we introduce the
geodesic ray on G/K given by m; := k exp(tx)mg. The geometric interpretation of
the Iwasawa cocycle comes from the equality

(x.0(g.m) = lim d(g"mo.my) —d(mo.m). (©6.5)

The right-hand side of this equality is the Buseman cocycle (see, for instance, [0,
Sect. I1.2] or [19, Sect. 2.4] in the context of hyperbolic groups). By extension the
Iwasawa cocycle o is also called the Busemann cocycle. When x belongs to the
interior of a*, this equality (6.5) follows from the definitions and the following
stronger equality which will be proved in Corollary 6.34

o(g,n)= t1—1>ngo k(gke™) —tx. (6.6)

6.7.6 The Jordan Projection

An element g of G is said to be semisimple if it is diagonalizable over C. It is
said to be elliptic if it is semisimple with eigenvalues of modulus one. It is said to be
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hyperbolic if it is semisimple with positive real eigenvalues. It is said to be unipotent
if all its eigenvalues are equal to 1. These notions do not depend on the algebraic
embedding of G as a linear group.

For every g in G, one has a unique decomposition, called the Jordan decomposi-
tion of g, as a product g = g.gn 8, of commuting elements, where g, is elliptic, g,
is hyperbolic and g, is unipotent. A striking property, valid more generally for any
algebraic real Lie group, is that those three components g., g5 g still belong to G.
Another useful property is the following fact. Let ¢ : G — H be an algebraic mor-
phism between two algebraic real Lie groups. Then the image ¢(g) of a semisimple
(resp. elliptic, hyperbolic, or unipotent) element g of G is also a semisimple (resp.
elliptic, hyperbolic, or unipotent) element of H. In particular, the Jordan decompo-
sition does not depend on the representation of G as a group of matrices.

We recall that G is assumed here to be a connected semisimple real algebraic Lie
group. The hyperbolic component g, of g is then conjugate under G to an element
exp(r(g)) with A(g) € a*. This element A(g) is uniquely determined and the map
A : G — a¥ is called the Jordan projection.

Remark 6.31 The geometric interpretation of the Jordan projection comes from the
equality, for all g in G, m in G/K

IAM(e)ll = lim Gd(g"m.m). (6.7)

The right-hand side of this equality does not depend on m and is called the sta-
ble length of g. This equality (6.7) follows from the definitions and the following
equality which will be proved in Corollary 6.34

A(g)= lim Lk(gh. (6.8)
n—oo
Another useful formula, that we will not use, is
A = min d ,m).
A min (gm, m)

Moreover, when g is hyperbolic, there exists at least one g-invariant chamber in
G/K and the action of g on such a chamber is nothing but a translation by the
element A(g).

In order to illustrate all these notions, we describe their meaning for the two
examples G = SL(d, R) and G =SO(p, q).

6.7.7 Example: G =SL(d, R)

Let V=RY leteg,..., eq be its standard basis, and let G = SL(d, R). The Lie
algebra g of G is the space of matrices with zero trace

g={f € End®R?) | tr(f) = 0}.
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One can choose the maximal compact subgroup K to be the subgroup of orthogonal
matrices K = SO(d). As in Sect. 6.2, one can choose the Cartan subspace a of g to
be the subspace of diagonal matrices

a={x =diag(xy,...,xq) /x1 +---x4 =0}.

Hence the real rank of G is d — 1. One can choose the Weyl chamber a™ of g to be
the set of elements of a with decreasing coefficients

ot ={xea/x1 > >xq}.
The group A is then
A ={a =diag(ay,...,aq) /a;i #0, a;---aq = 1}.
The set X' of restricted roots is
Y={e—¢j, i#j, 1<i,j=<d},
where &; € a* is given by ¢;(x) = x;. For i # j, the root spaces Oe;—e; are 1-
dimensional and are spanned by the elementary matrices E; ; = e7 ® e;. The cen-

tralizer of a is 3 = a. Hence the group G is split. The set of positive roots of g may
be chosen to be

Tt={e—¢j, 1<i<j<d},
and the set of simple roots is then

IT={e —ei+1, 1 <i <d}.

The minimal parabolic subgroup P and its unipotent radical U are

* k% 1 * %
P= . xleGt, U= o
0 * 0 1

The group P is the stabilizer in G of the maximal flag
Vic---CVy,

where V; is the vector subspace of R? spanned by ey, ..., ¢;. Hence the flag variety
& of G is the set of all maximal flags of V.

For g in G, the Cartan decomposition of g is nothing but the polar decomposition
of g. It expresses g as a product g = kje“®)ky with k1, k» in K and « (g) in a*. This
element

«(g) = diag(logki(g), ..., logka(g))
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is the Cartan projection of g. Here one has «1(g) = ||g||, where |/ g|| is the norm of
g as an endomorphism of the Euclidean space R? (see Sect. 4.1). Fori > 1, ki(g) is
the iM-singular value of g, i.e.

I Al gl
)= T

Here, again, || A’ g|| is the norm of A’ g as an endomorphism of the Euclidean space
ARY. The Euclidean norm on A‘R? is the standard one, i.e. it is the one for which
the vectors eg; A -+ A ey, for £y <--- < ¥;, form an orthonormal basis of AR,

6.7.8 Example: G =SO(p, q)

Let1 <p<g withd =p+q>3andletS,, be the symmetric matrix of size d,

0 0 Jp 0 0 1
Spqg = 0 I, O]t where Jo=13l0 .- 0o
Jp 00 1 0 0

is the antidiagonal matrix of size p and I, is the identity matrix of size ¢g— p. The
group G = SO(p, q) is the group

G={geSLW.R)|gSpq'8="5p4)
Its Lie algebra g is
g={f €EndRY) | fS,,+Sy,"f=0}

One can choose the maximal compact subgroup K to be the subgroup of orthogonal
matrices K = SO(d) NG =~ S(O(p) x O(q)). One can choose the Cartan subspace
a of g to be the subspace of diagonal matrices

a={x =diag(x1,...,xp,0,...,0,—xp,..., —xp}.

Hence the real rank of G is p. One can choose the Weyl chamber a™ of g to be the
set of elements of a with decreasing coefficients

at={xea/x;>-->x,>0}
The group A is then
A ={a=diag(ay,...,ap,1,..., l,a;l,...,a]_l)/a[ #0}.
The set X' of restricted roots is

Y={*e,1<i<pU{xe xe;,1<i<j=<p} when p>gq,
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Y ={te+ej,1<i<j=<p} when p=gq,

where ¢; € a* is given by ¢;(x) = x;. For i # j, the root spaces Octe,te; QG 1-
dimensional but the root spaces g+,, have dimension g — p. The centralizer of a is
3 = a @ m, where m = so(g — p) is the Lie algebra of antisymmetric matrices of
size ¢ — p. Hence the group G is split if an only if g = p or p+1. The set of positive
roots of g may be chosen to be
Xt ={g,1<i<plUleite;, 1<i<j<p}, when p>gq,
2+={8,':l:8j,l§i < j<p}, when p=gq,

and the set of simple roots is then

IMT={e —¢&iy1, 1 <i < p}Ufep}, when p>gq,
IM={e —¢&iy1,1<i<p}Ufep_1+¢p}, when p=gq.
The minimal parabolic subgroup P is the stabilizer in G of the maximal isotropic
flag
Vic---CVp,

where V; is still the vector subspace of R spanned by ey, ..., e;. Hence the flag
variety & of G is the set of all maximal isotropic flags of V.

6.8 Representations of G

For G = SL(d, R), the representations A'V in Sect. 6.6 played a crucial role
in the proof of Proposition 6.11. For a semisimple real Lie group G, they will
be replaced by the representations V, that we will introduce below.

Let G be a connected algebraic semisimple real Lie group. We keep the notations
of Sect. 6.7.

Let (V, p) be an algebraic representation of G in a finite-dimensional real vector
space V. This means that p : G — GL(V) is an algebraic morphism. For every
character x of a, we set

VX .={veV /Vxea, p(x)v=x(x)v}
to be the corresponding eigenspace. Let
Y(p):={x/V*#0}

be the set of restricted weights of V. Most of the time, we will just say weights of V.
Since the group p(A) is commutative and its elements are diagonalizable over R,
one has

V= 69er(p) V.
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We endow X' (p) with the partial order:
X1 < x2 &= x2 — x1 is a sum of positive roots. (6.9)

We assume p to be irreducible. The set X' (o) has then a largest element x called
the highest restricted weight of V. The corresponding eigenspace is the space

VU:={veV|Uv=v}.

The representation p is proximal if and only if dimV ¥ = 1. This is always the case
when G is split.

The dimension ry g := dim VU is the proximal dimension of G in V. The map
g+ gV factors as a map from the flag variety to the Grassmann variety

P Gy (V)
(6.10)
n=gP—1YV, =gVV.

Lemma 6.32 Letr G be a connected algebraic semisimple real Lie group. For every
« in I1, there exists a proximal irreducible algebraic representation (py, Vi) of G
whose highest weight x is a multiple of the fundamental weight @y associated
to«.

These weights (xo)aert form a basis of the dual space a*.

Moreover, the product of the maps given by (6.10)

P = [lpen P(Ve)

is an embedding of the flag variety in this product of projective spaces.

This condition on y, means that y, is orthogonal to 8 for every simple root
B # a. It implies that the restricted weights of py are x,, xo — o and weights of the
form xo —a — )" per g B With ng non-negative integers.

Proof See [122]. [l

6.9 Interpretation with Representations of G

In this section, we give an interpretation of the Cartan projection, the Iwasawa
cocycle and the Jordan projection in terms of representations of G.

We keep the notations of Sects. 6.7 and 6.8, and we relate «, o and A to the repre-
sentations of G. The Cartan projection controls the norm of the image matrices in all
representations, the Jordan projection controls their spectral radii and the Iwasawa
cocycle controls the growth of the highest weight vectors.

The following lemma should be seen as a dictionary which translates the lan-
guage of the geometry of G into the language of the representations of G and vice-
versa.
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Lemma 6.33 Let G be a connected algebraic semisimple real Lie group and (V, p)
be an irreducible representation of G with highest weight x .

(a) There exists a good norm on V, i.e. a K -invariant Euclidean norm such that,
forall ain A, p(a) is a symmetric endomorphism.
(b) For such a good norm, one has, for all g in G, nin & and v in V,,

@) x(k(g)) =log(llp(ID),
(i) x(A(g)) =log(r1(0(g))),

(i) x (o (g.m) =log %~

Proof (a) The group G is the group Gp of real point of an algebraic group. We
let G¢ be the corresponding group of complex points so that we get a represen-
tation Gc — GL(V¢), where Vg = C ®g V. Using the decomposition (6.3), one
introduces the Lie subalgebra

g :=t+isCgc.

Since the Killing form is negative definite on g/, this Lie algebra g’ is the Lie algebra
of a compact subgroup G’ of G¢ (see [64, Section V.2] for more details). As in
Lemma 6.18, we choose a hermitian scalar product on V¢ that is G’-invariant. Then,
the Euclidean norm that it induces on V is good. Indeed, this norm is clearly K-
invariant, and the elements p(x) for x in a C s are symmetric since, by construction,
they are both real and hermitian.

(b) For x in a™, the eigenvalues of p(e*) are exactly the real numbers X' )
where x’ runs among the weights of V. Since y is the largest weight for the order
(6.9), one always has x (x) > x’(x). Hence one has

logr1(p(e®)) =logllp(e®)] = x (x).
This proves that, for any g in G, one has
log(llp()1) =logllp(e* )| = x ((g)) and
log(A1(p(8))) =log 1 (p(e*)) = x (.(8)).
In the same way, for x in a and vg in VU, one has

lo(e)voll

log = x(x).
llvoll

Hence, when n = kP with k in K, one can write v = p(k)vg and gk € Ke*U with
x =o0(g,n), and one computes

lo(@vll . lp &Ml
——— =log————— = x(o(g,m),
lvll llvoll

as required. g
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As a corollary, we get a proof of formulae (6.4), (6.6) and (6.8) relating Cartan
projection, Iwasawa cocycle and Jordan projection, that we used in Sect. 6.7 to
understand the geometric interpretation of these notions.

Corollary 6.34 Let G be a connected algebraic semisimple real Lie group.
(a) One has the inequality, for all g1, g2 in G,
e (g182)Il < Il (DI + llx (g2)1I-

(b) One has the equality, for all g in G, n =kP € & with k in K, and x in the
interior of a of norm 1

o(g,n) = lim k(gkexp(tx)) —tx.
—00
(c) One has the equality, for all g in G,
AMg) = lim Lk(g").
n—oo

We fix once for all a family of representations (py, Vo)aerr of G as in
Lemma 6.32, and we equip each of them with a good norm.

Proof We recall from Lemma 6.32 that the family of highest weights (xq)uer7 1S 2
basis of the dual space a*.
(a) For all & in IT, one has the inequality

oo (1821l < o (gD I 0a(g2)1l.

Hence using Lemma 6.33, one has the inequality

Xa (K (8182)) < Xa(Kk(g1) +K(g2)).

Since the vectors x, are multiples of the fundamental weights, for any x in a™, the
dual linear form on a, y — (x, y) belongs to the convex cone of a* spanned by the
vectors x,. One deduces

I (g182)1I* < (K (g182), K (g1) + K (g2))
and hence

llc(g182) 1l < llk(g1) + K (g2l = [k (gDl + llx (g2l

(b) We can assume that k = e. According to Lemma 6.32, we only have to check
that the image by y, of this equality is true, i.e., using Lemma 6.33, we only have
to check the equality

lgvall . llpa(ge™)l

= , (6.11)
vl =00 [lpa(e™)]
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where v} € VaU is a highest weight vector of V. Let i, be the orthogonal projection
on the line V.V Since V is endowed with a good norm, arguing as in (a), one obtains
the equality

Pa(e™)
Ty = lim ———.
=00 || po (") |

Formula (6.11) then follows from the simple equality

+
lgvy I

oo (@)l = .
llva

o

(c) As in (b), using Lemmas 6.32 and 6.33, we only have to check the equality
logA1(pa(8)) = lim 7 log |l pa(g)"
n—oo

which is nothing but the spectral radius formula. O

6.10 Zariski Dense Semigroups in Semisimple Lie Groups

We can now extend Proposition 6.11 to any semisimple real Lie group G,
i.e. we can prove the existence of loxodromic elements in any Zariski dense
subsemigroup of G.

Definition 6.35 An element g of G is said to be loxodromic if A(g) belongs to the
interior of a™.

Theorem 6.36 Let G be a connected algebraic semisimple real Lie group and I"
be a Zariski dense subsemigroup of G. Then the set I,y of loxodromic elements of
I' is still Zariski dense.

The proof uses the following Lemma which generalizes Lemma 6.27.

Lemma 6.37 Let G be a connected algebraic semisimple real Lie group. An el-
ement g of G is loxodromic if and only if, for all o in I1, the element py(g) is
proximal in V.

Proof Recall from Sect. 6.8 that the weights of a in V,, are x,, xo — « and other
weights of the form xo — o — g7 npB, where, for g in IT, ng belongs to N.

In particular, for any x in a™, one has the equivalence: the endomorphism p, (¢*)
is a proximal endomorphism of V,, if and only if a(x) > 0. 0

Proof of Theorem 6.36 For « in I1, the action of the group G on the representation
(V, py) is proximal. By Lemma 6.23, since I is Zariski dense in G, the action of
I’ on Vj, is also proximal. By Lemma 6.25, there exists an element g in I” such that,
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for all « in I7, the element py (g) is proximal. By Lemma 6.37, such an element g is
loxodromic in G. By Corollary 6.26, these loxodromic elements are Zariski dense
in G. O

We finish this section with the following two lemmas on loxodromic elements.
The first lemma will be useful in Sect. 7.7.

Lemma 6.38 [n a connected algebraic semisimple real Lie group G, every loxo-
dromic element g is semisimple.

Proof Recall that the Jordan decomposition of g is the decomposition of g as a
product of commuting elements g = g.gngu, Where g, is elliptic, g is hyperbolic
and g, is unipotent. After conjugation, we can assume that the component gj, is
equal to exp(1(g)). The component g, can be written as g, = exp(y), where y is a
nilpotent element of g which commutes with A(g). Since the Jordan projection A(g)
belongs to the interior of the Weyl chamber a™, its centralizer is equal to 3 = m @ a.
Since 3 does not contain nonzero nilpotent element, one has y = 0 and the element
g is semisimple. g

The second lemma characterizes the loxodromic elements in terms of their action
on the flag variety.

Lemma 6.39 Let G be a connected algebraic semisimple real Lie group. An ele-
ment g of G is loxodromic if and only if it has an attracting fixed point é;?;' on the
flag variety & of G.

Attracting fixed point means that this point é; admits a compact neighborhood
b™ such that, uniformly for & in b, the powers g" (§) converge to &;.

Proof If the element g is loxodromic, after conjugation one can assume that g =
me*, where x = A(g) belongs to the interior of a™ and where m belongs to the
centralizer M of a in K. The adjoint action of g on g/p is contracting, hence the
base point of & is an attracting fixed point of g.

Conversely, assume that g has an attracting fixed point in &2. After conjugation,
one can assume that this point is the base point of & so that g belongs to the minimal
parabolic subgroup P of G, and that the adjoint action of g on g/p is contracting.
The three components g., g, and g, of the Jordan decomposition of g also belong
to P. For each « in I7, the adjoint action of g on the space (g_ @ p)/p is contracting
hence one has «(A(g)) > 0. This proves that g is loxodromic. Il



Chapter 7
The Jordan Projection of Semigroups

We gather in this chapter two key results on Zariski dense subsemigroups of
semisimple real Lie groups: the convexity and non-degeneracy of the limit cone
(Theorem 7.2) and the density of the group spanned by the Jordan projections (The-
orem 7.4). These results will be used to prove the non-degeneracy of the Gaussian
law (Proposition 13.19) in the Central Limit Theorem 13.17 and the aperiodicity
condition (Proposition 17.1) in the Local Limit Theorem 17.6.

In this chapter we will mainly focus on real Lie groups since these results do not
extend to other local fields.

7.1 Convexity and Density

We first state the two main results of this chapter.

We recall a few notations from Sect. 6.7. We fix a connected algebraic semisimple
real Lie group G, a Cartan subspace a of its Lie algebra g and a Weyl chamber a™.
We denote by A : G — a™ the Jordan projection and we recall from Definition 6.35
that an element g of G is loxodromic if A(g) belongs to the interior of a™.

We recall that, when G = SL(d, R), the Cartan subspace a can be chosen to be
the space of diagonal matrices with zero trace and the Weyl chamber a™ to be the
cone of matrices in a with nonincreasing coefficients. For g in G, the coefficients of
the Jordan projection A(g) are then the logarithms of the moduli of the eigenvalues
of g.

Let I be a Zariski dense subsemigroup of G. We saw in Chap. 6 that the set [,
of loxodromic elements of I is still Zariski dense in G. The following two theorems
give useful information on the image of I, by the Jordan projection.

Definition 7.1 The limit cone of I is the smallest closed cone L in a® containing
A(Tox)-
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In other words, L is the closure of the union of the half-lines spanned by the
Jordan projections of the loxodromic elements of I":

Lr:= Ugel“zux R*A(g).

In this definition, the word cone does not presuppose that L is convex. The fact
that this cone is indeed convex is part of our first main theorem.

Theorem 7.2 Let G be a connected algebraic semisimple real Lie group and I"
be a Zariski dense subsemigroup of G. Then the limit cone L is convex with non-
empty interior.

Remark 7.3 Let us quote without proof a few more properties of L.

(1) The limit cone L also contains A(I").
(i1) The limit cone L is the asymptotic cone of the image of I" by the Cartan
projection, i.e.

Lr={xea’ |3g, el 3, \ 0 lim t,«(g,) =x}.
n—0oo

(iii) For any closed convex cone with non-empty interior L of a™, there exists a
Zariski dense subsemigroup I" of G such that L = L.
(iv) The convexity of L is also true over non-Archimedean fields.

These properties will not be used in this book. See [10] for more details.

The fact that L is convex will be proved in Sect. 7.4. The fact that L has
non-empty interior will then be a consequence of our second main theorem.

Theorem 7.4 Let G be a connected algebraic semisimple real Lie group and I be
a Zariski dense subsemigroup of G. Then the subgroup of a spanned by the elements
A(gh) — A(g) — A(h), for g, h and gh in I},,, is dense in a.

The proof of Theorem 7.4 will be given in Sect. 7.8.

7.2 Products of Proximal Elements

In this section we relate the spectral radius of the product of two transversally
proximal matrices with the product of their spectral radii. This will be the key
ingredient in the proof of the convexity of the limit cone in Sect. 7.4.

We first recall some notations from Sect. 4.1. Let K be a local field and V =
K. For any proximal element g in End(V), we recall that Vg+ is the attracting g-
invariant line and that Vg< is the unique g-invariant complementary hyperplane. We
choose a nonzero vector v;‘ € Vg+ and a linear functional gog< € V* whose kernel is
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V,~ and such that ¢ (v;‘) = 1. We introduce the rank-one projection 7g := ¢ ®
v;. It is given by 7, (v) = goéf(v)v;, for all v in V. Its image is Vg+ and its kernel
is Vg<. This rank-one projection 7, can be obtained as the limit

n

e := lim (7.1)

oo tr(gh)

Indeed, since g is proximal, when n goes to infinity the norm of g", the spectral
radius of g" and the absolute value of the trace of g" are equivalent:

g™ Il ~21(g)" ~ |tr(g™)I.

Here the symbol a,, ~ b, means that the ratio a, /b, converges to 1. Note then that
the limit operator in the right-hand side of (7.1) has image Vg+, kernel Vg< and trace
equal to 1. Hence this operator is equal to 7.

These projections 7, are very useful when approximating the spectral radius of
a product. Indeed, one has the following lemma. We write m A n for the minimum
of m and n.

Lemma 7.5 Let K be a local field and V =K. Let g, h be two proximal elements
of End(V) and let fi, f2 be two elements of End(V'). Then one has the limit

A (g™ f1h" f2)

man—oe h1(g)"A ()" |tr(rwg f17h f2)].

In particular, when tr(;t, f1775 f2) # 0, this limit is nonzero.

Proof An easy but crucial point in the proof is the equality
Ai(o) = tr(o)|

which is valid as soon as o is a rank-one endomorphism of V.
Using formula (7.1) for both g and & and the fact that the spectral radius of a
matrix depends continuously on the matrix, one computes the limits for m An — oo,

A (g™ fih" f2) . < g" h" )
———— = 1 Ml ——<fi——
mAn—oo A1(g)" A1 (h)" mAnD 00" tr(g™) /i tr(h") s

= M (g f17tn f2) = |te(og fimn f2)l,

as required. g

Definition 7.6 Two proximal elements g, & of End(V) are called transversally
proximal if tr(wgmy) # 0.
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Geometrically this transversality condition means that
VS g Vi and Vi g V7,
and the quantity
Bi(VS VS, ViE Vis) i= (g mn)
is the cross-ratio of this quadruple. Indeed, one has the formula
05 (W) ¢ ()
BV Vo vy = S (7.2)
(pg<(vg )<.0h (vh )
This equation (7.2) follows from the formula
memth =95 () ¢ Qv

A special case of Lemma 7.5 is the following corollary.

Corollary 7.7 Let K be a local field and V =K?. Let g, h be two proximal ele-
ments of End(V'). Then one has the limit

A1(g™h")

oo Tagymiayr e

In particular, when g, h are transversally proximal this limit is nonzero.

Proof This follows from Lemma 7.5 with f; = f, = 1. U

7.3 Products of Loxodromic Elements

Using the dictionary introduced in Sect. 6.9, we translate the results of
Sect. 7.2: we relate the Jordan projection of the product of two transversally
loxodromic elements with the sum of their Jordan projections.

We first recall some notations from Sect. 6.8. We fix a connected algebraic
semisimple real Lie group G, a Cartan subspace a of its Lie algebra g, a Weyl
chamber a™ and the corresponding set IT of simple restricted roots. For every a
in I1, we denote by (V,, py) the irreducible proximal representation of G intro-
duced in Lemma 6.32, whose highest weight ., is a multiple of the corresponding
fundamental weight.

For g loxodromic in G, we will write V., V< . and Ta,g as shorthands for

o8’ Ta.g’
+
V), (59 (V) (g)> A0 a0

Definition 7.8 Two elements g, i of G are called transversally loxodromic if, for
every « in I1, the elements py(g), py (h) are transversally proximal.
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For instance, when g is loxodromic, the duplicate elements g, g are transversally
loxodromic.

Remark 7.9 This definition does not depend on the choice of the family p,. Indeed,
using Lemma 6.39, one can check that two loxodromic elements g, h are transver-
sally loxodromic if and only if the G-orbit of the pair (é; , E;r ) of attracting points
is the open orbit in & x Z.

It is in general not true that the Jordan projection A(gh) of the product of two
elements g and 4 is equal to the sum A(g) + A(h) of their Jordan projections. The
following Lemma 7.10 and its Corollary 7.11 tell us that under suitable transversal-
ity assumptions this fact is asymptotically true up to a converging error term.

Lemma 7.10 Let G be a connected algebraic semisimple real Lie group. Let g, h
be two loxodromic elements of G. Then there exists a non-empty Zariski open subset
Gen of G such that, for every pair f = (f1, f2) in Gy 1 the following limit

lim (g™ fih" f2) —ma(g) —ni(h) (7.3)

mAn—

exists in a.
Proof We define G j, to be

Gen:={f=(f1, ) € G* | t(ta,g po(f1) Tarh P (f2)) #0, fora € [T}, (7:4)

The transversality condition means exactly that the pair (1, 1) belongs to the Zariski
open set Gg .

Since the linear functionals (x4 )qe7 form a basis of the dual space a*, we can
define, for f in G4 ; an element v (g, k) in a by the equalities

Xa (g, h)) =logltr(mg,g Po (f1) Tan Po(f2))| fora € I1. (7.5

We will check that the limit (7.3) is equal to this vector v¢(g, h).
Equivalently, we will prove, for every « in I1, the convergence

Xa (M (g™ f1h" f2) = M(g™) = A(h")) ———— xa (v (g, h)).
mAn— o0
But, by Lemma 6.33, the left-hand side is equal to

A1 (pa (g™ f1A" f2)
A (Pa ()" A1 (P (h))m .

By Lemma 7.5, it converges to log [tr(7Tq, ¢ 0o (f1) Ta,h P (f2))]. O

Corollary 7.11 Let G be a connected algebraic semisimple real Lie group, let g,
h be two transversally loxodromic elements of G and let v(g, h) be the element of a
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defined by
Xa(v(g, h)) =log|tr(mwy, ge,n)| for all o in I1. (7.6)

Then one has the equality

v(g.h) = lim A(g"h") —mh(g) —nA(h). (1.7)

Remark 7.12 Conversely, if for two loxodromic elements g, 4 in G, the limit (7.7)
exists then the pair (g, k) is transversally loxodromic. This fact , which follows from
the proof, also tells us that Definition 7.8 does not depend on the choices of py.

Proof This follows from Lemma 7.10 and its proof with fj =1 and f, = 1. O

The element v(g, k) will be called the multicross-ratio of g and h.

7.4 Convexity of the Limit Cone

Using the results of Sect. 7.3, we prove the convexity of the limit cone of a
Zariski dense semigroup I'.

Proof of Theorem 7.2 We first prove the convexity of the cone L. Since this cone
L is closed, it is enough to prove the following:

For any g, h in I7,,, the sum A(g) 4+ A(h) belongs to L.

Since the set G,  introduced in (7.4) is a non-empty Zariski open set, the intersec-
tion

en:=T>NGgn

isnon-empty. Let f = (f1, f2) be an element of Iy . According to Lemma 7.10, the
Jordan projection A(g" f1h" f2) remains at bounded distance from ni(g) + ni(h).
In particular, for n large enough, the product g” f14" f> is loxodromic and the sum

W(g) +Ah) = lim A(g" fil" f2)

belongs to L, as required.
The fact that L has non-empty interior will follow from Theorem 7.4. g

7.5 The Group Ar

We explain in this Section how to prove the density Theorem 7.4 thanks to the
group Ar of multicross-ratios.
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Definition 7.13 The group Ap of multicross-ratios of I" is the subgroup of a
spanned by the multicross-ratios v(g, #), where the pair (g, #) runs among the pairs
of transversally loxodromic elements of I".

Here is the main result of this chapter.

Proposition 7.14 Let G be a connected algebraic semisimple real Lie group and
I be a Zariski dense subsemigroup of G. The group Ar is dense in a.

This proposition will be proved in Sect. 7.8.

Proof of Proposition 7.14 == Theorem 7.4 Let A’ be the subgroup of a spanned
by the differences A(gh) — A(g) — A(h) for g, h and gh loxodromic elements of I".
We will prove the inclusion between the closures

ECA_}.

Let go, ho be two transversally loxodromic elements of I". According to Corol-
lary 7.11, the multicross-ratio v(go, hg) is given by the limit

v(go, ho) = lim_ A(gohy) — A(gy) — Alhg),

and, for n large, the element gghy is also loxodromic. Hence v(go, ho) belongs to
Al and Ap is included in A O

Our aim now is to prove Proposition 7.14.

7.6 Asymptotic Expansion of Cross-Ratios

The proof of Proposition 7.14 will rely on an estimation of suitable cross-
ratios associated to transversally proximal elements. This estimation will be
valid only under a stronger transversality condition involving the second lead-
ing eigenspaces.

For a sequence S C N and sequences (a;;)menN and (by;)men of nonzero real
numbers, we write a,, xs b,, if there exist real numbers ¢, d > 0 such that, for

me
m large enough in S, ¢ |ay,| < |b,| < d|an|, and we write a,, = o(by,) if the ratio
am /by, converges to 0
Let K be a local field and g be a proximal element of End(K?). We denote by
Vg<Jr C V= the subspace of V, that is the sum of the generalized eigenspaces with
eigenvalues of modulus A2(g). We denote by 7, the projection on Vg<+ whose kernel
is g-invariant.
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The following lemma will allow us to construct, in a given proximal and strongly
irreducible semigroup I, pairs of transversally proximal elements (g, #) such that
the cross-ratio tr(mgy) is close to 1 but not 1.

Lemma 7.15 Let K be a local field and V =K. Let g, h be two transversally
proximal elements of End(V).

(a) Then, for m, n large enough the product g™h" is proximal and one has the
convergence

. (g™ )

nlggotf(ﬂgﬂg"’h") =cm(g, h) = W

(b) If, moreover, g is semisimple and tg(Vh+) ¢ V,=, there exists a sequence S in
N such that one has

_ "
meSy A (g)™

log e (g, h)| (7.8)

Remark 7.16 The real number ¢, (g, h) is also a cross-ratio. Indeed one has the
equality

em(8h) =BV, VS, g" Vi L Vi),

Definition 7.17 A transversally proximal pair (g, /) satisfying the extra condition
tg(V;) ¢ V= will be called strongly transversally proximal.

Proof (a) Choose m large enough so that tr(¢g" ;) # 0. One has the equality

. gm th gm 7Th
lim = .
n—oo tr(g™h")  tr(g"mp)

Hence since the map f + 77 is continuous on the set of proximal endomorphisms,
one also has the equality

. 8"y
lim mwempn = ————.
n—00 tl‘(ng[h)

Our claim follows by applying the map f + tr(g f) to both sides.
(b) Using this formula, one has the asymptotic

_ tr((mg — Dg"m)

10g|cm(g’h)|m:00 cm(g h) —1 tr(g™my)

We have already computed the denominator. One has

tr(g"mn) = oy (" v))).
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We compute the numerator. We set wg := 7, (v;), so that one has
(1= m)g"mn) = @ (1 =)™ vy) = ¢ (8" zgvp) +0(ha()™).

Since g is semisimple, there exist a sequence S, C N depending only on g, and
elements #,, in K with |£,,| = A2(g)™ such that

-1 _m
I 878 oS
8

Since neither v;f nor 7 v; belong to V;=, one has

</ . m_.+ - m </,.m + - m
lon (8"l = Ai(e)" and g, (g Tgvh)lmgsg)\Z(g) .

Putting all this together, one gets (7.8). 0

7.7 Strongly Transversally Loxodromic Elements

Using the dictionary introduced in Sect. 6.9, we translate the results of
Sects. 6.5 and 7.6 into the language of the geometry of G.

Let G be a connected algebraic semisimple real Lie group.

Definition 7.18 Two elements g, & of G are called strongly transversally loxo-
dromic if, for every « in I1, the elements p,(g), py(h) are strongly transversally
proximal.

We recall that Sg C N is the sequence introduced in Lemma 7.15.

Corollary 7.19 Let G be a connected algebraic semisimple real Lie group and g,
h be two transversally loxodromic elements of G.

(a) For m large enough, the following limit exists
Tm(g, h) = lim v(g, g"h") € a.
n— oo
(b) Moreover, if g, h are strongly transversally loxodromic, one has, for all « in I1,

[Xa (T (8, M = emma &), (7.9)

€5

Proof (a) According to Corollary 7.11, for all « in I7, one has

Xa(v(g, g"h")) =log |tr(77a,g77a,g”'h”)|-
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Hence by Lemma 7.15, one has, for m large enough,
Jim xo (v(g, g"h")) =10g e (pa (&), pa ().
This proves that the limit t,, (g, &) exists and satisfies, for all « in I7,

Xa(Tm (g, 1)) =10g|cm (P (), pu(h))]. (7.10)

(b) According to Lemma 6.38, the loxodromic element g is semisimple. This
tells us that all the proximal endomorphisms p,(g) are semisimple. Using (7.10)
and Lemma 7.15, one gets the asymptotics:

A2(pa(8)™

a(Tm(g. h <S¢ M (pa ()™
| Xa (T (g ))Imesg M (pa ()™

Now, using the description of the restricted weights of the representations Vy
from Lemma 6.32 and using Lemma 6.33, one gets the equalities

A (Pa(2) = %P @) and 1y (py(g)) = e @)

This proves (7.9). O

The following lemma tells us that, in a Zariski dense semigroup, there are many
pairs (g, h) of strongly transversally loxodromic elements.

Lemma 7.20 Let G be a connected algebraic semisimple real Lie group, I' be a
Zariski dense subsemigroup of G, and g be a loxodromic element of I". Then the
following set

Iy :={h € Iy | g and h are strongly transversally loxodromic}

is Zariski dense in G.

Proof This set I'; is the set of elements /4 such that, for all « in I7, py (h) is proximal
in V, with 74 ¢ (V,5) ¢ V.5, and 7,(6) (V) € V7, According to Corollary 6.26,
this set is Zariski dense. O

7.8 Density of the Group of Multicross-Ratios

We are now ready to prove Proposition 7.14.

At the very beginning of this proof, we will need a loxodromic element in I” with
extra properties. This element will be given by the following lemma.

Lemma 7.21 Let G be a connected algebraic semisimple real Lie group and I be
a Zariski dense subsemigroup of G. Then there exists a loxodromic element g of I’
such that the real numbers o (M(g)) for « € II are distinct.
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Remark 7.22 Note that Lemma 7.21 is a special case of Theorem 7.2 which tells
us that the limit cone L is convex and is not included in a proper subspace of a.
However we need to give a proof of Lemma 7.21 since we have not yet finished the
proof of Theorem 7.2. What we will check in the proof of Lemma 7.21 is that the
cone L is not included in a proper “rational” subspace of a, by noticing that such
an inclusion will contradicts the Zariski density of 7.

Proof By Theorem 6.36, I},, is Zariski dense in G. By Lemma 6.21, G is Zariski
irreducible. Hence it is enough to prove that, for every pair of restricted roots «; and
a3, there exists a non-empty Zariski open set Uy, o, of G such that,

a1(A(g)) # az(A(g)), for all loxodromic element g in Uy, q,

Since both o and «; belong to the Q-span of the linear functionals y,, there exist
even integers (pq)acrr, not all zero, such that )", _ 7 po X« is a multiple of o — a2,
Now, for any g in G let us introduce the multiplicity m(g) of the eigenvalue 1 in
the characteristic polynomial of the matrix @), 7 P (g)®P, with the convention
that, for a matrix A, a negative tensor power like A®~* means (A_1)®k .Letmy min
be the minimal value of those integers m1(g) when g runs in G. The set

Ual,az = {g €G|mi(g) = ml,min}

is the Zariski open subset of G we were looking for.
Indeed, let g be a loxodromic element satisfying o1 (A(g)) = a2(A(g)). We want
to see that g does not belong to Uy, «,. One has the equality

> wem Pa Xa(M(g)) =0.

According to Lemma 6.33, this means that

[loen 21(pa(®)?*) =1.

Since the local field is R and since the p, are even integers, the leading eigenval-
ues of p,(g) are real numbers and this relation between their moduli is a relation
between the leading eigenvalues themselves. This proves that g does not belong to
Uq; ,a, as required. O

Proof of Proposition 7.14 Assume by contradiction that there exists a nonzero linear
functional ¢ in a* such that ¢(Ap) C Z. Write

©=2 yer Pa Xa With @y € R.

Choose, using Lemma 7.21, a loxodromic element g of I" such that the positive
real numbers a(A(g)), for a € I1, are distinct. Choose then « in IT with ¢, # 0 for
which o (A(g)) is minimal. Choose, using Lemma 7.20, an element % in I7,, such
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that g, & are strongly transversally loxodromic. According to Corollary 7.19, for m
large, the element t,,(g, h) belongs to A, and one has

lo(tm (g, h))| = e ™meC&),
mes,

14
This contradicts the fact that (Ar) C Z.

This also finishes the proof of Theorems 7.2 and 7.4.



Chapter 8
Reductive Groups and Their Representations

In order to study random walks on reductive groups over local fields, we collect
in this chapter a few notations and facts about these groups: the definition of the
flag variety, the Cartan projection and the Iwasawa cocycle. Those extend the nota-
tions and facts for semisimple real Lie groups that we collected in Sect. 6.7. Even
though these notations and facts look rather heavy at a first glance, they will allow
us to express the asymptotic behavior of random walks on G in an intrinsic way,
i.e. in a way which does not depend on an embedding of G into a linear group. To
prove these intrinsic results, we will only use certain special irreducible representa-
tions of G, the so-called proximal representations. We will later be able to deduce
from the intrinsic results the asymptotic behavior of the random walk in any linear
representation of G.

8.1 Reductive Groups

We first introduce the main definitions and notations for reductive groups over
local fields.

Let K be a local field and keep the notations from Chap. 4. Let G be a reductive
K-group, i.e. a reductive algebraic group defined over K, and set G = G(K). Equip
G with its natural locally compact topology.

Choose a maximal K-split torus A of G, a maximal unipotent K-subgroup U of
G that is normalized by A and let P = Ng(U) be the normalizer of U in G. Let ¥
be the root system of the pair (G, A), that is, the set of non-trivial weights of the
adjoint representation of A in the Lie algebra of G, X C X be the set of positive
roots associated to the choice of P and IT be the set of simple roots of 1. Let Z
be the centralizer of A in G. Let A, Z, U and P be the groups of K-points of A, Z,
U and P (see [22] for more details).

Let a be the dual vector space to the real vector space of continuous homomor-
phisms A — R. Since the group A is central in Z and the quotient Z/A is compact,
any continuous morphism A — R extends in a unique way to a morphism Z — R,
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hence there exists a unique morphism w : Z — a whose restriction to A is the natural
morphism A — a (see [123, Lemma 4.11.4]).

Let X(A) be the character group of A. For any character x of X(A), we let x¢
be the unique linear functional on a such that, for any a in A,

X (@)] = X" @@,

The set X is a root system in a* and IT¢ is a basis of this root system. We set a™
for the closed Weyl chamber of IT%,

at:={xea|Vae Xt a®x) >0},
and
atT:={xea|Vae Tt a®x) >0}

for the open Weyl chamber.
We set W for the Weyl group of X and ¢: at — a™ for the associated opposi-
tion involution, that is, —¢ is the unique element of W that sends a™ to —a™.

Remark 8.1 When K = R, these notations have been introduced in a simpler way in
Sect. 6.7: the vector space a is the Lie algebra of A, and for every algebraic character
x of A, the linear functional x® on a is the differential of x.

8.2 The Iwasawa Cocycle for Reductive Groups

The two main outputs of this section are the Cartan projection k which is a
multidimensional avatar of the norm and the Iwasawa cocycle o which is a
multidimensional avatar of the norm cocycle. The main asymptotic laws in
this book will describe the behavior of k and o .

8.2.1 The Iwasawa Cocycle for Connected Reductive Groups

We define first the Iwasawa cocycle and the Cartan projection for connected groups
since it is slightly easier in this case.

Let G, be the connected component of G, Z, := ZN G, and P. :=PN G, which
is a minimal parabolic K-subgroup of G.. Let G, Z. and P, = Z.U be their groups
of K-points and

Zri={z€Z |w(z)eat}.

Let K. be a good maximal compact subgroup of G, with respect to the torus A.
When K is Archimedean this means the Lie algebras of A and K are orthogonal
with respect to the Killing form, as is explained in Sect. 6.7.
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When K is non-Archimedean this notion is introduced in [32], where the exis-
tence of such a group is also established.
In both cases, for such a group K, one has the Cartan decomposition

G.=K.Z'K,

(see [32] in the non-Archimedean case). For any g in G, let k(g) be the unique
element of a™ such that

geK o™ k(@) K.
The map
k:Ge.— at
is called the Cartan projection. For all g in G, one has
k(g™ =1k(g)).
In addition, one has the Iwasawa decomposition
G.=K.Z.U.
Let
Pe=Ge/Pe

be the flag variety of G, and, for any g in G, and 7 in &, if n = k P, for some k
in K, let o (g, n) be the unique element of a such that

gke Ko No(g,n)U.

The following lemma is a straightforward generalization of Lemma 6.29.

Lemma 8.2 Let G be the group of K-points of a reductive K-group G. The map
0 :G. X P. — aisacontinuous cocycle.

This cocycle is still called the Iwasawa cocycle or the Busemann cocycle.

Proof The proof is the same as for Lemma 6.29. Indeed, for g, g’ in G and 5 in ..,
if n=kP. withkin K., let k" in K. and z, 7’ in Z be such that

gkek’7U and gk' € K. zU.
We have 6 (g, n) = w(z’) and o (g, g'n) = w(z) and
gg'k € gk'7U C K.zUZ'U = K. (z7')U,

hence o (gg’, n) = w(zz') and o satisfies the cocycle property (3.6).

This cocycle o is continuous. Indeed, when K is non-Archimedean, since K, is
open, the cocycle o is locally constant. When K is Archimedean, the continuity has
been checked in Lemma 6.29. O
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8.2.2 The Iwasawa Cocycle over an Archimedean Field

We now extend the definition of the Iwasawa cocycle to non-connected groups. For
technical reasons, the definition is easier in the Archimedean case, that is, when K
is R or C, which we temporarily assume.

Let F be the group F := G/G,. According to Lemma 6.21 this group F is finite.
Let K be the (unique) maximal subgroup of G that contains K.. As the maximal
compact subgroups of G. are all conjugate, we have

G=G:K and KNG, =K,
(see [64, Sects. 6.1 and 6.2]). Hence the natural map
K/K.— F
is an isomorphism and we get the non-connected Cartan decomposition
G=KZIK..
For g in G, we again let x (g) be the unique element of a™ such that
g€ Ko™ (k(9) Ke = K exp(kc(g)) K.

We still say « is the Cartan projection of G.
In the same way, we have G = KP. = KZ .U. We let

P =G/P.

be the flag variety of G and, for any g in G and n in &2, if n =k P, with k in K, we
let o (g, ) be the unique element of a such that

gke Ko ' (o(g,m)U =K exp(o(g,n)U.

As in Lemma 8.2, one checks that the map o is a continuous cocycle, which we still
call the Iwasawa cocycle.

Let us now study the equivariance properties of this Iwasawa cocycle under the
finite group F = G/G,. First note that, since the minimal parabolic K-subgroups
of G, are all conjugate (see [22]) by an element of G., we have G = G, P and the
natural map

P/P.— F

is an isomorphism. Now, since the connected component P, is normal in P, the
group P/ P, acts on the right on G/ P, and this action may be read as an action of F.
This action is right equivariant with respect to the natural map G/P. - G/G. = F.
Furthermore, since P, = Z.U and U is equal to the commutator group [A, U], the
morphism w : Z, — a extends in a unique way as a morphism P, — a, which we
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still denote by w. By definition of w, there exists a unique linear action of F = P/ P,
on a which makes w an F-equivariant morphism. Since P normalizes U, the action
of F on a preserves a™.

The following lemma tells us that the Iwasawa cocycle is F-equivariant.

Lemma 8.3 Let G be the group of K-points of a reductive K-group G. Assume
K=RorC. Forany g in G,nin & and f in F, one has

o(g.nf)=f""a(g.m. (8.1)
Proof Indeed, assume n = k P, with k in K. Since K is Archimedean, we have
P=(KNP)P,,

and we can find a representant for f which belongs to K N P; we still denote it
by f. We get nf = kf P.. By definition, we have

gke Kw '(o(g,m U,
hence

gkf € Ko™ o (g.mUf =K [T o™ (0 (g.m) fU,
which completes the proof. g

8.2.3 The Iwasawa Cocycle over a Local Field

We now drop the assumption that K is Archimedean. We will extend the previous
construction. The only new difficulty is that the maximal compact subgroups of G
are in general not all conjugate in G but may be conjugate in G. When this happens,
it prevents the existence of a maximal compact subgroup G that would map onto the
finite group F := G/G.. We will overcome this difficulty by using a suitable section
7 of the quotient map s : G - F = G/G. =~ P/P.. We choose a map

T F—>P; f1p

which is a section for the natural projection, that is, for any f in F, one has 77 €
PNs~! (f). We also assume that t(e) = e. We introduce the subset of G

K :=t(F)K..

This set K may not be a subgroup, but it is still suitable for constructing the Cartan
projection and the Iwasawa cocycle.

We define again the Cartan decomposition of G in an analogous way: for any g
in G, we let k(g) be the unique element of a™ such that

ge Ko k() Ke. (8.2)
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For n in &2, we can write
n=kP, withkin K.
For g in G and n in &, we let o (g, ) be the unique element of a such that
gke Ko Y(o(g,n)U. (8.3)

This function o is well defined since & is unique up to the right multiplication by an
element of K. N P,.

Lemma 8.4 Let G be the group of K-points of a reductive K-group G. This map
0 :G x &P — ais a continuous cocycle.

The proof is the same as for Lemma 8.2. We still call o the Iwasawa cocycle

Remark 8.5 When K is Archimedean, we can choose K to be a maximal subgroup
of G and we have P = (K N P) P,, so that we can assume 7 to take valuesin K N P.
We retrieve the construction from the previous paragraph.

The finite group F = P/ P. is still acting on the right on the flag variety & =
G/ P, of G. With this definition of o, we lost the property of equivariance (8.1)
under the action of the group F. However, we still get

Lemma 8.6 Let G be the group of K-points of a reductive K-group G. For any f
in F, the cocycles

(g, M flag,n) and (g,n) > o (g, nf)

are cohomologous.

Proof For nin &, write n = k P, with k in K and let ¢ /(1) be the unique element
of a such that

ktre Ko o) U. (8.4)

Now, if g belongs to G, let k" and k” be in K such that
gkek' o (o(g,n) U and (8.5)
ktr ek o Norm)U. (8.6)

On the one hand, since gn =k’ P,, we have, using (8.4),

KtreKw ' (pr(gm)U,

hence, using (8.5) and the fact that 7y normalizes P,

gktre Ko orgm + flo(g. ) U.
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On the other hand, by (8.6), nf = k" P., hence, by the definition (8.3) of o, we have
gk e Ko Yo (g, nf)U.
Therefore, using (8.6) again,

gkty eKw_l(U(g,'?f)—HPf(n)) U.
Thus, we get

er(gm+ flo(g,m =g nf)+er),
which completes the proof. g

8.3 Jordan Decomposition

We introduce the Jordan projection A, which is a multidimensional avatar of
the spectral radius.

Let G be the group of K-points of a reductive K-group G.

We already discussed the case when K =R or C in Sect. 6.7. Let us recall it.
In this case, every element g of G has a unique decomposition, called the Jor-
dan decomposition, as a product of commuting elements g = g.gngu, where g, is
semisimple with eigenvalues of modulus one, g is semisimple with positive eigen-
values and g, is unipotent. The component gj, is conjugate to an element z, of Z;}
and we let

Mg) =wl(zg) eat.

When K is a non-Archimedean local field, we fix a uniformizing element @ €
K. Every element g of G has a power g"° with ng > 1, which admits a Jordan
decomposition, i.e. a decomposition as a product of commuting elements g"0 =
8e8h8u, where g, is semisimple with eigenvalues of modulus one, g;, is semisimple
with eigenvalues in ” and g, is unipotent. The component g, is conjugate to an
element z of AT := AN Z} and we let

A(g) = pw(zg) €at.

Remark 8.7 This map does not depend on the choices that we made, and we still
have the following formula:

A(g) = lim i(g). ®.7)

Proof This will follow from Lemmas 8.8, 8.15, and 8.17, and from the spectral
radius formula. For more details, see [10]. O

The following lemma tells us that A(g) encodes the moduli of all the eigenvalues
of g in all the representations of G
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Lemma 8.8 Let G be the group of K-points of a reductive K-group G. Let (p, V)
be an algebraic representation of G. Then, for g in G, the moduli of the eigenvalues
of p(g) are the numbers eX”*®) where x runs among the weights of A in V.

In particular, if (p,V) is an irreducible representation of G, with highest
weight x, the spectral radius of p(g) is equal to eX* &),

Proof By definition of the Jordan projection, it is enough to prove this assertion
when g admits a Jordan decomposition g = g.g, gy Then, since all the eigenvalues
of p(g,) are equal to one, and since all the eigenvalues of p(g.) have modulus one,
one can assume g = gy,. In this case, g is conjugate to an element of A" and one
can also assume g € A*. Now, the eigenvalues of p(g) in V are the numbers x (g)
and the result follows. O

8.4 Representations of Reductive Groups

In the next section, we will explain how to analyze the behavior of the Iwa-
sawa cocycle of G thanks to suitable representations of G endowed with good
norms.

We construct these representations and their norms in this section, extend-
ing the construction of Sect. 6.8.

Let (p, V) be an algebraic representation of G. This means that V is a finite-
dimensional K-vector space and p is the restriction to G of a K-rational represen-
tation (p, V) of G. For any character x of A, we let VX be the associated weight
space in V, that is,

VX={veV |VaeAplv=yxla))

and, for v in V, we set vX for its A-equivariant projection on VX.

8.4.1 Good Norms for Connected Groups

Assume G is connected, i.e. G = G,.

When K is R or C, a norm ||-|| on V is said to be good or (p, A, K.) good, if
it is Euclidean and if the elements of p(K.) are |-||-unitary and those of p(A) are
[I-]|-symmetric.

When K is non-Archimedean, a norm ||-|| on V is said to be (p, A, K.) good if
it is ultrametric, p(K.)-invariant, if, for any v in V, one has ||v]| = max, |[[vX| and
if, for any character y of A, any v in VX and z in Z, one has

ol =X @@ |y].

The following lemma tells us that, for connected groups, good norms always
exist.
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Lemma 8.9 Let G be the group of K-points of a connected reductive K-group G.
For any algebraic representation (p, V) of G, such a good norm on 'V always exists.

Proof In the Archimedean case, we gave the proof in Lemma 6.33. In the non-
Archimedean case, this is proved in [100, Sect. 6]. O

Remark 8.10 When K is Archimedean and G is non-connected, Lemma 8.9 is still
true.

However, when K is non-Archimedean and G is non-connected, Lemma 8.9 is
not always true.

8.4.2 Good Norms in Induced Representations

Our aim now is to state a lemma which will play the role of Lemma 8.9 for non-
connected groups G. This will be Lemma 8.13 below.

First, let us recall some general facts from representation theory.

Let I be a group and A be a subgroup of I". Given a representation p of Ain V,
the induced representation IndZ (p) is the space W of maps ¢ : I' — V such that,
forany g in I', h in A, one has

p(gh) = p(h) (g,

equipped with the natural action of I', that is,

gp(g)) =p(g~'g’) forany g, g in I and ¢ in W.

Forany f in I'/A, define V; C W as the space of ¢ in W with ¢| ;1o =0 for f" # f
in I'/A. Then Vg is f Af~!-invariant and one has

W= @fer/A V.

For vin W, we let vy be its component in V for this decomposition.

In the sequel, we identify V and V, through the map that sends some v in V to
the function ¢ such that ¢(h) = ,o(h_l)v for hin A and p(g) =0for gin I" \\ A.

Even if V is irreducible, the induced representation is not necessarily irreducible.
For instance, when V is trivial, the induced representation W is the regular repre-
sentation of I" on I'/A. However, we have the following Lemma 8.11 which will
allow us to project induced representations onto irreducible quotients. This technical
lemma will be used in the proof of Theorem 10.9.

Lemma 8.11 Let I" be a group and A be a finite index subgroup of I'. If V is
a vector space and p an irreducible representation of A in V, for any proper I-
invariant subspace U of W = Indg(p),for any f inI'/A, one has Vy N U = {0}.
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Remark 8.12 Assume W/ U is I'-irreducible and V is A-strongly irreducible. Then
the image of (V) rerya in W/ U is a transitive strongly irreducible I”-family.

Proof As W is spanned by the V, there exists an f in I'/A with Vy ¢ U. Since
Vi is f Af~lirreducible, we have Vs NU ={0}. Since U is I'-invariant, we also
have VN U = {0} for any f’in I"/A, which was to be shown. 0

Let us come back to the context of reductive groups. Given an algebraic repre-
sentation p of G, in V, the induced representation Indgc (p) in W is an algebraic
representation of G. We will only define the good norms for these induced repre-
sentations.

When K is R or C, a norm on W is (p, A, K.)-good if it is Euclidean and K-
invariant, if the sum W = €P ;. Vy is orthogonal and if the elements of A act as
symmetric endomorphisms on W.

When K is non-Archimedean, a norm on W is (p, A, K., T)-good if it is ultra-
metric, if, for any v in W, |[v|| = max fer H vf || and if the restriction of the norm
to Vis (o, A, K.)-good and if, for any f in F, the element 7 induces an isometry
V— Vy.

The following lemma tells us that such good norms do exist.

Lemma 8.13 Let G be the group of K-points of a reductive K-group G. For any
algebraic representation (p, V) of G, the induced representation IndgC (p) always
admits such a good norm.

Proof When K is Archimedean, the proof mimics the connected case. When
K is non-Archimedean, we fix a (p, A, K.)-good norm on V, which exists by
Lemma 8.9. Now, for f in F, we equip V; with the image of this norm by 7y,
and we set ||v||:r;16al>p<va||. Il

8.4.3 Highest Weight

Let (p, V) be an algebraic representation of G.
Let x be a parabolic weight of A in V, i.e. x is a weight of A in the space

vUi={veV|Uv=1).
We write VUX for the corresponding weight space
vUr.=vUnyx,
One has

pPvUxcvlx
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If (p, V) is an irreducible representation of G, it admits a unique parabolic weight
which is also the largest weight and is traditionally called the highest weight. If
(p, V) extends as a representation of G, the set of parabolic weights is stable under
the natural action of F'. Moreover, if (p, V) is an irreducible representation of G,
all the parabolic weights of V belong to the same F-orbit and the parabolic weights
are exactly the maximal weights for the order (6.9).

Set W = Indgc (p). Let x be a parabolic weight of (o, V) and r =7, =

dim VY:X_ The map g — gV Y:X factors as a map

P — UfeF G, (Vy) 85)
n=gPer> Vyyi=gVUx, .

If V is G -irreducible, we write V;, for V, ,.

8.4.4 Proximal Representations

Let (p, V) be an irreducible algebraic representation of G. The representation
(p, V) is said to be proximal if there exists a parabolic weight x of A in V whose
corresponding weight space is a line: dim VY-X = 1. In this case, the other parabolic
weight spaces V /X also are one-dimensional.

Remark 8.14 A strongly irreducible algebraic representation (p, V) of G is prox-
imal if and only if there exists an element g in G such that p(g) is a proximal
endomorphism of V.

8.4.5 Construction of Representations

We quote now a lemma which constructs a few proximal representations of G.
Recall that we already quoted this construction for real Lie groups in Lemma 6.32.

Lemma 8.15 Let G be the group of K-points of a reductive K-group G. For every
a in I1, there exists a proximal irreducible algebraic representation (pc.o, Ve.o) Of
G with a highest weight x, such that x5 is a multiple of the fundamental weight
w associated to o®.

Moreover, any product x =[],epg Xa® with ng > 0 is also the highest weight of
a proximal irreducible representation of G.

Proof As for Lemma 6.32, we refer to [122]. O

This condition on x, means that xJ is orthogonal to B for every simple root
B # « and also for every character of G.
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The other weights of A in V., are x, — o and weights of the form x, —
o — Zﬁen ngpB, where, for g in I1, ng belongs to N. In particular, for any z in
Z7+, the endomorphism p 4(z) is a proximal endomorphism of V. 4 if and only if
a®(w(z)) > 0.

Definition 8.16 We fix once and for all such a family of representations (p¢ o, V¢.o)
of G, for « in I1, and we let (py, V,,) be the induced representation IndgC (Pc,a)s
which we equip with a (o, A, K¢, T)-good norm.

8.5 Representations and the Iwasawa Cocycle

We relate «, o and ) to norm behavior in representations: the Cartan projec-
tion controls the norm of the image matrices in all representations, the Iwa-
sawa cocycle controls the growth of highest weight vectors, and the Jordan
projection controls the spectral radius.

We first state these properties as a lemma when G is connected. This lemma
explains why the Cartan projection, the Iwasawa cocycle and the Jordan projection
can be seen as multidimensional avatars of the norm, the norm cocycle and the
spectral radius.

Lemma 8.17 Let G be the group of K-points of a connected reductive K-group G.
Let (p,V) be an irreducible algebraic representation of G equipped with a
(p, A, K;)-good norm and y be the highest weight of A in V. Then, one has, for
any g in G,

lo(g)ll = ex“* @) (8.9)
forany nin & and v in V,,
lo(g)vll = ex“@Em |y, (8.10)
and
A (p(g)) = eX" &), (8.11)

As we will see, this lemma is an application of the definitions of the Cartan
projection, the Iwasawa cocycle, the Jordan projection and the good norms.

Here is the extension of Lemma 8.17 to non-connected groups G. We denote by
s : G — G, the natural morphism.

Lemma 8.18 Let G be the group of K-points of a reductive K-group G. Let (p, V)
be an algebraic irreducible representation of G, x be the highest weight of A in
Vand W = IndgC(V). Equip W with a (p, A, K, T)-good norm. For any g in G,
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one has p(g)V = V(g and the norm of g as a linear operator between these G-
submodules is

o)yl =ex"*&, (8.12)
For nin & and v in the space Vy, one has
lgull = X" @& ]|, (8.13)
and, introducing the sum V' of the images g"V forn >0,

A (p(g)lyr) = eX e, (8.14)

Remark 8.19 These formulae are the main reason, and also the main tool, for us
to study the behavior of the Iwasawa cocycle and the Cartan projection of a large
product of random elements.

Proof First, we prove (8.12). Write
g€ KzK, withzin Z.
By Definition (8.2), one has
w(z) =x(g) €ar.
By construction, we have

el =le@vli

and the result follows since x is the highest weight of A in V.
Now, we prove (8.13). Write

n =k P, with k in K and
gk=kzu withuin U, k" in K, z in Z.
By Definition (8.3), one has

w(z)=0(g.n).

Setting w = k~'v, so that w is in VX and ||w| = ||v||, one has
gv=gkw =kzuw =k'zw
and
lgvll = llzwll = X" @E w]| = X" D) ).

The proof of (8.14) is similar. O

Equip once for all a with a Euclidean norm ||-|| which is invariant under the Weyl
group W and by F. In order to control the size of elements in a, we just have to
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control the image of these elements by sufficiently many linear functionals on a.
The following corollary gives examples of application of this technique similar to
those in Corollary 6.34.

Corollary 8.20 Let G be the group of K-points of a reductive K-group.
(a) Forevery gin G and n in &, one has
o(g,n) € Conv(Wk(g)), (8.15)

in particular, one has

llo (g, Ml = llx (@Il (8.16)
(b) For every g1, g2 in G, one has

Ik (g182)II < llk (g172) + K (g2)], (8.17)
where T2 = Ty(g,) € F. In particular, one has
Ik (g182) 1l < llx (g1l + Nl (g2)II. (8.18)
(c) There exists a constant C > 0 such that, for every g, g1, g2 in G,
Ik (g1882) — k(@I = Clix (gl + llx (g2) 1) (8.19)
and, for every g, g1, 82 in G,
le(g1282) — f5 (@)l < Cllc (gl + Il (gl + 1), (8.20)

where fy = s(g2). Moreover, for any g in G and f in F,
HK(ng)—f_lK(g)H <cC. (8.21)

Proof (a) See [81] for a more precise statement when G is a real Lie group. Here
is a short proof. We may assume that G is semisimple. Furthermore, since we have,
by construction, for any g in G and 1 in ZZ,, K(rs_(;)g) =k (g) and a(ts_(;)g, n) =
o (g, n), we may assume that G is connected.

For p in a™, we introduce the set

Cp:={qealx;(wg) < x;(p) forallwin W, a in IT}.
First step: We check that
Conv(Wp) =C,. (8.22)

Since C), is convex and W-invariant, in order to prove the inclusion Conv(Wp) C
Cp, we only have to check that p belongs to C),. Since p is dominant, i.e. belongs
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to a™, for every w in W, p — wp is a positive linear combination of simple roots
and hence 7 (wp) < x3(p) for all o in I7.

In order to prove the inclusion Conv(Wp) D C, by the Krein-Milman Theorem,
it suffices to prove that any extremal point g of C, belongs to Wp. Since C, is W -
invariant, we may assume that ¢ is dominant and we want to prove that g = p. If this
is not the case, there exists a root o € IT such that x7(g) < x5 (p), but then, for ¢
small enough, the interval g 4 [—e¢, e]a® is included in C,,, whence a contradiction.

Second step: We have the equivalence, for g, g’ in G,

Kk(g") € Conv(Wk(g)) <= llp()ll < llp(g)l forall p. (8.23)

In the right-hand side of this equivalence, “for all p” means for all irreducible al-
gebraic representation (p, V) of G endowed with a (p, A, K.) good norm. This
equivalence follows from the first step and equality (8.9) applied to all the represen-
tations (py, Vy) introduced in 8.4.5.

Third step: Let (p, V) be an irreducible algebraic representation of G endowed
with a (p, A, K.) good norm. For all z in Z and u in U, one has

eI < llpGzull. (8.24)

Indeed, let x be a weight of A in V such that x“(w(z)) is maximal. Since the norm
is (p, A, K.)-good, we have || p(2)|| = eX” @& Now, if v # 0 is a vector in Vy, we
have

pwvev+d, ., VX.

Again, since the norm is (p, A, K.)-good, we get

loGzuyvll > llp2)vll = X" @) vl = [lo @) v,

and we are done.

Fourth step: We prove (8.15). Write n = ko P. with kg in K., g = kjz+k, with
ki, ky in K. and zT in Z T, so that k(g) = w(zT). Write gko = kzu with k in K,
zin Z and u in U, so that o (g, n) = w(z). According to Inequality (8.24), one has,
for any p,

le@I < llpGEHI. (8.25)

Now (8.15) follows from (8.23) and (8.25).

(b) Let (p, V) be an irreducible representation of G, with highest weight x and
equip the induced representation Indgp(,o) =P feF V¢ with a (p, A, K¢, T)-good
norm. We have, setting f> = s(g2),

X818 = | p(g1gd v < llp(gDlv,, Il oIVl = llp(gDlv,, e * &,

Now, since 1 induces an isometry between V and V7,

o@Dy, I =llp(g1m)lv Il = X K(172))
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Applying this property to the representations (py, V), o € I1, and using (8.22) one
gets

k(g182) € Conv(W (k(g172) + k(g2))).

This implies (8.17) and (8.18).
(c) Again, if (p, V) is an irreducible representation of G, with highest weight
equipped with a (p, A, K.)-good norm, for g, g; and g7 in G, we have

oI ee HIT! < llo(gigenll/llo @1l < loeD |l o(g)ll,

hence

—x“((k(g1) +x(g2)) < x“(k(g1882) — k() < x“(k(g1) +k(g2)),

which gives (8.19), since the dual space of a is spanned by finitely many highest
weights of representations. Now, (8.19) and (8.20) are proved in the same way by
using the good norms in W = Indgc (p) and the fact that the finite set t(F) has
bounded image in GL(W). The bound (8.21) follows immediately. [l

8.6 Partial Flag Varieties

When K # R, we also need to introduce the partial flag varieties associated
to subsets @ C I1. When K is R, the subset ® = I1 is the only one which will
be useful in this text.

For ® C I1, let Ap be the intersection of the kernels of the elements of I7 \. ®
in A, let Zg . be the centralizer of Ag in G, and denote Pg . := Zp .U. For in-
stance, one has

A=A, Ay =K-split center of G¢, Pr7.c =P, Py . = Ge.

The K-groups Pg ., ® C I1, are exactly the K-subgroups of G, which contain P..
Set Po.. =Po (K), and introduce the partial flag variety of G and G,

@@ = G/P@,C and e@@’c:GC/P@,C'

Those partial flag varieties will be better understood thanks to the representations
(pas Vo) in Definition 8.16. For any o € ©, one has py(Pe.c)(Veo)*e C (Ve o)X
and the map

P — UfeFIP(VU‘»f)
n= gP@,c = Va,n = )Oa(g)(vc,o()xa

is well defined. The product map

26 = [lueo (U rerP(Va, f)) (8.26)
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is a G-equivariant embedding. Set, ©¢ := 11 \ O,

ap ={x€a|Vae®° a®(x)=0},

af =apnNa’ and

apt={xeal |YaecO, a®(x) >0}

We let Wg C GL(a) be the subgroup of the Weyl group of X'“ spanned by the
reflections associated to the elements of IT ~. @. Then, ag is the space of fixed
points of Wg in a. For instance, #;; = &, a =a and Wiy = W, while Zy = F,
ag is the subspace of a spanned by the image of the center of G, by w and Wy = {1}.
We let pe : a — ap denote the unique Wg-equivariant projection.

Lemma 8.21 The image po oo : G X & — ag of the Iwasawa cocycle o by pe
factors as a cocycle

0o G x Py — ap. (8.27)
We call this cocycle the partial Iwasawa cocycle.

Proof When G is connected, this is proved for example in [101, lemme 6.1]. In
general, from the connected case, we get, for any g in G and z in Zg .,

Po(0 (g Em) = po (0 (1,48, Em) = po (0 (1,48, 2€m)) = po (0 (g, 2Em))

and, by the cocycle property, the same holds for any 7 in Z. O

Assume that the subset @ C I7 is stable under F. On the one hand the right
action of F on &2 factors as an action on Zg. On the other hand, the subspace
ae is F-invariant and the projection pg commutes with F'. One has the following
generalization of Lemma 8.6.

Lemma 8.22 Assume that ® is F-invariant. Then for any f in F, the two cocycles
(g.m)— floo(g, n) and (g,n) — oo (g, nf) are cohomologous.

Proof This follows from the proof of Lemma 8.6. Keeping the notations of this
proof, we just have to notice that the function pg o ¢ descends to &g and hence
gives the required coboundary. g

Still assume that the set @ is F-stable. Let Po C G be the normalizer of Pg .
and Pg be its group of K-points. Since P9 N G, = Pg . and P C Pp, the natural
map

Po/Pg.c— F
is an isomorphism. Since © is F-stable, for every g in G, gPg g~
G, to Pp, that is, we have G = G, Pg and the natural map

is conjugate in

Po,.=G¢/Po,.— G/Po
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is an isomorphism. To summarize, G acts in a natural way on Pg . and we have a
G-equivariant identification

:@(_) ~ gz(u),c x F. (8.28)

Under this identification, the action of F on g reads as its right action on the
second factor.

For G = SL(d, K), one can describe concretely the parabolic subgroups Pg and
their unipotent radical Ug . Choosing for instance ®@¢ with only one simple root, that
is, with the notations of Sect. 6.7.7, choosing ®° = {g; 1| — ¢;} for some 1 <i < d,
one has, in terms of block matrices with blocks of size i and d —i,

Po={(s ) =0 0))

Note that another value for & would give different numbers and sizes of block
matrices.

8.7 Algebraic Reductive .”-Adic Lie Groups

In this section we introduce the class of locally compact groups that we will
work with. This class contains both the reductive algebraic real Lie groups
and the reductive algebraic p-adic Lie groups.

We now let . be a finite set of local fields. For any s in ., we will sometimes
denote by K the local field s. These local fields are pairwise non-isomorphic.

Definition 8.23 An algebraic .-adic Lie group G is a subgroup of a product of
groups G C [ o G such that

— for s in ., the group Gy is the group of K;-points of a K;-group Gy,
— G contains the finite index subgroup G := [[,. & Gs.c, and,
— for s in .7, the projection map G — G is onto.

We denote by F the finite group F = G/G.. We say that G is connected if
G = G.. We say that G is reductive if the K;-groups Gy are reductive.

The real factor Gr of G will mean the group G for K; = R.

We keep the notations of Sects. 8.4 and 8.6, adding a subscript s to each of
them: thus, & is the flag manifold of Gy, a; a Cartan space for Gy, I1s a set of
simple restricted roots, etc. We set P, = Hsey P, a=1T]; c.o As. We define the
flag variety of G as & := G/ P.. It is an open and compact G-orbit in the product
of the flag varieties [ [, o Zs.

We define the Cartan projection of G

k:G—>a
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as the map obtained by taking the product of the Cartan projections «; : Gy — a, of
G, s € 7.
We define the Iwasawa cocycle of G

0:GXP —>a
as the cocycle obtained by taking the product of all the Iwasawa cocycles
oy : Gy X Py — ag of Gy for s € 7.
We define the Jordan projection of G
A:G—a

as the map obtained by taking the product of the Jordan projections A : Gy — a; of
G,s €7,
When © is an F-invariant subset of the set IT :=| |, o I, we set

Po.c=l,e.o Po,s.co Po=G/Poc, Po.c=GCG/Po, ae=][|,co a0,

where, for any s in ., ®; = IT; N ©. We set pg : a — ag to be the projection and
the partial Iwasawa cocycle

09 :G x P9 — ag (8.29)
to be the cocycle which is the product of the cocycles
0@, : Gy x P, — ag, for s € 7.

As a shorthand, we will say that a representation (p, V) of G in a K;-vector space
is algebraic if it factors as an algebraic representation of the quotient group G,. We
will say that this representation is proximal if it is proximal as a representation of
G, and soon....



Chapter 9
Zariski Dense Subsemigroups

This is the third chapter which is devoted to Zariski dense subsemigroups. While
Chaps. 6 and 7 dealt with algebraic reductive real Lie groups, the present chapter
deals with algebraic reductive .¥-adic Lie groups. We freely use the language of
Sect. 8.

9.1 Zariski Dense Subsemigroups

In this section we introduce the set O of simple roots associated to a Zariski
dense subsemigroup I' of G.

Let G be a reductive algebraic .%-adic Lie group. As a shorthand, we will say
that a subsemigroup I" of G is Zariski dense in G if I" is not included in a proper
algebraic .”-adic Lie subgroup H of G. Equivalently, I" is Zariski dense in G if, for
each s in ., the projection Iy of I" on the reductive algebraic K;-algebraic group
G is Zariski dense, and if one has the equality G = I"G.. In this case, we set

Or :={a eIl |a®(k(I')) is not bounded}. 9.1)

By Theorem 6.36, this set @ always contains the set ITr of simple roots of the real
Lie group GR. In particular, one has

When G is a reductive algebraic real Lie group, this set O is equal to

IT and the partial flag variety P g .is equal to the full flag variety . ©2)

Lemma 9.1 Let I" be a Zariski dense subsemigroup of G. Then one has the equal-
ity
Or =0Orng,. 9.3)

Moreover, the set O is F-stable.

Proof The first assertion follows from Corollary 8.20(c).
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Pick f in F and g in I" such that s(g) = f. Again using Corollary 8.20(c), one
has sup,, . H/c(yg) — l(y) || < 00. The second assertion follows. O

Note that, by the spectral radius formula (8.7), for g in I", one has A(g) € ag.

9.2 Loxodromic Elements in Semigroups

In this section, we give a few properties of the set O .

Let G be an algebraic reductive .¥-adic Lie group. For ® C I1, we say that an
element g of G, is ®-proximal if, for every « in ©, p,(g) is a proximal endomor-
phism of V,, (where the p, are as in Sect. 8.4.5). This amounts to saying that the
action of g on P . admits an attracting fixed point EZS, e For any « in @, the line
Ve, £, C Vy is then the eigenspace associated to the dominant eigenvalue of py (g).

According to Lemma 8.8, an element
g is ®@-proximal if and only if a”(A(g)) > 0 for any a in ©
and one then has

06 (8, €5 5) = Po (A(8)).

Let I" be a Zariski dense subsemigroup of G. Note that the set @ is also the set
of simple roots « for which p, (I") is proximal.

The following lemma proves the existence of elements in I” which are simul-
taneously proximal in these representations p,. It is an extension of Lemma 6.25
where we allow simultaneously representations of I" over different local fields.

Lemma 9.2 Let G be a connected algebraic reductive . -adic Lie group and I be
a Zariski dense subsemigroup of G.

(a) Then, the semigroup I' contains ® -proximal elements.
(b) More precisely, the set of @ -proximal elements of I is Zariski dense in G.

The proof uses the following

Lemma 9.3 Let G be a connected algebraic reductive ./ -adic Lie group and I"
be a Zariski dense subsemigroup of G. Fori =1, ...,s, let (p;, V;) be an algebraic
irreducible representation of G, v; be a nonzero vector of V; and W; be a proper
subspace of V. Then there exists an element g in I such that gv; ¢ W; foralli <s.

Proof When G is an algebraic group over a fixed local field, this follows from
Zariski connectedness of G. In general, the main new difficulty is that the repre-
sentations may be defined over different fields.

‘We may assume that I" is closed. Then, we can choose a Zariski dense probability
measure 1 on G such that I" = T,.
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By Lemma 4.6, for 1 <i <s, if v is a u-stationary Borel probability measure on
P(V;), we have

v(P(W)) =0.

Let x; be the image of v; in P(V;). Since every limit point of the sequence of prob-
ability measures

1 n *k
0 Dk WK By,

is ju-stationary, we get

1y sk , .
n k=1 W g € G | gvi € Wi} —— 0.

Pick n large enough so that each of these terms is < Al We get
Ly Mg eGIvI<iss gu ¢ Wi}>0
and we are done. U

Proof of Lemma 9.2 This is Lemma 6.25 when G is an algebraic Lie group over a
local field. The proof in general is very similar.

(a) We denote by a1, ..., a4 the elements of ®p. Fori =1,...s, let y; , be a
sequence of elements of I with al?” (ke (Vi,p)) p_)—oo> o0, and set, for p > 1,

8p =Vip hlyZ,p ha - Vs,p hs,

where the elements Ay, ..., hy € I" will be chosen later. There exists a sequence S C
N such that, for any o in @ and i =1, ..., s, there exists a sequence, (A; p.a)pes
of scalars such that the limit in End(V,,)

To,i i=HmA; p o0 (Vi p)
peS

exists and is nonzero. By assumption, for i =1, ..., s, the limits 7y, ; are rank one
operators. Hence, for any « in @, the following operators

Ta = T, 1 Pa(hy) T2 Pa(h2) -+ o, s Pa(hs)

have rank at most one.

By Lemma 9.3, one can choose the elements 41, ..., hg in I" in such a way that,
for any o € O, Imt, ¢ Kert, and hence 7, has rank one. Now, for any o € O,
there exists a sequence (A p o) pes Of scalars with

)\-p,a,oa(gp) —> Ty in End(Va)
p—00

Reasoning as in the proof of Lemma 4.1, for p € § large enough, we deduce that
the element y := g, acts proximally in Vy, for any « in O
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(b) We want to prove now that the set
Iprox :={y € I' | y is ©p-proximal}

is Zariski dense in G. Let yp € I' be a @p-proximal element. For any « in O,
there exists a sequence, (Ap o) peN Of scalars such that the limit in End(Vy)

T P
Ty = PlLHgo )»p,apa(y() )

exists and is a rank-one endomorphism of V,,. Since V is irreducible and G is
Zariski connected, the set

I':={y el |nups(y)ny#0 forall @ in O}

is Zariski dense in I". For any element y in I"/, for n large, the element YoYvy
belongs to I',ox. Since the Zariski closure of a semigroup is always a group, the
element y belongs to the Zariski closure of I, . This proves that Iy, is Zariski
dense in G. O

By reasoning as in the proof of Lemma 9.3, one gets:

Lemma 9.4 Let G be an algebraic reductive . -adic Lie group, I' be a Zariski
dense subsemigroup of G and f be an element of F = G/G.. Fori=1,...,s, let
(pi, Vi) be an algebraic irreducible representations of G, U; be an irreducible G-
submodule of V;, v; be a nonzero vector of U; and W; be a proper subspace of fU,;.
Then there exists an element g in I' such that gG. = f and gv; ¢ W; fori <s.

Proof Assume that I" is closed and let u be a Borel probability measure on G with
I' = I',. Note that, since I" maps onto F, the only p-stationary Borel probability
measure on F is the normalized counting measure, so that one has

1§ *k — 1

n Y1 W {g €GlgG, = f} m F]-

Then one argues as in the proof of Lemma 9.3, replacing the use of Lemma 4.6 by
the use of Lemma 4.17. 0

9.3 The Limit Set of I

In this section, we define the limit set of a Zariski dense subsemigroup of a
reductive algebraic . -adic Lie group.

Let G be an algebraic reductive .#’-adic Lie group and I" be a Zariski dense
subsemigroup of G.

Define the limit set Ar . of I" in Pg,. . as the closure in this flag variety of the
set of attracting fixed points of & p-proximal elements of I" N G.
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Lemma 9.5 Let G be an algebraic reductive . -adic Lie group and I be a Zariski
dense subsemigroup of G.

(@) Onehas I'Ar,.= Ar,c. L
(b) Forany nin Peop ., one has Ar. C I'n.

In other words, A is the unique I"-minimal closed invariant subset of ZPg;. .

Proof Let g be a ©®-proximal element of I" N G,.
(a) Let & be an element of I". Let us prove that hé(j)'n P belongs to Ar. If I’

is a group, this is trivial since then the element hgh~! belongs to I' N G, is O
proximal and its attracting fixed point is

_ +
é()1" hgh~! hs@l",g.

Since I" is only assumed to be a semigroup, the argument will be longer. Set
f= s(h)~!. For any « in O, let Wy = IndG Vo, Then, since @ is F-stable, g
acts as a proximal endomorphism of fV,. We denote by Vaf ¢ C f Vy its dominant
eigenline and by Vf @,s C f Vu the g-invariant complementary subspace of Vf +.

The line Vaf ¢ is the image of SO g by the unique G.-equivariant map Peor . —
P(fVy). By Lemma 9.4 applied to G-irreducible quotients of the spaces W, there
exists an element 4’ in I" such that s(h’) = f and, for any « in O,

WhVES ¢ Vi

Reasoning again as in the proof of Lemma 4.1, one sees that, for large n, the ele-
ment py (hg"h') is a proximal endomorphism of V,, and that its dominant eigenline
converges to hVa]f ’g+. By uniqueness of the G.-equivariant map Pg,. . — P(fV,),
we get

W =V,

«, fé()[‘ g

Therefore, if n is large enough, the element hg"h’ of I' is ®p-proximal and we
have

+ +
_— > .
g@r,hg”h/ n—00 hg@[‘,g

In particular, hégr e belongs to A ., as required.

(b) Now, let n be in P and let us prove that &5 . belongs to I'n. By
Lemma 9.3, there exists an element % in I" N G such that, for any « in @, one has
Pa(h) Vi ¢ V<p (@) and hence

Pa (8" M) Va,y —— Vel pa(8) — Vwé{—%g'

We get g"hn —— &2 and we are done. O
n—00 r.8
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Corollary 9.6 Let G be an algebraic reductive . -adic Lie group, F = G /G, and
I' be a Zariski dense subsemigroup of G. Then the set

Ar:=Arx FC Por,c x F~Pg,
is the unique I"-minimal closed invariant subset in Pg .
This set A is called the limit set of I' in P, .

Proof By definition, one has Arng,,. = Ar,c, hence by Lemma 9.5, the action of
I' NG, on A is also minimal. Our claim follows. O

9.4 The Jordan Projection of I"

In this section, we give an extension of the result of Sect. 7.1 which will be
used to determine the support of the covariance 2-tensor for random walks on
algebraic reductive .#-adic Lie groups.

Let G be an algebraic reductive .#’-adic Lie group. For any s in ., we set by to
be the orthogonal in ay of the subspace of a} spanned by the algebraic characters of
the center of G .. We set bg to be this subspace bs; when the local field is Ky = R.

Let I" be a Zariski dense subsemigroup of G. We define the limit cone of I" to
be the smallest closed cone L in a™ containing the elements A(g), where g runs
among the ®-proximal elements of I (see Lemma 9.2).

The following proposition extends Theorem 7.2. It will be used in the determi-
nation of the support of the Gaussian law in the TCL in Proposition 13.19

Proposition 9.7 Let G be an algebraic reductive . -adic Lie group and I" be a
Zariski dense subsemigroup of G. Then the limit cone L is a convex cone whose
intersection with br has non-empty interior.

Proof The proof is similar to the proof of Theorem 7.2. g

The following proposition extends Theorem 7.4. It will be used in the determi-
nation of the essential image of the Iwasawa cocycle in Proposition 17.1.

Proposition 9.8 Let G be an algebraic reductive ./ -adic Lie group and I" be a
Zariski dense subsemigroup of G. Then the closed subgroup of a spanned by the
elements L(gh) — A(g) — A(h), for g, h and gh O -proximal elements of I' con-
tains br.

Proof The proof is similar to the proof of Theorem 7.4. g



Chapter 10
Random Walks on Reductive Groups

The main result of this chapter is the Law of Large Numbers for the Iwasawa cocy-
cle and for the Cartan projection together with the regularity of the corresponding
Lyapunov vector (Theorem 10.9). These results will be obtained as translations of
the results of Chap. 4 in the intrinsic language of reductive algebraic .¥-adic Lie
groups introduced in Chap. 8. We keep the notations of this Chap. 8.

10.1 Stationary Measures on Flag Varieties

We first translate the results of Sect. 4.2 in the language of reductive groups.

When G is a reductive algebraic .%-adic Lie group and u is a Borel probability
measure on G, we define I'}, to be the subsemigroup of G spanned by the support
of n and set ©, = O, . We say that u is Zariski dense in G if the semigroup I, is
Zariski dense in G.

The first proposition deals with connected groups. It tells us that the partial flag
variety g, supports a unique ju-stationary measure. This proposition is similar to
Lemma 4.6 and Proposition 4.7.

Proposition 10.1 Let K be a local field and G be the group of K-points of a con-
nected reductive K-group G. Let . be a Zariski dense Borel probability measure
onG.

(a) Then there exists a unique -stationary Borel probability measure on the flag
variety P, . This probability v is p-proximal.

(b) Let M be a homogeneous space of G and v be a p-stationary Borel probability
measure on M(K). For any proper subvariety N of M, one has v(N(K)) = 0.

Proof (a) Forany « in @, py(I,) is a proximal strongly irreducible subsemigroup
of GL(V,). Hence, by Proposition 4.7, there exists a unique p-stationary Borel
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probability measure on P (V,,) and this measure is p-proximal. Therefore, as @@M
embeds G-equivariantly in the product ]_[ae@u P (Vy), according to Lemma 2.24,
there exists a unique p-stationary Borel probability measure v on Pg, and it is
u-proximal.

(b) Consider now the set .4 of irreducible subvarieties N of M such that
V(N(K)) > 0 and that the dimension of N is minimal for this property. Then, for
any Nj #% N in .4/, one has N; N Nj ¢ .4/, so that, reasoning as in the proof of
Lemma 4.6, one proves that, if .4;, is the set of elements N of .4 such that v(N(K))
is maximal, then .4} is non-empty, finite and I, -invariant. Thus, the K-points of the
subvariety UNe V4 N form a Zariski closed Iy, -invariant subset of M(K), so that, I',
being Zariski dense, one has .4;, = {M}, whence the result. O

We now extend the study of the stationary probability measures on flag varieties
to the context of algebraic reductive .’-adic Lie groups.

Let G be an algebraic reductive .#’-adic Lie group. When u is a Borel probability
measure on G, we let, as in Sect. 5.2, ug, be the Borel probability measure induced
by pon G¢. One has Iy, = I}, N G, and we set ©, := O, . Note that, by (9.3),
one has &, = @, . We still denote by df the normalized counting measure on
F=G/G..

The second proposition extends Proposition 10.1 to non-connected groups. It
tells us that the partial flag variety &g, still supports a unique p-stationary mea-
sure.

Proposition 10.2 Let G be an algebraic reductive . -adic Lie group and i be a
Zariski dense Borel probability measure on G.

(a) There exists a unique p-stationary Borel probability measure v, on Pg, . and
Ve IS (u-proximal.

(b) There also exists a unique p-stationary Borel probability measure v on Pg,
and v is u-proximal over F. More precisely, through the identification

‘@@u ~ F x ‘@@uvc
as in (8.28), the measure v reads as df ® v.

Proof (a) and (b). From Proposition 10.1, we know that there exists a unique g, -
stationary Borel probability measure v, on g, . and v, is pg-proximal. Hence
our claims follow from Lemma 5.7. O

The support of v depends only on I,. Indeed, the following lemma tells us that
it is equal to the limit set of I, in Pg,. This lemma will be used in the proof of
Proposition 13.19.

Lemma 10.3 Let G be an algebraic reductive . -adic Lie group, F = G /G, u be
a Zariski dense Borel probability measure on G and v be the -stationary Borel
probability measure on P, . Then the support of v is Ar,,.
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Proof On the one hand, by Lemma 2.10, every closed I,-invariant subset of Pg),
supports a j-stationary probability measure. On the other hand, by Proposition 10.2,
v is the unique u-stationary probability measure on P, . This proves our claim.
It also gives another proof of the uniqueness of the minimal I, -invariant subset of
Pe, (see Corollary 9.6). O

10.2 Stationary Measures on Grassmann Varieties

In this section, we draw a link between the stationary measure on the flag
variety Pe, and the boundary map in Lemma 4.5.

Assume that G is a connected K-group, where K is a local field. Let i be a
Zariski dense Borel probability measure on the group of K-points G := G(K). Ac-
cording to Proposition 10.2, the unique j-stationary probability measure v on Pg,
is p-proximal. This means that there exists a Borel map

%'ZB—>32(~)M

(where, as usual (B, 8) = (G, M)N*), also called the Furstenberg boundary map,
such that, for 8-almost all b in B, the limit measure vy, is the Dirac mass v, = 8¢ (p).

Let (p, V) be an irreducible algebraic representation of G with highest weight .
We set V# to be the sum of weight spaces V* of A in V such that x — p is a sum
of elements of IT \ ®, and r = dim V*. By definition, one has Po, VHC VH, so
that the map

G— G (V); g gVH

factors as a G-equivariant map
e, — G (V),n— V,;‘.

Hence the boundary map can be seen as a map & : B — G, (V).

Remark 10.4 We claim that, for S-almost any b in B,

&(D) is the space constructed in Lemma 4.5.

Proof 1t suffices to prove that, for B-almost any b in B, any nonzero limit point in
the space of endomorphisms of V of a sequence of the form X, p (b1 - - - b,) with A,
in K, has image £(b).

By Lemma 9.2, for any « in &,,, the semigroup py (17,) is proximal, so that, by
Proposition 4.7, for B-almost any b in B, the nonzero limit points in End(Vy) of a
sequence Ay, py (b1 - - - by) with A, in K have rank one. Writing, for any n, by - - - b, =
knznly, with k,, 1, in K, z, in ZT and w(z,) = k(b - - - by), this implies that the
nonzero limit points of A, 0y (z,) as n — 0o have rank one. This proves that

lim a®(k(by---bp)) =00, forain ©,.
n—>oo
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Besides, by definition,
a®(k (b1 - - - by)) remains bounded for o in IT \. O,

Hence, every nonzero limit point in End(V') of a sequence A, p0(z,) with A, in K has
rank r and its image equals V*. Therefore, every nonzero limit point of a sequence
Anp (b1 ---by) has rank r and its image equals & (D). O

Remark 10.5 Recall that there may exist more than one p-stationary Borel prob-
ability measure on G, (V). Indeed, there may exist uncountably many compact G-
orbits in G, (V). An example is given in Remark 4.4, where G = SO(n, 1) is acting
on V = A2R™*! with n > 6. In this example, one has r =n—1.

However, there exists a unique -stationary Borel probability measure on the
Iy -minimal set A;( o introduced in Lemma 4.2. Indeed, this follows from Propo-

r

sition 10.1, since, by Remark 10.4, the image of the map n — V# contains A (L))"

10.3 Moments and Exponential Moments

We define two integrability conditions which will be useful assumptions to get
asymptotic laws for products of random elements of G.

The first integrability condition will be used in the Law of Large Numbers (The-
orem 10.9)

Lemma 10.6 (First moment) Let G be an algebraic reductive . -adic Lie group.
Let . be a Borel probability measure on G. The following statements are equiva-
lent:

@) Jg k(@I du(g) < oo.
(i1) For any algebraic representation (p, V) of G, one has,

Jo1og N (p(£))dpu(g) < oo. (10.1)

(iii) There exists a finite family of algebraic representations (p;, Vi) of G such that
(; Ker p; is finite and (10.1) holds for each (p;, V;).

In this case, we say that u has finite first moment.

Proof (i) = (ii) First, assume p is irreducible. Let V' be a G-irreducible sub-
module of V, so that V is a quotient of the induced representation W’ = Indgc (V).
We equip the latter with a good norm and it now suffices to prove the claim in W’.
Let x be the highest weight of A in V'. By Lemma 8.18 and Corollary 8.20.c), one
has

Jologlp(@)ll1du(g) < fgmaxrer |k (gTr))|du(g) < oco.



10.3 Moments and Exponential Moments 157

As this also holds for the dual representation, this gives (10.1).

Now, assume p is any representation and let (p;, V;) be the irreducible subquo-
tients of a Jordan—H®older filtration of (p, V).

When p is defined over a field K with characteristic 0, we have V =D, V; as a
representation of G. Hence, there exists a constant C > 0 such that, for any g in G,

oIl < le_ax lloi ()] (10.2)

and (10.1) follows from the irreducible case.

When p is defined over a field K of positive characteristic, (10.1) also follows
from the irreducible case, since, as we will see, (10.2) still holds.

It remains to check that (10.2) still holds. Since A is a K-split torus, as A-
modules, we have V >~ @; V; and (10.2) holds when g belongs to A. As A is co-
compact in Z, it also holds when g belongs to Z, up to changing the constant C.
Now, as K. is a compact group, we can assume all the norms to be K -invariant
and, as G, = K.Z K, (10.2) holds for any g in G.. Finally, since G, has finite in-
dex in G, again up to changing the constant C, (10.2) holds for any g in G and we
are done.

(iii)) = (i) We again use Lemma 8.18 and the fact that the sum of the highest
weights of the G -irreducible subquotients of the V; is in the interior of the dual
cone of a™, which follows from the finiteness of the kernel. O

Later on, in Theorem 13.17, we will need the following stronger integrability
condition.

Lemma 10.7 (Exponential moment) Let G be an algebraic reductive .-adic Lie
group. Let i be a Borel probability measure on G. The following statements are
equivalent:

(i) There exists a ty > 0 such that
J el @ldu(g) < oo. (10.3)
(ii) For any algebraic representation (p, V) of G, there exists a ty > 0 such that

Jo N(p(g)®du(g) < oo. (10.4)

(iii) There exists a finite family of algebraic representations (p;, Vi) of G such that
ﬂi Ker p; is finite and ty > 0 such that (10.4) holds for each (p;, V;).

In this case, we say that u has a finite exponential moment.
Proof (i) = (ii) By reasoning as in the proof of Lemma 10.6, we can assume p to

be irreducible. Let V' and W’ be as in that proof and x be the highest weight of A
in V’. Again by Lemma 8.17 and Corollary 8.20, one has

f o)l du(g) < / max e%“® T qu(g) < oo,
G G feF
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for #p small enough. Applying this bound to the dual representation of (p, V), one
deduces (10.4).
(iii) = (i) Again, one argues as in the proof of Lemma 10.6. O

The following lemma tells us that these two integrability conditions (10.1) and
(10.4) are automatically transmitted to the induced measure on G.. Note that this
would not be the case for a “compact support condition”.

Lemma 10.8 Let G be an algebraic reductive .#-adic Lie group, u be a Zariski
dense Borel probability measure on G and jig, be the measure induced by 1 on G..
If 1 has finite first moment then g, also has finite first moment.
If w has a finite exponential moment then g, also has a finite exponential mo-
ment.

Proof This follows from Corollary 5.6, Lemmas 10.6 and 10.7. O

10.4 The Law of Large Numbers on G

We now translate Theorem 4.28 into the language of reductive groups.
We denote by L' (B, B, a) the space of a-valued f-integrable functions on the
one-sided Bernoulli space (B, 8) with alphabet (G, w).

Theorem 10.9 (Law of Large Numbers on G) Let G be an algebraic reductive
-adic Lie group and p be a Zariski dense Borel probability measure on G with
finite first moment. Let v be a ji-stationary Borel probability measure on the flag
variety L.

(a) Then the Iwasawa cocycle o : G X & — a is integrable, i.e. one has

Joxz ol dudy < oco.
Its average

o= fgupodudvea

is called the Lyapunov vector of w. It is F-invariant and does not depend on v.
Indeed, for B-almost any b in B, one has

1
ZK(bn"'bl)mau‘

Moreover, this sequence also converges in L! (B, B,a).
(b) Forany nin &, for B-almost any b in B, one has

1
;G(bn"'bl,ﬁ) mfm-

This sequence also converges in L' (B, B, a), uniformly for n in 2.
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(¢) Uniformly for n in &, one has

1

n fG a(g,m)du*(g) m Op-

(d) Forany n in L., for B-almost any b in B, there exists a constant M > 0 such
that, for any n € N, one has

o (bn---b1,n) —k(by---b1)Il <M.

(e) (Regularity of o;,) The Lyapunov vector o,, belongs to air

(f) In particular, when G is a real Lie group, the Lyapunov vector belongs to the
open Weyl chamber: o, € a*™.

Remark 10.10 When G is a real Lie group, the u-stationary probability measure
v on & is unique since ®,, = IT. In general, this is not always the case, but, as a
consequence of (b), the Lyapunov vector o;, does not depend on the choice of v.

Proof We will use the same technique as in the proof of Corollary 8.20: we just
have to control the image of these sequences by sufficiently many linear functionals
on a.

By (8.16), the cocycle o is integrable on G x &. We set 0, = fo@ od(u®v).

Let (p, V) be a proximal irreducible algebraic representation of G, with highest
weight x. For instance, (p, V) may be one of the representations introduced in
Lemma 8.15, or (p, V) may be a scalar representation associated to an algebraic
character of G.. Equip IndG (p) with a good norm and let W be an irreducible
quotient of this induced representaﬂon Letm: IndG (p) — W be the quotient map
and 0 be the representation of G in W. By Lemma 8 11, for any f in F, the map &
is injective on V. Therefore, we have

sup )]og ‘\p(g)ll < 0o,

By Lemma 8.18 and Corollary 8.20, we get

sup < 00. (10.5)

geG

maxx “(fr(g)) —log(llo() )

Recall from (8.8) that, for any n in &2, V; is aline in V¢ with f =n G.. We let
W, be the image of V,, in W. The image measure of v by the map & — P(V); n —
W), is a p-stationary probability measure on P(W).

If U is aline in W and g is in GL(W), we set

ow (g, U) =log l&ul

fluel

where u is a nonzero element of U. For any n in &2, we set

¢(n) = log I
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where v is a nonzero element of V,,. Then ¢ is a continuous function & — R. Since
the projection 7 is G-equivariant, we get from Lemma 8.18, for any g in G,

x“(o(g,m) +egn) =ow@(g), Wy) + ¢ (). (10.6)

In particular, since v is p-stationary, we have

I [ ow(©(g), Wy)dv(n)du(g) = x (o).

Therefore, by Theorem 4.28, for S-almost any b in B, we have
Llog(10(bu -+ b)) —= x“ (0w,
hence, by (10.5),
ymaxser X (f(bn b)) —— x“(on).

In particular, since the set of highest weights of proximal representations of G,
spans a*, o, is F-invariant. Furthermore, this convergence also takes place in
L'(B, ).

Now, by Theorem 4.28.b) and (10.6), for any 5 in &2, for S-almost any b in B,
we have

Lxe@®n -+ b1, ) —— x?(0.)
n—0oo

and this sequence also converges in L' (B, B), that is, we get (b). In addition, again
by Lemma 8.18, for 1 in £,, we have

x“(0p) = lim Jow @by ---br), Wy) = liminf - x G (by - b1))
n—od n—oo

<limsup L x®(k (by -+ b1))

n—oo

im 1 w
fnlL“;on‘}]f}‘X (fre(bn---b1))

= Xw(a;/.)'
Therefore, we have
L@ Ue(by -+ b1)) —— x?(0p),
n—0oo

and this convergence also holds in L! (B, g), that is, (a) is proved.
(c) directly follows from (b).
(d) By Proposition 4.23, for any 1 in &2, for B-almost any b in B, the sequence

log [|0(by - - - b1)w, | — ow (O (by - - - b1), Wy)
is bounded. Now, this sequence is equal, up to a uniform constant, to the sequence

X (kb - -b1)) = x“ (0 (by -+~ b1, 1)
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and (d) follows.

(e) We want to prove that o, belongs to ag, and that (o) > 0 for any &
in@,,.

According to Lemma 10.8, the induced probability measure w1, on G, also has
finite first moment. By Lemma 5.7, v is also ug, stationary. By Proposition 5.9, one
has 0, = ﬁaucc. Hence, we may assume that G = G.

First, if o belongs to IT \. ®,, since supr, (a® o k) < 00, one has, for B-almost
any b in B,

(o) = lim jo(k(by -+ b1)) =0,
hence o), € ag, -

Now, fix a in @,,. By Proposition 4.7, for 8-almost all b in B, any nonzero limit
point in End(V) of a sequence

An o (by -+ b1),

with A, € K has rank one. Thus, choosing z, in Z* with b, ---b; € Kz,K, every
nonzero limit point of a sequence A, py(z,,) has rank one. As, for any v in the weight
space VX«~% and for any # in N, one has

o (za) vl = =" @) |1 oy )l vl

this necessarily implies that «®(w(z,)) ——> 00, that is,
n—oo
a®(k(by---b1)) —— 0.
n—oo

Hence by (c), for v-almost any 1 in &,

a®(o (b, ---b1,1n)) ——> .
n—oo

Now, using Lemma 3.18 as in the proof of Theorem 4.31, this implies ¢ (c},) > 0,
whence the result.

(f) This follows from (e). Indeed, since G is a real Lie group, the set &, is equal
to I1. O

10.5 Simplicity of the Lyapunov Exponents

We give in this section concrete consequences of the regularity of the Lya-
punov vector. For instance, we prove the simplicity of the first Lyapunov expo-
nent for proximal representations.

The following corollary relates the Lyapunov vectors of x and "
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Corollary 10.11 Let G be an algebraic reductive . -adic Lie group and | be a
Zariski dense Borel probability measure on G with finite first moment. Let " be
the image of ju by the map g — g~ '. Then the Lyapunov vector of 1" is equal to
the image of the Lyapunov vector of | by the opposition involution: o,v = 1(0},).

Proof One computes using Theorem 10.9 twice and using the equality x(g™') =

t(k(g))
Oy =nli>nolO%fBK(bn_l by dB(b)
= lim - [ (e (br b)) dB (D) = L(op)
as required. O

Recall that, in Sect. 4.6, when V is a finite-dimensional K-vector space, and u
is a Borel probability measure on GL(V'), we defined its first Lyapunov exponent as
the limit

M= M fr o logllgll du™ (g).

As a consequence of Theorem 10.9 and Lemma 8.17, one gets the following
reformulation of Theorem 4.28 in which we compute the first Lyapunov exponent
by means of the Lyapunov vector.

Corollary 10.12 Let G be an algebraic reductive . -adic Lie group and | be a
Zariski dense Borel probability measure on G with a finite first moment. Let (p, V)
be an algebraic representation of G and let py be the image of u on GL(V) under
the map p. We have

M.pop = m)gxx“’(au), (10.7)

where x runs among the weights of A in V. In particular, if (p, V) is irreducible
and x is a maximal weight, we have

Mopop = X2 (0. (10.8)

Remark 10.13 When V is strongly irreducible, it has a unique highest weight .
In general the maximal (or parabolic) weights of V form an F-orbit. Since, by
Theorem 10.9, the Lyapunov vector o, is F-invariant, the limit x“ (o) does not
depend on the choice of the maximal weight.

Proof The formula follows from an analogous formula for elements of G.
Fix a norm on V such that the decomposition of V into weight spaces for the

action of A is good. For any a in A, we have

lp@@ll =m)?X|X(a)|.
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Since A is cocompact in Z and the set of weights of A in V is finite, there exists a
constant C > 0 such that, for any z in Z, we have

[logllp(@) I — m}‘?lxxw(w(Z))l <C.
As K is compact, up to enlarging C, this gives for any g in G,
[log llp() — max x” k(g <2C.
Hence, by Lemma 4.27, for 8-almost any b in B,
1
—max x“(k (by -+ b1)) —— Al p,p- (10.9)
n x n—oo
Now, by Theorem 10.9, we have, for -almost any b in B,
1
—k(by---b1) —— o, (10.10)
n n— 00

From (10.9) and (10.10), we get (10.7). Since o, belongs to a’, (10.7) still holds
when x runs among the set of maximal weights. As recalled in Remark 10.13, when
p is irreducible, this set is an F-orbit and (10.8) follows since o, is F-invariant. []

Let us relate the Lyapunov vector to the other Lyapunov exponents of probability
measures. Let d be the dimension of V. For 1 < k < d we define inductively the
k-th Lyapunov exponent Ax , of u by the formula

Mot hge = im L o ) log | AF gl di (9),

where the existence of the limit follows from subadditivity. Note that this definition
does not depend on the choice of the norms on the exterior powers.

Lemma 10.14 Let p be a Borel probability measure on GL(V). The sequence of
its Lyapunov exponents is non-increasing, that is, we have

)Ll,u =z )Ld,u-

To prove this result, we need to introduce in general the singular values of an
element of GL(V) which, in the real case, were defined in Sect. 6.7.7. Since the
definition of the Lyapunov exponents does not depend on the choice of the norms,
we choose some that are particularly convenient.

When K is R or C, we equip V with a Euclidean or Hermitian scalar product.
We equip each of the AV 1 <k < d, with the associated scalar product.

When K is non-Archimedean, we equip V with the sup norm given by a basis
and each of the A¥V, 1 <k < d, with the sup norm coming from the associated
basis.
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In both cases, let K C GL(V) be the group of isometries of the norm. The Cartan
decomposition of GL(V') allows us to write any g in GL(V) as a product kal, where
k and [ belong to K and the matrix a is diagonal, with entries ay, ..., a4 such that

lai] > -+ > |aql.

The real numbers kx(g) = |ax|, | <k <d, only depend on g and on the norm and
are called the singular values of g. By construction, for 1 <k < d, we have

1A gl =Ki(g) Kk (g)- (10.11)

Proof of Lemma 10.14 The lemma relies on an analogous formula for the norms of
the /\kg, 1 <k <d, for g in GL(V). Indeed, for such a g, by (10.11), for 1 <k <
d — 1, we have

k

-1 k+1 ko2
A gl A gl < I A" gl

By the definition of the Lyapunov exponents, this gives
A+ Fr—1)F R+ F 1) <2000+ + k)

which in turn amounts t0 Ag ;o > Agy1,p- [l

The following corollary of Theorem 10.9 explains for a concrete case the mean-
ing of the regularity of the Lyapunov vector.

Corollary 10.15 (Simplicity of the Lyapunov exponents) Let V = K9 and 1
be a Borel probability measure on G = GL(V) with a finite first moment, i.e.
fG log N(g)du(g) < oo, and such that I'), is strongly irreducible in V.

(a) If Iy, is proximal in 'V, the two first Lyapunov exponents satisfy A1, > A2 .

(b) More precisely, one always has Ay, =+ = Ay > Ary1,u, Where 1 is the prox-
imal dimension of T');.

(¢) f K=Rand I',, is Zariski dense in SL(V) or GL(V), then one has

M >Ao > > Ad .

To rely the proximal dimension of I'), with the objects that have been defined for
abstract reductive groups, we will use the

Lemma 10.16 Ler V = K¢ and I" be a strongly irreducible sub-semigroup of
GL(V) with proximal dimension r.

(a) There exists a constant co > 0 such that, for any g in I', one has k,(g) >
cok1(g) and one has sup g kr(8) /Kkr41(8) = 0.
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(b) Let G be the Zariski closure of I" in GL(V'), let x be the highest weight of G in
V and set X to be the set of weights x' of A in V which are of the form

X'=x— ) ne,

acOf

where the ny are nonnegative integers. Then we have

r=Y dimv~.

x'eX

Recall that the Zariski closure of an irreducible sub-semigroup of GL(V) is a
reductive group.

Proof (a) Assume that, for some 2 < k < d, we have a sequence (g,) of elements
of I with sup,, x1(gn)/kk(gn) = 00. Let (X,) be a sequence of elements of K*
with |A,| = /q(g,,)_l. After extracting a subsequence, we can assume that A, g,
converges to a nonzero endomorphism 7. By assumption, since A, (g,) —= 0,

7 has rank < k, hence k > r. The existence of ¢y follows.

Conversely, let 7 be a rank  element of KI". Write 7 = limy,_ 00 Angn, gn € I,
An € K. As 7 is nonzero, we have liminf,,_, o A,x1(gn) > 0. As  has rank r, we
have A,x4+1(gn) m) 0. The result follows.

(b) By reasoning as in the proof of Corollary 10.12, one sees that there exists a
constant C > 0 such that, for any g in G, the sets

{logki ()|l <k < d}

and
{(x)?(k ()] is a weight of A in V}

are equal up to C (that is, more precisely, the Hausdorff distance between these two
finite sets of real numbers is < C). The result follows from a) and this remark. [

Proof of Corollary 10.15 (a) and (b) Denote by yo the highest weight of G in V.
By Corollary 10.12, for 1 <k <d, one has

)\l,p, + - +)¥k,p, = m)?XXw(U;A),

where x runs among the set X of weights of A in AXV . In particular, let k be the
largest integer such that A1 ;, = A . Then k is the dimension of the space

b v

x€X1
X(U//,):XO(O'N)
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As, by Theorem 10.9, o, belongs to a * for any y in X1, one has (o) = xo(oy)
if and only if xo — x is a linear comblnatlon of elements of ®,. We get k = r by
Lemma 10.16(b) and we are done.

(c) Assume for instance that the semigroup I',, is Zariski-dense in GL(V). Since
K =R, by (9.2), one has

a'(Sj'— T = (diag(xq, ..., xq) | X1 > X2 > -+ > xg).

Our claims then follow from Theorem 10.9 and Corollary 10.12 applied to the rep-
resentations AXV. O

10.6 A Simple Example (2)

We end the second part of the book by explaining in concrete and simplified
terms what we have learned therein on the explicit example of the introduc-
tion.

We have already discussed this example in Sect. 5.5. In this explicit example, the
law w is the probability measure

1= 3By +8ay),

where ap and a; are the real d x d-matrices given by formulae (1.13). These for-
mulae have just been chosen so that the semigroup I, spanned by ag and a; is
Zariski dense in the group G := SL(R?). Recall that we want to study the statistical
behavior of products of these matrices

Dni=aj, --a; with ip=0o0rl.

The main conclusion of Part II is a control of the exponential growth of these
products. It controls not only the statistics of the logarithm of the norm of these
product matrices log || p,, || at scale n, but also, for all k =1, ..., d, the statistics of
the logarithm of the k™-singular values

log kx (py) at scale n.
Recall that the k™-singular value of a matrix g € G is
k(g) = 1A gl /114 gl).

The Law of Large Number (Theorem 10.9) tells us the following:
Choose, independently with equal probability, a sequence iy, ..., i,,...of Oor 1.
Then, almost surely, when n — 00,

the sequence % log ki (pn) converges to Ay ;.



10.6 A Simple Example (2) 167

The limits are real numbers Ay ;,, ..., Ag , which depend only on . They are called
the Lyapunov exponents of . They satisfy the equality Ay, + -+ + Ag , = 0 and,
by Corollary 10.15, the inequalities

A > > Ad -

We will say more on this example in Sect. 14.10.
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Chapter 11
Transfer Operators over Contracting Actions

We come back to the abstract framework of Chap. 3, studying the actions on a
compact space X of a locally compact semigroup G endowed with a probability
measure ¢ and studying the behavior of the cocycles over this action. When this
action is p-contracting (Definition 11.1) and under suitable integrability conditions,
we introduce the corresponding complex transfer operators Py. We study the spec-
tral properties of Py when the parameter 6 is small enough (Lemmas 11.18 and
11.19). We will use them in Chap. 12 to prove various limit laws for random walks
on groups satisfying some exponential moment conditions.

11.1 Contracting Actions

We define in this section the w-contracting actions and we prove that they
admit a unique [-stationary probability measure.

We still let G be a second countable locally compact semigroup, s : G — F be a
continuous morphism onto a finite group F, and i be a Borel probability measure
on G. We shall say that i spans F if the image in F of the support of i spans F'. We
shall say that u is aperiodic in F if it spans F and if, for any non-trivial morphism
from F to a cyclic group, the image of u is not a Dirac mass.

Let X be a compact metric G-space which is fibered over F (see Sect. 2.7), and
let x — fy be the G-equivariant fibration. For any g in G, we define the Lipschitz
constant Lip(g) by

d(gx, gx')

Li = _,
ip(g) ff:%/ d(x,x')

where the supremum is taken over the pairs x, x’ in X with fy = f,» and x # x'.

Definition 11.1 Let X be a compact metric G-space which is fibered over F and
yo > 0. We shall say that the action of G on X is (u, yo)-contracting over F if one
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has

JoLip(8)" du(g) < o0 (IL.1)

and, for some n > 1,

sup du™(g) < 1. (11.2)

/ d(gx, gx""
fe=fu )G

d(x,x")v

We will say that the action is -contracting over F or, in short, that the G-space X
is u-contracting over F if this action is (u, yg) contracting over F for some yy > 0.
In this case, the action is also (i, y)-contracting for any 0 < y < yp.

When F is trivial, we just say that the action is w-contracting.

In other words, the action is wu-contracting over F when the action of G on
fibers of the G-equivariant fibration tends to contract on average. Note that, if the
definition holds, there exist 0 < § < 1 and Cy > 0 such that, for any n in N and x, x’
in X, with f, = f, one has

Jod(gx, gx")0 ™ (g) < Co8"d(x, x"). (11.3)

We will often only use the definition in the form (11.3) but we will also sometimes
need the moment condition (11.1).

Example 11.2 The main example we will study in this book is the action of an
algebraic reductive .#-adic Lie group G on a projective space or a flag variety. In
this case F is the group G/ G, (see Chap. 13).

Example 11.3 Here is a trivial example. Let X be a compact metric space, and,
for x in X, let ¢, be the constant map on X given by ¢, : y — x. Let G be the
semigroup of transformations of the compact space X which are either the identity
e or a constant map c,, and u be a probability measure on X, viewed as a subset of
G. In this case, the limit theorems 12.1 and 16.1 that we will prove follow from the
classical limit theorems for random walks on R?.

Example 11.4 Another enlightening example to keep in mind while reading this
text is the following. Let X be the compact space X = {0, 1}V endowed with the
distance d(x, y) = 2~ minlk=0#yid Tet s;, i =0, 1, be the two prefix maps of X
defined, for x = (x1, x2,...) € X, by s;(x) = (i, x1, x2, ...). Let G be the discrete
free semigroup spanned by sg and s, and u := %(850 + d,,). This action of G on
X is p-contracting (here the group F is trivial). In this case, the spectral properties
of the complex perturbations of the Markov operator P, that we will discuss in this
chapter also follow from [94].

The following lemma tells us roughly that, for a -contracting action, the behav-
ior of the random trajectories does not depend on the starting point except for an
exponentially small error term.
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Lemma 11.5 (Exponential convergence of orbits) Let G be a second countable
locally compact semigroup and s : G — F be a continuous morphism onto a finite
group F. Let | be a Borel probability measure on G such that i spans F. Let X be
a compact metric G-space which is fibered over F and ji-contracting over F.

(a) There exist y > 0 and C > 0 such that, for every x, x' in X with f, = fy, for
every n > 1, one has

w'{geGld(gx,gx)=e d(x,x")}) < Ce V", (11.4)

(b) There exists a constant y > 0 such that, for every x, x' in X with fy = fy, for
B-almost every b in B, for all but finitely many n > 1, one has

d(by---b1x,by---bix") <e "d(x,x"). (11.5)

(c) There exists a unique [i-stationary Borel probability measure v on X. This (-
stationary measure v is [-proximal over F.

Proof (a) Inequality (11.4) is a direct consequence of (11.3) with C = Cp and y
small enough so that 0 < y < “Ogal

(b) This follows from (11 4) and the Borel-Cantelli Lemma.

(c) For x,x" in X, set do(x,x") =d(x,x")15—=y,. Let v and V' be two pu-
stationary measures on X. Using Lemma 2.17 and the Lebesgue convergence theo-
rem, one gets from (b),

0=1lim,— oo -/X><X do(by -+ -byx,by---byx")dv(x)dv' (x)
= [y x do(x, x") dvp(x) dvp (x").

Hence for (v, ® v,)-almost all (x, x") in X x X, one has do(x, x") = 0. This proves
that the restriction of the limit measures v, and v, to each fiber is a multiple of the
same Dirac mass. Since p spans F, the images of v and v’ in F are F-invariant.
The same is true for the images of the limit measures v, and v, . Hence for f-almost
every b in B and f in F, there exists an element &, s € X in the fiber over f such
that

1
Vb = V;/, =T1F ZfeF 5Eh,f'

This proves that v = v’ and that v is u-proximal over F. O

11.2 The Transfer Operator for Finite Groups

We describe in this section a few basic spectral properties for the transfer
operator P of a random walk on a finite group.
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Let u be a probability measure on a finite group F. Let P = P, be the averaging
operator on CF' = €O(F) given, for ¢ : F — C and f € F, by

Po(f) = [pehf)duth) =3 cp n(W@(hf). (11.6)

As for any Markov—Feller operator, the norm of P in €°(F) is at most 1, hence its
eigenvalues have modulus at most 1.

The following lemma describes the eigenvalues of modulus 1 of the averaging
operator P.

Lemma 11.6 Let u be a probability measure on a finite group F whose support
spans F.

(a) There exists a smallest normal subgroup F, of F such that the quotient group
F/F, is cyclic and the image of i in F/F, is a Dirac mass at some generator
fu of this group.

Let p,, = |F/Fy|.

(b) The eigenvalues ¢ of modulus 1 of the operator P in CF are the pgl-roots of 1.
These eigenvalues are simple and the associated eigenline is spanned by the
character x; of F/F, for which x;(fuF,.) =¢.

(c) The probability measure w*Pr is aperiodic in F,.

In particular, when p is aperiodic in F, the only eigenvalue of modulus 1 of the
transfer operator P is 1, and the corresponding eigenfunctions are constant.

Proof (a) We first check the existence of F,. Let & be the set of characters of F
which are constant on the support of w. This set & is a subgroup of the group of
characters of F'. In particular this group Z' is abelian. We define now F), to be the
intersection of the kernels of the elements of Z. This subgroup F, is normal in
F and the quotient F'/F,, is also an abelian group and is the dual group of &. As
the elements of = are constant on the support of w, the image of p in F/F, is a
Dirac mass at some element f,, of F'/F,. As the support of u spans F, f,, spans
F/F,, which is therefore cyclic. Clearly, this group F), is the smallest one with
those properties.

(b) Let ¢ be a nonzero element of CF and ¢ be a complex number of modulus 1
with Py = {¢. We want to prove that ¢ is a pﬁ’ -root of unity. We have the inequality

Plol =[Pyl =l¢|.
Let M be the set of f in F with |p(f)| = maxr |¢|. By the maximum principle, for

any f in F with u(f) > 0, we have f M C M, hence, as the support of © spans F,
we have M = F, that is, |¢]| is a constant r. Therefore, for any f in F, one has

r= |2 per k(O )|
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thus for any f', f” in F with u(f’) > 0 and pu(f”) > 0, one has

o(f' )=o(f"f), hence
o(f' f=te(f).

Let F’ be the set of f in F such that the function ¢(f.) is a multiple of ¢. Then,
F’ is a subgroup of F and there exists a unique character x of F’ such that, for
any fin F/, o(f.) = x(f)¢. As, by (11.7), the group F’ contains the support of u,
one has F’ = F, the function ¢ is a multiple of x and, for any f in the support
of u, one has x (f) = ¢, hence x belongsto =, and ¢ is a pﬂ’ -root of unity and the
corresponding eigenspace is spanned by the character ;.

Conversely, every character . is an eigenvector of P with eigenvalue ¢. Since,
moreover, || Pylloo = 1, this eigenvalue is simple.

(c) Let us prove that the only eigenvalue of modulus 1 of PP+ in C» is 1 and
that the associated eigenspace is the space of constant functions, which implies the
result.

Indeed, let ¢ be a function on F, such that PPr¢ = ¢ ¢, for some ¢ with modu-
lus 1. Extend ¢ to a function on F by setting ¢(f) =0 for f ¢ F,,. We still have

(11.7)

PPro=2g.

Let E be the cyclic space for P spanned by ¢. Since the polynomial 7+ — ¢ has
simple roots, P is diagonalizable in E and its eigenvalues are p}f—roots of ¢. Since
the eigenvalues of P in CF are the pu-roots of 1 and the associated eigenfunctions
are constant on F,,, our claim follows. O

The following corollary explains the probabilistic meaning of the spectral proper-
ties of the transfer operator: the equidistribution of the walk with exponential speed.

Corollary 11.7 Let u be an aperiodic probability measure on a finite group F.
Then there exists a constant a < 1 such that, for alln > 1 and f in F, one has

WASY — | <.

11.3 The Transfer Operator

In this section we prove that, when the action is j1-contracting, 1 is an isolated
eigenvalue of the averaging operator P = Py, in a suitable space of Holder
continuous functions. This also gives another way to prove the uniqueness of
the u-stationary measure on X.

Let G be a second countable locally compact semigroup and let s : G — F be
a continuous morphism onto a finite group F. Let X be a compact metric G-space
which is fibered over F.
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We let €°(X) be the space of continuous functions on X, equipped with its
natural Banach space norm ||-|| o, that is, for any ¢ in ¢V (X),

lolloo = max|@(x)].
xeX

Let y be in (0,1] and Y be a closed subset of X (for example ¥ = X). For
¢:Y — C, we set

¢y @)= sup ) — 0]

fomf,  d(x,x)Y and gl = ll¢lleo + ¢y (@),

where the supremum is taken over the pairs x, x" in ¥ with f, = f,» and x # x’. We
let 727 (Y) be the space of y-Holder continuous functions on Y, that is, the space
of functions ¢ on Y such that ¢, (¢) < co. The norm ||, induces a Banach space
structure on SV (Y). The following technical lemma will be useful in the proof of
Lemma 11.19(d).

Lemma 11.8 Let y bein (0, 1] and Y be a closed subset of X. Then the restriction
map Y (X) — 7 (Y) is an open surjection.

The fact that this map is open follows from the open mapping theorem, but will
also be a corollary of the proof.

Proof Let ¢ be in 27 (Y) and let us build ¢ in £V (X) with Yy = ¢. We can
assume ¢ has real values. For x in X, we set

v (x)= inf @(y)+cy(p)d(y,x)”
7

if there exists a point y in ¥ with f, = fy and ¥ (x) = 0 otherwise. By construction,
one has |y = ¢. Now, let x, x" be in X with fy = f. If, forall y in Y, f) # fx,
we have ¥ (x) = ¥ (x") = 0. Otherwise, for any y in ¥ with f, = f,, we have

Y (x) <o) + ¢y (@d(y, ) <@(y) + ¢y (9)d(y, x) + ¢, (@)d (X', x),
hence,

Y x) <Y ) ey (@)d ', x),
so that ¢ belongs to 7’7 (X) as required. O

Fix a Borel probability measure © on G. As usual, we introduce the following
Markov-Feller operator P = P, which is called the transfer operator or the aver-
aging operator. It is given by, for any ¢ in €°(X) and x in X,

Po(x) = [ (gx)du(g). (11.8)
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The operator P is bounded on € (X), with norm 1. We will now study the eigen-
values of P in ¥°(X) which have modulus 1.

In the sequel, we shall write F, and f, for Fy,, and f;,, and, since X is fibered
over F, we will consider °(F/F ) and €O (F) as subspaces of 77 (X). Note that
the transfer operators (11.6) and (11.8) coincide on these subspaces.

The following lemma tells us that the averaging operator P preserves 777 (X)
and contracts the seminorm c,, .

Lemma 11.9 Let G be a second countable locally compact semigroup and s : G —
F be a continuous morphism onto a finite group F. Let u be a Borel probability
measure on G such that u spans F. Let 0 < y < yg and let X be a compact metric
G-space which is fibered over F and which is (i, yo)-contracting over F.

(a) There exist 0 <8 < 1 and C > 0 such that, for any ¢ € Y (X), n € N, one
has,

cy(P"p) <C8"cy(9). (11.9)

(b) One has P(7 (X)) C Y (X) and P is a bounded operator in 77 (X) with
spectral radius 1.

Proof (a) As the action of G on X is (u, y)-contracting over F, one can suppose
y =y0. Fix 0 < § < 1 and C > 0 such that (11.3) holds.
Then, for ¢ in €°(X), x, x” in X with f, = f» and n in N, one has

|P"o(x) — P'o(x")| < [ lo(gx) — p(gx")] du* (g) (11.10)
<cy(p) [5d(gx, gx')Y du*(g)
<C8"d(x,x") ¢y ().

Hence Pg belongs to 57 (X) and Inequality (11.9) holds.
(b) In particular, for any » in N, one has

[P"¢|, <ll¢llo + C8" gl,, <max(1+C) g, . (11.11)

This implies that the spectral radius of P in #7 (X) is < 1, hence exactly equals 1,
since P1=1. O

The following proposition tells us that under the contraction hypothesis (11.3), all
the pg‘ root of 1 are simple eigenvalues of the averaging operator P in C’ and that,
on an invariant complementary subspace, the operator P has spectral radius < 1.

Proposition 11.10 Ler G be a second countable locally compact semigroup and
s : G — F be a continuous morphism onto a finite group F. Let n be a Borel
probability measure on G such that  spans F and p,, = |F/F,|. Let 0 <y <y
and let X be a compact metric G-space which is fibered over F and which is (i, yo)-
contracting over F.
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(a) The eigenvalues ¢ of modulus 1 of the operator P in €°(X) are the p}?-roots
of 1. These eigenvalues are simple and the associated eigenline L. is spanned
by the character x; of F[F, for which x;(f.F,) =¢. The direct sum of these
eigenlines L is equal to %O(F/Fﬂ).

(b) There is a unique 1-stationary Borel probability measure v on X.

(c) The operator N : €°(X) — €°(F/F,) given by, for any ¢ in €°(X) and f
inF,

N(fFu) = P i fe pry 9 dv(x) (11.12)

is the unique P-equivariant projection onto €°(F/F w)-
(d) The restriction of P to 7Y (X) NKer N has spectral radius < 1.

Note that this spectral radius is computed with respect to the norm |-|,,.

Corollary 11.11 Using tame notations as in Lemma 11.9, the essential spectral
radius of P in 7Y (X) is < 1.

We recall that the essential spectral radius is the infimum of the spectral radii of
the restriction of P to a P-invariant finite codimensional subspace. In other words,
it is the supremum of the |A|, where A is a complex number such that P — A1 is not
a Fredholm operator (see Appendix B.4).

Proof of Proposition 11.10 (a) Let ¢ be in €°(X) and ¢ be a complex number of

modulus 1 with Pp = {¢. According to formula (11.9), for any n in N, one has

¢y (@) = ¢y (P"¢) —— 0. Thus ¢, () = 0 and the function ¢ is constant on the
n—o0

fibers of the map x — fy. By Lemma 11.6, ¢ is a pgl-root of unity and there exists
a character x; of F/F, such that ¢ is proportional to the function x = x¢ (fx Fy).
Since, moreover, || P, |lco < 1, this eigenvalue is simple.

(b) We choose a pu-stationary Borel probability measure v on X. As u spans F,
the image of v in F is the normalized counting measure. We postpone the proof of
the uniqueness of v until after the proof of (d).

(c) By construction, the operator N is a projection onto €°(F/F, ). We have to
prove that it commutes with P. We compute for ¢ in €°(F) and f in F,

NPo(f) = pu [gux 98 ferF,) du(g) dv(x)
=P Joxx € fpe s, rF,) die(g) dv(x)
= pu [x 9O fes, rEy V) = No(fiu f Fu),

where we used the equality s(g) = f,, mod F),, for p-almost all g in G, to get
the second line and the pi-stationarity of v to get the third one. This proves that
NP = PN as required. We postpone the proof of uniqueness of N until after the
proof of (d).

(d) By Lemma 11.9, the Banach space E := ¢ (X) NKer N is stable under the
action of P, and the spectral radius of P in E for the norm |- |, is at most 1. We want
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to prove that this spectral radius of P in E is < 1. Let E’ be the finite-dimensional
subspace of E,

E :=¢°(F)NKerN.

According to Lemma 11.6, the spectral radius of P in E’ is < 1. Hence, by
Lemma 11.12 below, it is enough to show that the spectral radius of P in E/E’
is < 1. This quotient Banach space is equal to the space 7 (X)/€°(F). Since

COF) = {p € A7 (X) | ¢, (p) =0},

the seminorm ¢, defines a norm on this quotient Banach space. This norm is equiv-
alent to the norm induced by | - |,,. Indeed, choosing a point x ; in each fiber of the
map x — fx, the closed subspace

E":={p € E|p(xy)=0 forall fin F}
satisfies 7 (X) = €°(F) @ E” and there exists a C’ > 0 such that one has
l¢lloo < C'cy (@), forallgin E”.

Hence, according to (11.9), the spectral radius of P in E/E’ is < 1, as required.
(e) We prove now the uniqueness of both N and v. By (d), for any ¢ in the
intersection Y (X) N Ker N, we have

P"¢ —— 0 uniformly on X. (11.13)

n—oo

Since the subspace .7 (X) is dense in €°(X) and since the operator N is a projec-
tion onto a subspace of 7 (X), the intersection 7 (X) NKer N is dense in Ker N
with respect to the uniform topology. Since || P|lsc = 1, the convergence (11.13)
holds for any continuous ¢ in Ker N. This gives uniqueness of N.

Now, from (11.12), one gets, for every ¢ € (X)),

1
v(p) = T ZF/F# No(fFu)
and uniqueness of v follows from the uniqueness of N. O
In this proof, we used the following lemma.

Lemma 11.12 Let E be a Banach space, E' be a closed subspace and T be a
bounded operator of E preserving E'. Then, the spectrum of T is included in the
union of the spectra of the two operators T and Tg g induced by T in E' and in
E/E'.

Proof By the open mapping theorem, the spectrum of 7 is the set of complex num-
bers A for which T — X is not bijective. Hence our statement follows from the fol-
lowing elementary fact: if Tg and Tg g are bijective, then T is also bijective. []



180 11 Transfer Operators over Contracting Actions

Remark 11.13 The spectral radius of P in Ker N with respect to the norm || - ||
may be equal to 1. Let, as in Example 11.4, X be the compact space X := {0, 1}V,
G be the semigroup spanned by the two prefix maps s; : x — ix, i =0, 1, and u be
the measure u := %(830 + 85,). In this case, the action of G on X is pu-contracting
and the only p-stationary probability measure v on X is the Bernoulli probability
measure v = (%(80 +81))®N, 50 that

KerN ={p € €°(X) | [ odpu =0}.
The averaging operator P, is given by, for ¢ in ¢°(X) and x in X,

Pup(x) = 5((s0x) + ¢(s1x)).

By Proposition 11.10, this operator P, has spectral radius smaller than 1 in
J€Y (X) N Ker N. Nevertheless, it has spectral radius 1 in Ker N. Indeed, let
S : X — X be the shift map, ¢ : X — C be the function given by ¢(x) := (—1)*!.
The continuous functions ¢y := ¢ o S¥ have zero average and satisfy P/jcpk = ¢ and
lexlloo = ll@lloo = 1, hence Pl]j has norm 1, for all £ > 0. Similar examples can be
constructed with G := SL(2, K) and X := P!(K), for any local field K. See Exam-
ple 13.21 when K=Q,,.

11.4 Cocycles over p-Contracting Actions

In this section, we introduce suitable moment conditions for cocycles over ji-
contracting actions. We prove that under these conditions the random trajec-
tories of this cocycle do not depend on the starting point except for a bounded
error term.

We also claim that these cocycles are special. The proof will be given in
Sects. 11.5 and 11.6.

Let E be a real finite-dimensional Euclidean vector space. We set E* to be the
dual vector space of E, Ec =C®g E and E =C®g E*. Leto : G x X — E be
a continuous cocycle.

Recall that we defined the sup-norm og,, of o as

O—sup(g) =sup,cx llo(g, X)|-
We now define the fibered Lipschitz constant of the cocycle ovip on G by, for g in G,

||G(g’x) - G(g’ X/)”
d(x,x") ’

oLip(g) = sup
fe=fyr

where the supremum is taken over the pairs x, x’ in X with fy = f,» and x # x'.



11.4  Cocycles over pu-Contracting Actions 181

Definition 11.14 We shall say that the sup-norm of the cocycle o has a finite expo-
nential moment if there exists an o > 0 such that

.[G eﬁlo'sup(g) d,bb(g) < 0. (1114)

We shall say that the Lipschitz constant of the cocycle o has a finite moment if there
exists an o > 0 such that

Jg oLip(8)* du(g) < oo. (11.15)
We describe now how the behavior of these cocycles depends on the starting point.

Lemma 11.15 (Bounded dependence on the starting point) Let G be a second
countable locally compact semigroup, s : G — F be a continuous morphism onto
a finite group F, and E be a finite-dimensional real vector space. Let |1 be a Borel
probability measure on G such that u spans F. Let X be a compact metric G-space
which is fibered over F and which is p-contracting over F,andleto : G x X — E
be a continuous cocycle whose Lipschitz constant has a finite moment.

(a) There exist y >0 and I, > 0 such that, for any x, x' in X with fy = fy, for
any n > 1, one has

Jgllo(g, x) —a(g, X7 du*(g) < I,,. (11.16)
(b) Forany x, x" in X with fy = fy, for B-almost any b in B, one has

sup llo (b - -b1,x) — o (by ---b1,x")|| < 00. (11.17)

n>1
(¢) Forany x, x" in X with f, = fy, one has

lim inf u*"({g € G ||o(g,x) —o(g, x| <CH=1. (11.18)
C—oon>1

Proof (a) Using the cocycle relation (3.6), one gets, for any g1, ..., g, in G,
lo(gn---g1,%) —0(gn---g1, Xl
<> i1 0Lip(8K)d(gk—1-"-&1%, k—1 -+~ &1x").
This gives the following domination of the left-hand side L of (11.16)
L= [gnllo(gn--g1,%) —0(gn---g1, XY du(gr) - - dju(gn)
< Yot Jod(gx, gx) dur*=V(g) [ o, du.

Using now the p-contraction condition (11.3) and the moment condition (11.15), if
y is small enough, one can find Cy > 0 and § < 1 such that

L S Z]C()o:l Coak_l d(-xa-x,)y fG G]_},/lpdl'l' < .
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(b) Fix @ > 0 such that, by the moment condition (11.15), the function afip is u-
integrable. As a corollary of Birkhoff’s ergodic theorem for the Bernoulli dynamical
system (B, B, T), for B-almost every b in B, the sequence o, (bx)*/k converges
to 0. In particular, for k large, one has o (by) < k1/2 Hence using the cocycle
property as in (a) and the bound (11.5), one can find a constant M (b) > 0 such that
the left-hand side L’ of (11.17) is bounded by:

L' <302 oLip(bi)d (bi—1 -+ -bix, by - - b1 x')
<M(b)+ Zkzl kl/de=rk=D oo

The constant M (b) > 0 in this computation takes into account the finitely many
terms we cannot control.
(c) Our statement follows either from the bound

n"({geGllo(g x)—o(gx)|=CH=<CTI,
based on (a) or from the bound

Clim BUb e G |sup|o(b,..b1,x) —o(b,..b1,x)|| <CH =1
— 00

n>1

that can be deduced from (b). O

The following proposition gives a sufficient condition for a cocycle to be special
(as in Sect. 3.4). This proposition will be applied to the Iwasawa cocycle.

Proposition 11.16 Let G be a second countable locally compact semigroup. Let
s : G — F be a continuous morphism onto a finite group F, and E be a finite-
dimensional real vector space. Let 1 be a Borel probability measure on G such that
w spans F. Let X be a compact metric G-space which is fibered over F and which
is p-contracting over F'.

Let 0 : G x X — E be a continuous cocycle whose sup-norm has a finite expo-
nential moment (11.14) and whose Lipschitz constant has a finite moment (11.15).
Then the cocycle o is special.

The proof of Proposition 11.16 will last up to the end of Sect. 11.6. It relies on the
study of the leading eigenvalue Ag of a family of linear operators Py called the com-
plex transfer operators. The tools that we will develop to prove Proposition 11.16
will be useful when proving the Central Limit Theorem 12.1.

11.5 The Complex Transfer Operator

In this section, we introduce the complex transfer operator Py. We prove that it
depends analytically on the parameter 6 and deduce that, for 0 small enough,
it has a leading eigenvalue Ly which also depends analytically on 6.



11.5 The Complex Transfer Operator 183

We keep the notations of Sect. 11.3 and we assume that the action of G on X is
p-contracting.. Let 0 : G x X — E be a continuous cocycle as in Sect. 11.4.

According to the finite moment conditions (11.14) and (11.15), one can choose
a € (0, 1) such that the function kg on G

g+ k0(g) := max(osup(g), logoLip(g)) (11.19)
has a finite exponential moment:
Jg e 0@ du(g) < oo. (11.20)

If one assumes « to be smaller than yy from Definition in 11.1, using the cocycle
property, one easily checks that kg also has a finite exponential moment for all the
measures 1" with n > 1:

J €0 ®) dp*(g) < oo. (11.21)
For 0 in E. with |%6]| < a, for ¢ in ¥°(X) and x in X, we set

Pop(x) = [ €" & Dp(gx)du(g). (11.22)

Then, Py is a bounded operator of €°(X) called the complex transfer operator.
Since o is a cocycle, for any n > 1, we have

Plo(x) = [; @& Dg(gx)du*(g). (11.23)

We shall now fix y with 0 <y < min(yp, o)/2.

Lemma 11.17 We make the same assumptions as in Proposition 11.16. For any 0
in E¢ with |R0|| < min(ee/2, 0 — y), one has Py (X) C AV (X) and Py is a
continuous operator of F€Y (X), which depends analytically on 6.

Proof We fix 6 in E¢. with [[0i0] < min(a/2, @ — y). We choose an orthogonal
basis ey, ..., e, of E and we decompose any element ¢ € E¢. along the dual basis:
e=¢+---+¢& withg; € E{E and &;(e;) = §; je(e;) for all i, j. We will consider
elements ¢ € E¢. with

rllell <a/2 —y — ||IN9|. (11.24)
We will use the standard notation for multiindices: for m = (m, ..., m,) in N", we
set
ml=mi+---+m,, m'=mq!---m,!, " =<9;"l gl e SlmlE{{:

and we introduce the operator Py ¢, on ¢(X) given by, for ¢ € ¢%(X)and x € X,

Py emp(x) = [ €"(0(g, %)) "D p(gx)du(g).
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Note that for m = 0 this operator is equal to Py. Now, since, for any v in E,
0TIV =3 v e (),

to get analyticity of P in the neighborhood of 6, it suffices to check, for ¢ €
JCY (X), the absolute convergence:

> e ot | Poem@ly < Mlgly, (11.25)

for some finite constant M independent of ¢ and &. We first bound the sup norm:
one has

1 Pg.e.m@lloo < [ Nell™ ko(g)m! el ON0®) o] o dpu(g)

and hence, using (11.20) and (11.24),
> L P em@lloo < [ e IEHFINODOE 1o diu(g) < Myll@lloo-
meN"

Now it remains to bound, for x # x” in X with f; = fy:

P &,m _P.sm !
= ‘/’Eix(l’x/)(?y, o) = Am + Bm + Cm, where

Ap = [ @R o @D (0069 g (gx) du(g)

m = d(x,x")Y

0(0(8,%)) _p0(0(g.x")

By = [ge"(0(8.x) —ranr—— ¢(gx) du(g)
Cun = [ €™ (0 (g, x')) P06 L0 g, ().
Since
la™ — ™| < 2" |m|max(llall, 16D~ |a — b))
for all a, b € C", one gets
|Am] <2 [ Imlllel™=7 ko (g)ImI=7 g7 0(®) eIM@k0(8) g || o dpe(g),
and, using the equality
S ey byl = perx for x > 0,
one gets

D il Anl <21l Nl [ xo(g)! =7 eI M@ 1kt 4y (g).
meN"

This quantity is bounded by a uniform multiple of ||¢]| .
Since

le® — e’ <2'7Y max(jal, |b])' 77 max(e™, &) |a — b|”
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for all a, b in C, one gets
1Bl <2 [ el ko(g)m! 177 e Olko®) ey0(8) || o dpu(g),
hence,

Z %|Bm| < 2@l [ K0(g) 77 e IEIHINOI+7I0(8) dyy (o).
meN"
Again, this quantity is bounded by a uniform multiple of ||¢|| .
Finally, one also has

9 d(gx.gx")¥
1Cnl < g lell™ g (g)™! IO 0(e) ¢, () TEELD- dpu (o),
hence,

§ d Y
Z %|Cm| <cy(9) [5 erlell+l W@)II)KO(g)M du(g)

meN"
< ¢y (@) (f €@ du())'* (f, Lip(e)? du(g)) ',

where we used the Cauchy—Schwartz inequality, and we are done. g

As Py = P, using elementary perturbation theory and the preceding analysis
of P, we can prove the following structure result for Py with small 6. For a pg‘—
root of unity ¢ in U, we still denote by x; the character of F which is constant
with value ¢ on f, F,

Lemma 11.18 We make the same assumptions as in Proposition 11.16.
(a) There exist ¢ > 0, a convex bounded open neighborhood U of 0 in E{ and
analytic maps on U

O g €C, 0+> @y €7 (X) and 0 > Ny € L (7 (X))

such that, for any 6 in U,

(i) ro=1,po=1and No=N and |Ag — 1| <e¢,
(i) Popyg = rowp and v(pg) =1,
(iii) PyNg = Ng Py, the map Ny is a projection onto the p,, -dimensional sub-
space ®C xrpp C S (X), where the direct sum is over the pg‘—roots of
unity, and the restriction of Py to Ker Ny has spectral radius < 1 —¢.

(b) The functions x; g are eigenvectors of Py with eigenvalues {1g.

Proof By construction, the function x, satisfies the following equivariance prop-
erty: for every g in the support of u and x € X

Xe(gx) = xe(x).
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Hence for every 6 in a small neighborhood U C Eg. of 0 and any ¢ € 77 (X), one
has

Po(xcp) =X Polg). (11.26)

Now we use the functional calculus of operators. Thanks to Proposition 11.10,
the projection N has finite rank p,, and commutes with the transfer operator P, the
restriction of P to Im N has simple eigenvalues equal to the pg‘—roots of unity, and
we can choose ¢ small enough so that the spectral radius of the restriction of the
transfer operator P to KerN N J#7 (X) is <1 —2¢.Fora in C, r > 0, we denote by
C(a, r) the positively oriented circle with center a and radius r. When U is small
enough, the following expressions, with ¢ a p}i‘-root of unity,

Q¢ = ﬁ fc(()’l_g)(z - Pﬂ)il dz and N{,G = # 9%(;’8)(1 - P9)71 dz

define disjoint projections of 7 (X), which commute with Py, whose sum is the
identity operator and which depend analytically on 6.

We claim that, if 6 is small enough, each of the N, ¢ has rank 1. Indeed, if 0 is
small enough, the operator Qg Qy is an automorphism of Ker N. In particular, the
image of Qp has codimension at most p,,, whereas, if 0 is small enough, each of
the N¢ ¢ is nonzero, and hence has rank > 1. Therefore, they all have rank 1.

We set Ag to be the eigenvalue of Py in Im Ny . If 6 is small enough we can
define a generator @y of this line by requiring that v(pg) = 1. Because of the equiv-
ariance property (11.26), for each pgl-root of unity ¢, the function x; g spans the
eigenline Im N, ¢ and the associated eigenvalue is {1g. We let Ny be the projection

No =Y Neo

and we are done. O

Note that, since, for any ¢ in %O(X ), one has P3¢ = Py¢, where - denotes com-
plex conjugation, for 6 in E, one has 19 € R.

11.6 The Second Derivative of the Leading Eigenvalue

The proof of Proposition 11.16 now essentially relies on the local study near
0 = 0 of the leading eigenvalue Ly and the leading eigenfunction g of the
complex transfer operator Py in 767 (X).

We denote by ho € Ec the derivative of the function 6 — Ag and by Xo € S2(Ec)
its second derivative. One has Ao € E and Xy € S?(E). We also denote by ¢y and @
the first and second derivatives of the map 6 +— ¢y. These are respectively Holder
continuous functions on X with values in Ec and S2Ec. Similarly we will use the
notations Pg and IBQ.
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In the following lemma, we prove that the cocycle o is special and we relate the
objects that have been introduced in Sects. 3.3 and 3.4 to the derivatives at 8 =0
of the functions 6 > Ay and 6 > @g. We recall that v is the unique p-stationary
probability measure on X (see, for instance, Lemma 11.5).

Lemma 11.19 We make the same assumptions as in Proposition 11.16.

(a) The derivative of g at 0 = 0 is the average of o= Ay = oy. The cocycle o is
special. More precisely, the cocycle oy : G x X — E defined, for any (g, x) in
G x X, by

o (g,x) =00(g, %) + @o(x) — go(gx) (11.27)

has constant drift.
(b) The recentered second derivative Ay — A% eS’Eisa non-negative 2-tensor that
is equal to the covariance 2-tensor

B =[5, x©0(g, ) — 0,02 duu(g) dv(x). (11.28)

(c) Let E,, C E be the linear span of @, (see Sect. 3.4). Then, for all g in Supp u
and x in the support S, of v, one has

oo(g,x) =0, mod E. (11.29)
(d) Forany9 € U and 9’ € Elf with @ + 6" € U, one has
Aotor = 69/(0“))L9.

Conclusion (c) roughly means that the 2-tensor @,, is non-degenerate except if
in some direction the cocycle is the sum of a constant and a coboundary. Conclu-
sion (d) means that the function 6 — e~9©@) 3 is invariant under translations in the
direction of the orthogonal E f; of E,, in the dual space E*. Recall that this space

E lf is also the kernel of @, regarded as a quadratic form on E*.

Proof Using the trick (3.9), we may assume that o, = 0. This will simplify the
computations a little.
(a) Differentiating the equation

Moy = Popg and v(gp) =1 (0 € U),

one gets
Aowy + Aoy = Pygy + Pyge and v(gy) = 0. (11.30)

Substituting 6 = 0, one gets

Ao+ ¢o = Pol + Pogy. (11.31)
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Setting og(g, x) = o(g,x) — ¢o(x) + @o(gx), (11.31) can be rewritten as, for any
xeX,

ho= [go0(g, x)dp(g). (11.32)

Hence the cocycle o has constant drift and the cocycle o is special. Applying v to
(11.31), one gets, since v is p-stationary, the equality in E

ho=[y [go(g.x)du(g)dv(x) =0, =0.
(b) Differentiating (11.30), one gets
ho9o +2ho¢0 + ro@o = Pago +2Poge + Podo and v(gp) =0.
Substituting & = 0 and applying v, one gets the equalities in S*E
%o = v(Pol) +2v(Pogo)
=[x Jg (g, x)* +20(g,x) ¢o(gx)) du(g) dv(x)
=[x J6 (o (g, + go(gx))* dre(g) dv(x) — [y ¢o(x)* dv(x),

where the first equality follows from the p-stationarity of v applied to the function
@0, and where the last equality follows from the p-stationarity of v applied to the
function ¢g. Now using (11.27), one gets the equalities in S*E

ho =[x Jgo0(g, 1) du(g) dv(x) = &,

Hence this quadratic form on E* is non-negative.

(c) By the above formula, since E, is the linear span of @,,, for ;1 ® v-almost
every (g,x) in G x X, op(g, x) belongs to E,.

(d) By (c), for any g in the support of 1 and x in S, one has

6’ (0(g,x)) =6"(0,) + 6" (90(x)) — 0 (¢0(gx)). (11.33)
First, assume S, = X. One has
Posor =" T M o) PoM -Gy

where My, denotes the operator of multiplication by a function . In other words,
the operator Py¢ is conjugate to a multiple of Py. By uniqueness of the eigenvalue
of Py that is close to one, one gets
Ao = e g

if 0 and 6’ are small enough.

In general, let us prove that the operator Py44 is conjugate to a multiple of
Py in the Banach space 27 (S,). Indeed, let .# be the closed subspace of those
Y in 27 (X) whose restriction to S, is 0. By Lemma 11.8, the restriction map
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induces a topological isomorphism between the Banach spaces .77 (X)/.# and
HY(Sy). Since Pg.# C & (or since I,S, C S,), one may consider Py as a con-
tinuous operator on Y (S,). Besides, one has ¢y ¢ .% since v(gg) = 1, and hence
Ag is also an eigenvalue of the operator Py acting on S (S,) = 7 (X)/.% . Now,
still by (11.33), the operator Py ¢ is conjugate to a multiple of Py in SV (S,).
By the uniqueness of the eigenvalue of Py that is close to one, one still gets
Aoror = eg/("ﬂ)ke if @ and 6’ are small enough. O

The following corollary tells us that the asymptotic behavior of the cocycle o is
controlled by its average and by its component on the vector space E,.

Corollary 11.20 We make the same assumptions as in Proposition 11.16. There
exists a constant C > 0 such that, for any n in N, for any g in the support of u*"
and for any x in the support S, of v, one has

d(o(g,x) —noy, E,) <C. (11.34)
Proof This follows from (11.27) and (11.29). O

Remark 11.21 The upper bound (11.34) cannot be extended beyond the support
of v, i.e. to any x in X. For example, there exists a cocycle o : G x X — R which
satisfies the assumptions of Proposition 11.16 and such that e =0 on I',, x S,, but &
is unbounded on I, x X. Such an example is obtained by applying the recentering
trick 3.9 to the Iwasawa cocycle for the compactly supported probability u on G =
SL(2,Q,) described in Example 13.21 (see Remark 13.22).



Chapter 12
Limit Laws for Cocycles

In this chapter we prove three limit laws (CLT, LIL and LDP) for cocycles over
contracting actions that have suitable moments. The starting point of the proof is a
formula relating the Fourier transform of the law of the cocycle at time n with the
n‘h-power of the complex transfer operator Py (formula (1.25) or (12.4)). The proof
then relies on the spectral properties of Py proven in Chap. 11.

We will apply these limit laws to the Iwasawa cocycle in Chap. 13.

12.1 Statement of the Limit Laws

We now state the three limit laws that we will prove in this chapter.

We keep the notations of the preceding chapter. We set N, for the Gaussian law
on E whose covariance 2-tensor is @,,. This law is supported by E,. It can also be
described by the formula

Ny = Q)= Fem 1% gy, (12.1)

where e, =dim E;;, @ is the positive quadratic form on E,, that is dual to ®,, and
dv is the Lebesgue measure on E,, that gives mass 1 to the unit cubes of @7, i.e. the
parallelepipeds of E,, whose sides form an orthonormal basis of @,,.
For every sequence (v,),>1 in E, we denote by C(v,) its set of cluster points,
thatis, C(v,) :={ve€ E | Iny — o0 klim Up, =V}
—>00

Theorem 12.1 Let G be a second countable locally compact semigroup, s : G —
F be a continuous morphism onto a finite group F, and E be a finite-dimensional
real vector space. Let i be a Borel probability measure on G which is aperiodic
in F. Let X be a compact metric G-space which is fibered over F and [1-contracting
over F and v be the unique i-stationary Borel probability measure on X .

Let 0 : G x X — E be a continuous cocycle whose sup-norm has a finite expo-
nential moment (11.14) and whose Lipschitz constant has a finite moment (11.15).
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Let 0, € E be the average o, := fox odu @ v, @, be the covariance 2-tensor
D, = nll)n;o% Joxx(o — 0,)?dp*" @ dv, E,, the linear span of &, and N, the
Gaussian law on E whose covariance 2-tensor is @ .

(i) Central limit theorem for o with target. For any bounded continuous function
Y on X x E, uniformly for x in X,

[ o (e ey awne) o [ v e, (22
G =00 JXXE

(ii) Law of the iterated logarithm. Let K, :={v € E, | v? < D,.} be the unit ball
of @, (see (3.15)). For any x in X, for B-almost any b in B, the following set
of cluster point is equal to K,

o(by--b1,x) _nU/L>
C =K. 12.3
( /2nloglogn ’ ( )

(iii) Large deviations. For any x in X and ty > 0, one has

limsup sup u*™ ({g € G | ||o (g, x) — noy.|| znto})% <1

n—->o0 xeX

Remark 12.2 The existence of the limit covariance 2-tensor ®@,, follows from The-
orem 3.13 and Proposition 11.16. This limit &, can be computed using formula
(3.16), where oy is the unique cocycle (11.27) with constant drift which is equiva-
lentto o.

Remark 12.3 We only made the assumption that w is aperiodic in F to get a simpler
formulation of the Central Limit Theorem. The whole Theorem 12.1 can easily
be extended to probability measures p that are not assumed to be aperiodic in F.
Indeed, one can replace F by the subgroup spanned by the image of © and use the
fact that the random walk moves in a deterministic and cyclic way in the quotient
cyclic group F/F),. Note that the statement of the law of the iterated logarithm and
the large deviations principle would remain unchanged for i non-aperiodic.

In Chap. 13 we will apply this abstract theorem to Iwasawa cocycles of reductive
groups. We will then need the following

Corollary 12.4 We make the same assumptions as in Theorem 12.1. We assume,
moreover, that E is equipped with a linear action of the finite group F and that X is
equipped with a continuous right action of F which commutes with the action of G'
and that, for all f in F, the cocycles (g, x) — o (g, xf) and (g,x) — f o (g,x)
are cohomologous. Then

IThis amounts to saying that the G-action on X is isomorphic to the diagonal action on a product
F x X, of F = G/H with some other G-space X,.
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(a) The average oy, € E is F-invariant.

(b) The covariance 2-tensor @, on E is F-invariant.
(c) The vector subspace E, C E is stable under F.

Proof This follows from Lemmas 3.10 and 3.17. 0

12.2 The Central Limit Theorem

We prove in this section the Central Limit Theorem. As in the case of the sum
of independent real random variables, the proof relies on the convergence of
the corresponding characteristic functions thanks to the continuity method.

Let v be a finite Borel measure on E. For 0 in E*, we set
D) = / €99 dv(x)
E

and we call V the characteristic function of v. In particular, for the Gaussian law
N, we have

— 1
Nu(0) = exp(—5 Pu(0)).

The following classical lemma tells us that the weak convergence can be detected
thanks to the pointwise convergence of the characteristic functions.

Lemma 12.5 Lévy continuity method Let E =R". Let v, and v be finite Borel
measures on E such that the characteristic functions satisfy v, () —— Voo (0) for
n— o0

all € E*. Then one has
V (U) —— voo(¥)
n—>oo

for any bounded continuous function ¥ on E.
Proof Equip once and for all E and E* with coherent Lebesgue measures (that is,

if the unit cube of a basis of E has volume 1, so has the unit cube of the dual basis).
If ¢ is a Schwartz function on E and 6 is in E*, set

76) = / (e gy,
E

so that, by the Fourier inversion formula, we have, for any x in E,

V(x)= (2n)"/ U (0)e'?™ dp.
E*
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From this formula we get, for any n,

‘/wdw=%%0”/‘$@WM®d&
E E*

Since sup || = v, (0) —> v0(0), we can apply the Lebesgue dominated conver-
n—>oo

gence theorem and we get

/ Yy dv, — 1// dvso.
n— 00
The result follows by classical approximation arguments. g

Proof of Theorem 12.1(a) By the recentering trick (3.9), we may assume o, = 0.
‘We want to understand the limit of the law of the random variables

(gn---gix, TETED) € X x E.

By standard approximation arguments, it suffices to prove the convergence of (12.2)
for functions ¥ of the form (y, v) — ¢(y)p(v), where ¢ and p are bounded contin-
uous functions on X and E. We may also assume that ¢ is y-Holder continuous and
non-negative. For any n in N and x in X, we want to understand the limit as n — oo
of the measures s}, , given, for any bounded continuous function p on E, by

du? = 9@ 4,4 (o).
/Ep Uy /<p(gX)p( NG ) w(g)

Note that, when ¢ = 1, the measure Mf) » 1s nothing but the law of the random

. 0 (8n-81,%)
variable T

We will determine the limit of these measures u,‘f’ » by computing their charater-
istic functions. By (11.23), for any 6 in E™*, one has the following expression for the
characteristic function ﬁﬁ » of u,"i, Y

Wﬂm=f¢@nﬁw%Wﬁmwww
G
This formula can be rewritten as

ih (0) = Py (x). (12.4)
NG

By Lévy’s continuity theorem (Lemma 12.5), we have to check that, for any
0 € E*, the sequence of characteristic functions evaluated at 6 converges uniformly
inx:

@,(0)
1 (0) —— e 7 [y pdv. (12.5)
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Let U be a small neighborhood of 0 in Ef, as in Lemma 11.18. For every 6 € E*,
for large n, the element % belongs to U. Then, by this lemma, we can decompose
the function ¢ € SV (X) as

¢=Niwo+ Qioq (12.6)
Vi Vi

(where, as in the proof of Lemma 11.18, Qg = Py — Np).

On the one hand, since p is aperiodic in F, by Lemma 11.18, for 6 € U, the
operator Ny has rank one and A, ! Py acts trivially on the line Im (Ng). Since the
function Nog = ( f x ¢dv)lis Py-invariant, one gets

)L;"Pg’Ngtp ﬂ) (/X(pdv)l in 7 (X), uniformly for n > 1.
—_

Hence, for every 6 € E*, one has

AP Nip 9 — ([ 9dv)1 in A7 (X). (12.7)
Ji Jn Jn o0

We notice also that, according to the computation of the first two derivatives of
the analytic function & — Xy in Lemma 11.19, by the Taylor—Young formula, one
has, since 0, =0,

nlog i

1

that is,
Pu®)

A, —— e T (12.8)
Ui 1o

On the other hand, by Lemma 11.18,

P) Qoo —= 0 in 57 (X), uniformly for 6 € U.

Hence for every 6 € E*,

P%Q%wmo in 7 (X). (12.9)

Putting together (12.6), (12.7), (12.8) and (12.9), one gets (12.5), as required. O

12.3 The Upper Law of the Iterated Logarithm

In this section, we prove the upper bound in the law of the iterated logarithm,
i.e. the fact that the cluster set is included in K .
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We begin with two reductions

We can assume that o has constant zero drift. (12.10)
We can assume that E = R and / azd,udv= 1. (12.11)
GxX

Proof of (12.10) By the recentering trick (3.9), we can assume that o, = 0. We
know by Lemma 11.19 that o is special: we can write the cocycle o as a sum
o(g,x) =o00(g,x) + @o(x) — ¢o(gx), where the cocycle og has constant zero drift
and ¢g is an a-Holder continuous function on X for some « € ]0, 1]. In order to
apply Theorem 12.1(ii) to oy, it remains to check that the sup norm of o9 — o has a
finite exponential moment and that its Lipschitz constant has a finite moment. The
control of the sup norm follows from the boundedness of the function ¢g. To control
the Lipschitz constant, we replace the distance d by the distance d*. Now, we get
the required bound from the fact that ¢ is «-Holder continuous and from (11.1). [J

Proof of (12.11) First assume the covariance 2-tensor @, is zero. Since o has
constant zero drift, by formula (3.16), one has ¢ =0 on I, x S, so that Theo-
rem 12.1(ii) holds for x in S,. Now, by Lemma 11.15(b), it holds for any x.

Hence we can assume that the covariance 2-tensor @, is nonzero. Then we can
find a countable set D of elements 6 in E* with &, (6) = 1 such that the unit ball
K, of @, is equal to

K,={veE|0(v)<1foralld € D}.
Still by (3.16), the real-valued cocycles oy := 6 o o satisfy
fox ogzdudv =1.

Thus, if Theorem 12.1(ii) holds for the cocycles oy, for B-almost all b, for any 6

in D, one has
C|————— ) C[-1,1].
( /2nloglogn ) [ ]

Hence one has C(v,) C K. O

We write S, for the random variable (b, x) + o (b, - - - by, x), omitting the de-
pendence on (b, x) and we use the notation P, and E, as in Sect. 3.2. This will
allow us to lighten our notations, for instance for x € X and ¢ > 0, we will have

Pe(ISul <t) =B({b € B [|o(bn---b1,x)| <1})
=u"({g€Gllo(g,x)| <t}).

Let a, > 0 be a non-decreasing sequence such that

2
lim % = lim 2 =oo. (12.12)
n—00 n—oo “n
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For instance, a, = «/2nloglogn forn > 3. We set S} = sup Si.
1<k<n
We will prove successively the four following lemmas in which we assume both
(12.10) and (12.11) to hold.
Lemma 12.6 For all ¢ > 0, there exists an ng such that, for n > ny and x in X,

min Py (IS¢| < eay) > 3.
k<n

Lemma 12.7 For all ¢, c > 0, there exists an ng such that, for n > ng and x in X,

Py (S; = (c+ &) an) <2P(Sy = cay).

Lemma 12.8 Forall ¢ > 0 and ¢’ > 1, one has

sup P, (S, > ca,) = O (e %/ m).
xeX

Lemma 12.9 Forall x in X, one has

1 Sn j—

We will often use the cocycle relation for these random variables S, on the for-
ward dynamical system in the form

Smtn = Sm o (T*)" + 8,

Proof of Lemma 12.6 According to the Central Limit Theorem 12.1(i), since

4 5 00, there exists an ny > 1 such that, for every ny < k <n, for all x in X,
vk k—o00

one has
Pe(ISel <ean) = Po(f <6 9) = 5.

Now, we choose a compact subset K of G such that, for any 0 < k < ny, one has

u*k(K) > % Since a, ——> 00 and supg, x |o| < 0o, one can find ng > 1 such
n— o0

that, for all n > ng, for all x in X, one has
Py(ISk| <eay) > 5 whenk <nj.

This proves our claim. d

Proof of Lemma 12.7 We want to bound the probability P, (A,), where A, C B x X
is the union A, = Uj<x<pAp k With

Api:={Sk>(c+e)a, and §; <(c+¢&)a, for 1 <j <k}
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We also introduce the sets
Bk ={ISn — Skl <¢€ap} and C, ={S, = ca,}.
These sets C,, contain the disjoint union
ChDU[_ Apr N By.
According to the Markov property and to the cocycle property, one has

Py(Bnk | Apx) = inf ]P)y(lsnfk| <eay).
yeX

Hence, by Lemma 12.6, one can find n¢ > 1 such that, for all n > ng, k <n and x
in X, one has

Px(Bu | Ank) = 5.
Thus one has

IEDx (An) =< ZZ:I ]Px (An,k) =< 2 ZZ:] IP))c (An,k N Bn,k) =< 2P(Cﬂ)1

as required. 0
Proof of Lemma 12.8 By Theorem 3.13 and (12.11), one can find n1 > 1 such that
Ey(Sa) = [;0(g, »)2du* (g) <ni3(c'+1) forallyin X.

Now, by the Lebesgue convergence theorem, since o depends continuously on x
and since X is compact, one can find ¢¢p > 0 such that

Joog, y)2e%0%uw (&) dy 1 (g) < nyc’ forall yin X.

Using the upper bound e’ <1+ ¢+ %e" |, for all 7 in R, and using the zero drift
condition (12.10), one computes, for 0 < ¢ < «g and y in X,

]Ey(ezSnl) STHtEy(Syy) + %Ey(sr%] e!1Smly
<1+ "13/12 Sen]c'tz/Z.
We will denote by Iy, the integral Iy, = fG 20w (8) dyy(g). Writing n = g1n1 + 1y

with r; < np, using Chebyshev’s inequality, the Markov property and the cocycle
property, one gets for #, < ag,

Py (Sy > cay) < e tncn E, (et,lSn)

< e_lncan sup ]Ey (etnsnl )ql 1(;(1]
yeX

< e—l,,can—&-nc’t,%/Z 151.
- 0
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— Can

Since “7" — 0, for n large one has ¢, := r

< g, so that

2.2 A
Py (Sy > cay) < e ¢ @/ Ly,
as required. g

Proof of Lemma 12.9 We now set a, = v/2nloglogn. We fix 1 <« < c and set ny
to be the integral part n; := [e?*]. One has the inclusion of subsets of B x X, in
which i.o. stands for “infinitely often”,

(S, >cay i.0)C S, = ¢ an,_, i.0.)
C{S; >c?ay, iol.

‘We want to prove that this set has P, -measure zero. By the Borel-Cantelli Lemma,
it is enough to check that the series ) py is convergent, where

Pk ‘= Px(S;k > C2 ank)-
By Lemmas 12.7 and 12.8 with ¢’ = ¢, for k large enough, one has the upper bound
Pk = Z]Px(snk = Cank) =0(k™).

Hence this series ) py is convergent. U

12.4 The Lower Law of the Iterated Logarithm

In this section, we prove the lower bound in the law of the iterated logarithm,
i.e. the fact that the cluster set contains K.

We keep the notations of the previous paragraph. Because of the upper bound,
we can replace the cocycle o by any projection of it on E,,. Hence,

we can assume that @, is non-degenerate. (12.13)

We still denote by @7 the quadratic form on E* that is dual to ®,,. We will prove
successively the following two lemmas for a sequence a, which satisfies (12.12).

Lemma 12.10 Forall vin E and R > 0, one has

liminf 2 inf logP(ISy/an — v| < R) = —@}(v).

Lemma 12.11 Forall v in E with cDZ(v) <1, forall R > 0 and x in X, one has

Sn —_ ; —
]Px(lm UlSR 10)—1
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Lemma 12.10 is a kind of converse to Lemma 12.8.

Proof of Lemma 12.10 We setr = R/2, V, = B(v,r) and B, = B(0,r). Fixt > 0

and set
2,2 a2
po= 5] and =[]

so that p, goes to co and
w2 | a
Pngn =n and n— ppgn = 05 + 1),

Decomposing the interval [1,n] into g, intervals of length p, plus a remaining
interval of length at most p;, using the Markov property and the cocycle property,
one gets the lower bound

ne

inf Py(S, €a, Vg) > Ad"A" | where

xeX

An = inf Py(Sp, € 22 V,) and A, = inf Py(Su—p,q, € an By).
xeX 4n xeX

According to Theorem 3.13, the following constant M| is finite:

Mo = sup sup %Ex (Srzl) < 00.

n>1 xeX

Hence, since, by Chebyshev’s inequality, one has

Py (Sn—pag, ¢ an By) < a;*r R, (Sr%—pnqn)’

one gets
_ — 2
1= <a;2r 2(n — ppgn)Mo = oz + %) —= 0.
We want a lower bound for the left-hand side

L :=liminf 22 inf logP,(S,/a, € VR).
xeX

n—o00 dy
We have already proved that

e 2ngn an
> Zngn an
L> 1’11H_1>{>1’éf i xlg)f( logP, (S, € o V).

Using the Central Limit Theorem 12.1(i), the fact (12.12) that p, goes to oo and the
equivalence ./p, ~ %, one gets

L= 5 1ogNu(t V),

where N, is the limit normal law. According to Jensen’s inequality, one has

2 *
Nt V)= e 2% ON, (1 B,).
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Hence one has, for all ¢ > 0,

L>—o* (v)+ 5 log N, (¢ By).
Since tlirgo N, (t B;) =1, one gets L > —@M(U). [l
Proof of Lemma 12.11 We set a, = /2nloglogn. We will prove that the event

S, € a, Vg occurs infinitely often along the sequence n = ny = k*. Because of the
upper bound and the choice of this sequence, one has

limsup Sy, ,/a,, < limsupay,, /a,, limsupS,/a, = 0.
k— o0 k— 00 n— 00

Hence we only have to check that, P, -almost surely, the event
Ak = {Snk - Snk,1 € dp, VR}

occurs infinitely often. According to the Borel-Cantelli Lemma it is enough to check
that, for all ko > 1, the following series diverges:

Y koke Pe(Ax | NS5 AS) = 00
By the Markov property and the cocycle property, one has the lower bound
Po(Ag | M523 AS) = pr, where

Pk = ;2}2 Py (Sny—ni_1 € any VR)-
We choose o with @, (v) <« < 1. By Lemma 12.10, for & large, one has
pr = e~ 1ORIORT) — og(ny — g 1) T ~ (klogh) ™,
and the series ) py diverges as required. g
This proof of the law of the iterated logarithm also gives the following

Proposition 12.12 We make the same assumptions as in Theorem 12.1. Let a,, be a
2

non-decreasing sequence such that lim - = lim % = co. For every open convex
n—o0 9 p—oo

subset C C E with C N E,, # ), one has the convergence

2 logIP’( L eC)—— — inf @} (v), (12.14)

n—o00  veCNE,

uniformly for x in X. For instance, one has the convergence

logllogn IOng(Jzn Su eC) — inf ’ @;(U), (12.15)

loglogn n— 00 veCNE

uniformly for x in X.

Proof This follows from Lemmas (12.8) and (12.10). O
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12.5 Large Deviations Estimates

This last section is devoted to the proof of the large deviations principle for
cocycles over a contracting action.

Proof of Theorem 12.1(iii) As for random walks on R, the proof relies on the
Laplace—Fourier transform of the law and on the Chebyshev’s inequality. The new
ingredient is again formula (1.25) expressing this Laplace—Fourier transform thanks
to the transfer operator.

We may assume o, = 0. Fix 7y > 0 and introduce the following sets for x € X,
neN,fp>0and 0 € E*,

HP, :={g € G |llo(g,x)ll = nto},
K?,:={geG|0(c(g,x)) =n).

We want to prove

lim sup sup %log W (HY,) <O0.

n—->oo xeX

Notice that there exists a finite set @, C E* such that the set Hy’, is included in the
union of the sets K ﬁ‘n for 6 in ®y,. Hence it is enough to check, for every 6 in E*,

lim sup sup % log ,u*”(Kf’n) <0. (12.16)

n—>o0 xeX

Fix 0 in E* and choose ¢ > 0 small enough. Using Chebyshev’s inequality, one has
the bound

M*n (Kﬁ,n) < e~ n /G et@((r(g,x)) d,u*" (g)
This inequality can be rewritten as
W (KY ) < e " PR1(x).
When ¢ is small enough, the element 0 belongs to U and, by Lemma 11.18, one

has

lim sup % log || P/p1lloo <loghsg.
n— oo

Hence one has

lim sup sup % log u*"* (Kf’n) <loghsu —t.

n—oo xeX

Since 0, = 0, according to Lemma 11.19 the derivative of the map ¢ — log A9 at
t =0 is zero. Hence, when ¢ is small enough, the right-hand side is negative. This
proves the bound (12.16) and ends the proof. O



Chapter 13
Limit Laws for Products of Random Matrices

Let G be an algebraic reductive .¥-adic Lie group. In this chapter, we continue the
study of random walks on G using freely the notations of Chap. 10. We will apply
Theorem 12.1 in order to prove limit laws both for the Iwasawa cocycle o and for
the Cartan projection «.

13.1 The Lipschitz Constant of the Cocycle

We first check that the partial Iwasawa cocycle og,, on the partial flag variety
Pe, satisfies the finite moment conditions needed in Theorem 12.1.

With this aim, we need to introduce a distance on the partial flag varieties Pg,
® C II. Let us first deal with distances on projective spaces. Let K be a local field
and V be a finite-dimensional K-vector space.

If Kis R or C, fix a Euclidean norm ||-|| on V. Then, there exists a unique
Euclidean norm on A2V such that, for any orthogonal decomposition V = Vi @ V5,
the decomposition ANV =NV @ Vi AVa® A2V, is orthogonal and one has the
equality |lv; A va|l = ||vi]| [|vz|l, for any vy in V] and vs in V3.

If K is non-Archimedean, fix an ultrametric norm ||-|| on V and say a decom-
position V = @, _; - Vi is good if, for any v =", _, . v; in V, one has [[v| =
max|<;<k [lvill. Then, there exists a unique ultrametric norm on A2V such that, for
any good decomposition V = V| @ V>, the decomposition AV = A2V VIAVL D
A2V, is good and that, for any vy in V| and v in V3, one has [|v] A va|| = [lvr]| [Jv2]]-

In all cases, set, for any x = Kv, x’ = Kuv’ in P(V),

d(x,x") = IEAR (13.1)

The function d is a distance which induces the usual compact topology on P(V).
For any g in GL(V) and x, x” in P(V), one has

d(gx, gx') < | A2g|||l e |Pdx, x) < llgl?]| e~ *d x, x). (13.2)
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Let ® C IT be an F-invariant subset. We recall, from Sects. 8.4 and 8.6, that the
G-equivariant map

Po — 1_[ UP(Va,f),n’_) Va,n

aell feF

is a closed immersion. For any n, n’ in P, set

maXye® d(vot,m Va,n’) if fr} = fn’y
! it ) % fi.

Note that, by Lemma 8.18, Corollary 8.20 and (13.2), there exist constants C, Cy >
0 such that, for any g in G and n, ’ in P, one has

d(n,n") = { (13.3)

d(gn, gn') < C1e2 @l g, 7). (13.4)

This inequality will be useful in Sect. 13.2 for checking the condition (11.1).
The following lemma gives an estimate for the Lipschitz constant of the Iwasawa
cocycle.

Lemma 13.1 Let G be an algebraic reductive . -adic Lie group. Let © be an F -
invariant subset of I1. There exist p,q > 0 such that, for any g in G, n,n’ in Pg
with f, = f,, one has

loo (g, n) —oel(g, n)l < pe? *&lam, n'). (13.5)

To prove this lemma, we will proceed to an analysis of the norm cocycle associ-
ated to a given representation.

Lemma 13.2 Let K be a local field and V be a normed finite-dimensional K-
vector space. There exists a constant C > 0 such that, for any g in GL(V) and v, v’
in V ~. {0}, one has

[ 1l

log 182l _ jog ”g””‘ <Clgll g~ d®v, Kv). (13.6)
In this Lemma 13.2, we do not assume the norm to be Euclidean or ultrametric.

Remark 13.3 Note that one cannot bound the left-hand side of (13.6) by a linear
expression in log(N (g)) d (Kv, Kv’), uniformly in v and v’. For instance for V =
R%Z,v=(1,¢e),v =(1,0)and g = (S 0) with g, s, t > 0, the left-hand side of (13.6)

0t
is |%log Hﬂ%| which is not bounded uniformly in ¢ € [0, 1] by a multiple of

(|logs| + |logt]) e.

Proof We first note that there exists a constant ¢ > 1 such that, for any x, x" in
P(V),

cdx, x) < min [v'=v| < cd(x,x), (13.7)
v,V
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where the minimum is taken over all the nonzero vectors v in x and v’ in x” with
lvll > 1 and ||v’|| > 1. Hence we can assume that the vectors v and v’ in (13.6)
satisfy

vl =1, [v'[|=1and [v'—v| <cd®v,Kv'). (13.8)

Since Inequality (13.6) is symmetric in v and v’, we only have to prove the upper
bound

tog 1820 1 10g 1l < ¢ gl |~ [/ —v] - (13.9)

We set L for the left-hand side of (13.9), w := v’ —v and compute

L <log(1+E8h) +log(1+{2h < Jl + Huh <2)gl llg™" 1wl

This proves the wanted inequality (13.9). g
Proof of Lemma 13.1 This follows from Lemmas 8.15, 8.18 and 13.2. O

This implies that the moment assumptions of Theorem 12.1 are satisfied. Recall
that if y is a Zariski dense probability measure on G, we defined @, as the set of «
in IT such that the set «®(k (I',)) C R4 is unbounded.

Corollary 13.4 Let G be an algebraic reductive .#-adic Lie group, F = G/G,
and | be a Zariski dense Borel probability measure on G with a finite exponential
moment. Then, the corresponding partial Iwasawa cocycle 0, : G x Pg, — ag,
satisfies the finite moment conditions (11.14) and (11.15).

Proof Condition (11.14) follows from the bound (8.16) and from the finite expo-
nential moment assumption (10.3). Condition (11.15) follows from the bound (13.5)
with ® = ©,, and from the same finite exponential moment assumption (10.3). [

13.2 Contraction Speed on the Flag Variety

In this section, we check the p-contraction property on the partial flag variety
QZ@M also needed in Theorem 12.1.

Lemma 13.5 Let G be an algebraic reductive . -adic Lie group, F = G/ G, and
be a Zariski dense Borel probability measure on G with a finite exponential moment.
Then, there exists a constant yo > 0 such that the action of G on Pe, is (i, yo)-
contracting over F.

The proof uses the following elementary
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Lemma 13.6 Let (X, 2, x) be a probability space, @ be a set of real measurable
functions on (X, Z), and to > 0 such that

Sy supyeqp €°¥ldy <00 and sup,.q [y@dx <O.

Then there exists 0 < t < ty with
SUP,eo [y e dx < 1.

Proof The key ingredient in this proof is the Law of Large Numbers and the
regularity of the Lyapunov vector (Theorem 10.9). We set ¥ = sup,c4 |¢| and

€= —SUP,cqp fX(pdx > 0. Forany a € R,one has ¢* <1+a + a’el?! thus, for
any t > 0, one has

[yedx <1+t [yodx +1% [y y2e™ dy.
The result follows by taking # > 0 such that 7 || X Yre'Vdy <e. U

Proof of Lemma 13.5 First note that the moment assumption and Inequality (13.4)
imply that (11.1) holds for small enough yy. Let us check that (11.2) is satisfied for
some n > 1. Recall, for any n # n’ in g, with f, = f,, the distance d(n, n’) is
given by (13.3).

For g in G and @ € @, by Lemma 8.18 and formula (13.1), we have

d(gVens &Vay) < €1 ® d(Vy 1, Vi ), where
oy (8) = 2y —a®)(k(gTs)) — x3 (0 (g, m) +0(g. 7).
Thus,

d
log ,Sg(Z vy =y (8), where ay 4 (g) = 026, Geon (8):

We need to prove that there exist yp > 0 and n > 1 such that one has

d(gn,gn)"0

sup [ " du™(9) < 1,
n=Jy

where the supremum is taken is over the pairs 1, ' in Pe, with f = fy and

n # n'. According to Lemma 13.6, it suffices to check that

sup [ log d((fz:’) f;")) du**(g) < 0 for some integer n. (13.10)

fn— n

We will use once again the one-sided Bernoulli space (B, 8) with alphabet (G, ©),
and denote by b = (b1, ..., by, ...) its elements. According to Theorem 10.9, one
has

Lk(by---b1) —> o, in L'(B, B, ),
n—>oo
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and the limit o;, belongs to aa‘r. By Corollary 8.20.c), one also gets
%K(bn -biTy) —— oy in L'(B, 8, a),

for any f in F. The same Theorem 10.9 tells us that, uniformly for n in &2, one has
the convergence

Lo (by---br,n) —— oy in L' (B, B, a).

As a consequence, for every « in @, uniformly for n # n' € P, with f, = f,
one has
1

L g,y by -+ b)) ——> —a®(0y,) in L'(B, B, a),
n—oo

and hence, one also has

I . -
Sy (by -+ by) —= _aIEg:LQQ)(O.M) in L' (B, 8, a)

and, using the regularity of the Lyapunov vector (Theorem 10.9(e)),

1 o o,
w Jo an (&) dw™ (g) —= arrelgla (0,) <O.

Thus, for n large enough, one has

sup fG ar;,r]’(g) du*(g) <O.
fn=f;7’

This proves (13.10) and ends the proof. U

Corollary 13.7 Let G be an algebraic reductive .-adic Lie group, and u be a
Zariski dense Borel probability measure on G with a finite exponential moment.
Then, the corresponding partial Iwasawa cocycle o, : G x Pg, —> ag, is special.

Proof This follows from Proposition 11.16. Indeed, the contraction assumption has
been checked in Lemma 13.5, and the moment assumptions (11.14) and (11.15)
have been checked in Corollary 13.4. g

13.3 Comparing the Iwasawa Cocycle with Its Projection

In this section, we compare the behavior of the Iwasawa cocycle o with the
behavior of its projection on ag,,.

The reader who is interested only in real Lie groups G can skip this section
because, by (9.1), when . = {R}, for any Zariski dense subsemigroup I" of G, one
has ®r =11 and ag, =a.
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The first lemma is similar to Corollary 11.20.
Recall that the limit set Ar in P, of a Zariski dense subsemigroup I" of G is
the smallest non-empty I”-invariant closed subset of P, (see Sect. 13.7).

Lemma 13.8 Let G be an algebraic reductive .#-adic Lie group, I' be a Zariski
dense subsemigroup of G and S C & be the pullback of the limit set Ar C Po,.
There exists a constant C > 0 such that, for any n in N, for any g in I' and for any
n in Sr, one has

d(o(g,n),ae,) <C. (13.11)

Even though this lemma is similar to Corollary 11.20, it cannot be seen as a
consequence of Corollary 11.20 applied to a probability measure © on G such
that I';, = I" because the action of G on the full flag variety & might not be u-
contracting over F when G is not a real Lie group.

Proof First note that, since o is a continuous cocycle, for any go in G, one has

sup |lo(g,n) —o(gog, nll < oo.
geG e

Hence, we can assume that G = G is connected. Now, fix « in (—DIQ and let us prove
that

sup  |a“(o (g, M) < oo.
gel, nesSr
We will apply Lemma 4.2 to the representation (py, Vi) of G from Lemma 8.15.
By definition, the proximal dimension r of p, (1) is the dimension of the space Var
that is the sum of weight spaces of V,, that are associated to weights of the form

Xa — P, Where p is a positive combination of elements of @f.. The map g gVl
factors as a map

Por = G (Vy);n—~> VO{U.

Now, by definition, the image of Sr in Pg,. is the limit set A which is included in
the limit set A:)a( r from Lemma 4.2. Thus, from this lemma, we get the existence

of C > 1 such that, for any g in I", n in Sy and v, v’ #0 in Valjn, one has

1 lea@Vll - lloa(e)vl ll oo (£)V"ll
covT = <C T (13.12)
To conclude, we will make the same computation as in the proof of Lemma 8.17.

Let k be in K. such that n = k&7 and k' be in K., z in Z and u in U with gk =
k'zu. We have w(z) = o (g, n). Let v and v be nonzero vectors in Vy y, and Vy y, —a
and set v” = p, (1) ~'v’. By construction, we have pq (k)v, pe (K)V', po (k)V" € Vit
and

o (gk)vll = [l po ()0 = eX& @)y,
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Furthermore, on the one hand,
lpa (gl = [l pa (z10) V|| = €% =D 7
where the latter inequality follows from the fact that
P (ZU)V" € pa(2)V + Vi, y -
By (13.12), this gives

a®(o(g.m) = —logC.

On the other hand, since v” € v' + V, 4, , we have “v” H > || v || and

| o (gk)V" | = Il po (z1)V"|| = [l oo (2)V'
:e(X&”—aw)(w(Z))”v/” < e(X&”—Olw)(w(Z))“v””’

which, again by (13.12), gives
a”(o(g,m) <logC.
Together, we get |@® (o (g, n))| <logC, as required. U

The upper bound (13.11) cannot be extended beyond the set Sr, i.e. to any n
in &. Here is an example.

Example 13.9 There exists a finitely generated and Zariski dense subsemigroup I”
of a simple algebraic p-adic Lie group G such that

sup sup d(o(g,n), app) = 0o.
gel neP?

Proof Here is an example with G = SL(3, Q,): choose I" to be spanned by finitely
many elements in a small compact open neighborhood of the matrix

p b0 0
go=| 0 pt 0
0 0 p?

so that the simple root « := e} — €3 is not in @ . One chooses 7o to be the flag
(e2) C (e2, €3) in Q?, and one computes, for n > 1,

a(o (g, n0)) =210 1185 (ex) I| —10g l1gg l(e2e5) | = nlog p,

which is not bounded. O

Despite this remark, one has the following lemma which is similar to Lem-
ma 11.15. In this lemma, we do not assume the starting point n to belong to the
set ..
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Lemma 13.10 Let G be an algebraic reductive .¥-adic Lie group, and | be a
Zariski dense Borel probability measure on G with a finite exponential moment. Let
aell O andne P.

(a) For B-almost every b in B, the sequence n +— o (o (b, --- b1, n)) is bounded.
(b) One has Clim infl n"{geGllalo(g, M <CH=1.
—>oon>

Proof (a) By Lemma 8.6, we may assume that n belongs to &.. By Theorem 10.9,
for B-almost any b in B, the sequence

n=>||o(by---br,n) —k(by---bi)ll

is bounded and, by the definition (9.1) of ®,,, the set a(x (I',)) is also bounded.
(b) This follows from the bound

Aim B({b € B |supla(obp.-br.m) =Ch =1

n>1

based on (a). O

13.4 Limit Laws for the Iwasawa Cocycle

We can now state and prove the limit laws (CLT, LIL, LDP) for the Iwasawa
cocycle on the full flag variety &2. Remember that, when K = R, the action of
G on & is p-contracting.

From Lemmas 13.1 and 13.5, we deduce that, if u is a Zariski dense Borel proba-
bility measure on G with a finite exponential moment, then the Iwasawa cocycle

0o, : G x P, — ae,

satisfies the assumptions of Theorem 12.1 (note that, in this case, the uniqueness
of the p-stationary Borel probability measure on Pg, is already warranted by
Lemma 2.24 and Proposition 4.18).

Weleto, € a‘(f)ﬂ be the average of g, ), € Sz(a@M) be the covariance 2-tensor
(3.16) of the cocycle with constant drift which is cohomologous to o, , a,, C ag,
be the linear span of this 2-tensor and N, be the Gaussian law on a with covari-
ance 2-tensor @,,. By definition, the support of the Gaussian law N, is the vector
subspace a,,.

We now reformulate Theorem 12.1 for the Iwasawa cocycle o on the full flag
variety Z.

Theorem 13.11 Let G be an algebraic reductive . -adic Lie group, F := G/G.
and | be a Zariski dense Borel probability measure on G with a finite exponential
moment which is aperiodic in F. Let v be the u-stationary measure on the partial

flag variety P,
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Then the average o, the covariance 2-tensor @, the linear span a, and the
Gaussian law N, are F-invariant and one has the following asymptotic estimates
for the Iwasawa cocycle o on the full flag variety .

(i) Central limit theorem for o with target. For any bounded continuous function
¥ on Pg, x a, uniformly for nin P,

wa<gn’ %) dM*n(g)m‘ﬁ@@HXClev dnNy,. (13.13)

(ii) Law of the iterated logarithm. Let K, C a, be the unit ball of ®,. For any
n in P, for B-almost any b in B, the following set of cluster points is equal
fo K,

G(bn"‘bl,n)_”0u>
C =K. 13.14
< /2nloglogn . ( )

(iii) Large deviations. For any to > 0, one has

limsup sup 1™ ({g € G| |o(g.n) —noy| > nto})% <1. (13.15)

n—>00 peP

In the left-hand side of equality (13.13), the function ¢ is viewed as a function
on & x a via the natural projection & — P, .

Remark 13.12 When, moreover, G is a real Lie group, we have already seen that
the flag variety is the full flag variety #¢, = &, the Lyapunov vector o,, belongs
to the open Weyl chamber a* and we will see soon that the support a,, of the limit
Gaussian law N, is equal to a.

Proof (i) and (ii) The limit laws follow from Theorem 12.1 applied to the cocy-
cle 0g, on the partial flag variety &g,. We know that the contraction and the
moment assumptions in Theorem 12.1 are satisfied because of Corollary 13.4 and
Lemma 13.5. To deduce the conclusions of Theorem 12.1(i) and 12.1(ii) for the
Iwasawa cocycle o on the full flag variety &, from the same results for og,, we
use the comparison Lemma 13.10. The F'-invariance follows from Lemma 8.22 and
Corollary 12.4.

(iii) Theorem 12.1(iii) gives a similar conclusion with og, in place of o for any
to > 0, one has

limsup sup ™" ({g € G | oo, (8. m) —noy| = nto})% <1. (13.16)

n—o00 neﬂ

When G is a real Lie group this finishes the proof since ®,, = I1. In general, our
conclusion follows from Proposition 13.13 below whose proof uses both the large
deviations inequality (13.16) for 0, and the large deviations inequality (13.29) for
k that we will prove in the next section. g
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Proposition 13.13 (Large deviations away from ag,) Let G be an algebraic re-
ductive .-adic Lie group and | be a Zariski dense Borel probability measure on
G with a finite exponential moment. Let o be the Iwasawa cocycle on the full flag
variety &. Then, for any ag € I1 \. O, and ty > 0, one has

limsup sup 1 ({g € G | |ao(o (g. )| = nto})r < 1. (13.17)

n—>o0 pe

In the proof of Proposition 13.13, we will also need the following Lemma 13.14
which gives a property valid for any root system. In order to lighten notations, we
forget in this lemma the superscript w, identifying X with the root system X C a*.
For a subset ® C IT of the set IT of simple roots, we set @° = IT \. ®, Xg to be
the root subsystem generated by ©, Z’;—; the corresponding set of positive roots and
dp = Za ext the sum of these positive roots. For « in IT, we set @, € a* for the
corresponding fundamental weight (by definition, x, is an integer multiple of @y, ).

Lemma 13.14 Let a be a Euclidean real vector space, X C a* a root system, I1 a
set of simple roots, and ® a subset of I1.

(a) Then there exist integers ng o >0, @ € @, such that
Soc =23 yepeCmg — D1ty — Y ycoNO,a T (13.18)

(Where mg = (X T NRa) € {1,2)).

(b) There exists a constant ¢ > 0 such that, for any ag € @€, any point p € at in
the Weyl chamber and any point g € Conv(Wp) in the convex hull of the Weyl
orbit of p, one has the upper bound

lao (@) < ¢ Y gepe @(P) +¢ Y gpep Ta(p — @) (13.19)

Proof (a)Ifaisin I, Bisin X+ and s, is the orthogonal symmetry associated to o,
one has 54(8) =B — 2%0{. Since 54 (B) belongs X7 U —X T, either B € {a, 2a}
or 54 (B) € XT. If, moreover, B is simple and # «, one gets («, 8) <O0.

Therefore, if o belongs to ®€, s, preserves the set Z‘g)} N {«, 2a} and sends
the root o to —c«. This proves that sy (§gc) = doc — 2(2my — 1). Hence one has
2&00) = 2(2my — 1).

If o belongs to @, one has («, 8) <0 for any 8 in Z’ZSC, hence («, §oc) <O0.

Since (74 )qes7 1S the dual basis of (@%))0{e 7 with respect to the scalar product,
this proves (13.18).

(b) According to (8.22) one has the bound 7y (¢) < 7y (p) for all & in I1. Apply-
ing equality (13.18) to the point p — g, one then gets

80¢(q) <80¢(p) + ¢ yeo Talp —q), (13.20)

as soon as ¢ > MaXye@ "O -
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Applying this bound (13.20) to the point ¢’ = w™'q with w in the Weyl group
Wee of Yge such that
a(g’) >0, forall o in ®F,
one gets,
leo ()] < 80¢(q") <d0c(P) +¢ Y yeo Ta(P —q). (13.21)
Inequality (13.19) follows. g
Proof of Proposition 13.13 From Lemma 8.22, we may assume that the n’s which
occur in formula (13.17) belong to &.. By Corollary 8.20, for such an 7, the point

q :=o0(g,n) is in the convex hull of the W-orbit of the point p := x(g). Then
(13.19) tells us that, for any «g in ®¢, one has

g (g, M < Y a®((@) +c Y mLk(g) —o(g, ),

ae@ﬁ aed,

for some constant ¢ > 0 depending only on G. Now, (13.17) follows from the fol-
lowing three bounds,

sup a®(x(g)) < oo forall o in ®F, (13.22)
gely,

and, for all @ in &, and 79 > 0,

1
limsupu™ ({g € G| |70 (k(g) —now)| = ntp})" <1 and (13.23)
n—oo

1
limsup sup u* ({g € G | [7{(o(g.n) —noy)| =nip})" <1. (13.24)

n—o00 77633

The bound (13.22) follows from the Definition (9.1) of @,,.

The bound (13.23) follows from the large deviations estimate (13.29) for « from
Theorem 13.17 below (note that the proof of (13.29) only relies on the large devia-
tions estimates for 0@, ).

The bound (13.24) follows from the large deviations estimate (13.16) for og,,
if one notes that, for & € ®,, since 7, is sg-invariant for any 8 # « in I1, one has
g ©0 =Ty 000, O

When the point € &2 belongs to the support of a p-stationary measure one has
a much stronger control than the one given in Proposition 13.13:

Lemma 13.15 We make the same assumptions as in Theorem 13.11. Let v be a -
stationary measure on 2. There exists a constant C > 0 such that, for any n in N,
for any g in the support of w*" and for any n in the support S, of v, one has

d(o(g,m)—noy,a,) <C. (13.25)



214 13 Limit Laws for Products of Random Matrices

Proof This follows from Corollary 11.20 applied to the cocycle og, and from
Lemma 13.8. O]

As we have already noted in Remark 11.21 and Example 13.9, one cannot extend
the bound (13.25) to any 75 in 2.

13.5 The Iwasawa Cocycle and Cartan Projection

Now, for g in G, we will define a subset 2¢ , of Po . outside of which we
will be able to control the difference between the Cartan projection and the
Iwasawa cocycle.

We need more notations. Recall, from Sect. 8.7, that, for any p in ., we fixed
a good maximal compact subgroup K, =[] pe.s Kp.c of Gc and a Cartan decom-
position G, = K.Z " K.. We also defined a section 7 : F — G of the quotient map
s : G — F which takes values in P. For any g in G., we fix once and for all el-
ements k, and [, of K. and z, € Z" such that g = kgz,l,. We can also suppose

—7-1 i — —
ko1 =1,".ForginG, weset kg = kT;(;)g and [, = lr;(gl)g.

Fix ® C IT and set ®Y = ((©®) to be the image of @ by the opposition involu-
tion. We let £g be the fixed point of Pg . in Yo . and g be the set of those 1 in
P, such that, for some « in @, in the representation space V, given in Sect. 8.4.5,

the line V5 is contained in the A-invariant hyperplane & o Vs that is comple-

mentary to V. For g in G, we set
£y  =kebo and 25  =1."20. (13.26)

Note that, when minyeg a®(k(g)) > 0, the point fjg{ ¢ and the subset Q’g ¢ do not
depend on the choice of kg and /.

We let P@v’c be the parabolic subgroup of type ®Y of G which is opposite to
Po . with respect to A. One checks that 2 is the complement of the open P@v’ o
orbit in P . and hence that the map from G into the subsets of Pg, g+ gZp
factors as a map from Pgv >~ G/ Pg, . into the subsets of g,

r 0. (13.27)

These subsets 2¢g ; are called the maximal Schubert cells of &g . By construction,
forany g in G, 2¢ ¢ is equal to a maximal Schubert cell of Po... For instance, if
g belongs to G, one has
mo_
0.8~ ‘Q@,s(’jv’gfl :

Lemma 13.16 For any & > 0, there exists a constant M > 0 such that, for any g in
G and nin Po . with d(n, o@gﬁg) > ¢, one has

loe(g. m — pek(@)ll <M.
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The distance on Py is defined in (13.3) by using the map (8.26) constructed
with the family of representations V,, with @ in ®, where the V,, were defined in
Sect. 8.4.5.

Proof The proof relies on the interpretation, in Sect. 8.5, of the Iwasawa cocycle
and the Cartan projection via representations of G.

By construction, one can assume that g belongs to G and it suffices to prove the
result for the elements g of Z™. Let & be in ®@ and (p,, V,) be the representation
introduced in 8.4.5. Equip V,, with a (py, A, K.)-good norm. Let V' := V] be the
dominant eigenline and let V" be its A-stable complementary subspace. For any
nonzero vector v # 0 in V,, writing v = v’ +v” with v’ € V/ and v” in V", we have

d(Kv,P (V")) = ”Hl:)”” .For gin Z* and n in P ., picking a vector v in Vg, ,, using
Lemma 8.17, one gets

loa (vl

eXa (k(8)) — lpa ()l > X (0 (gm) —
N vl

. ||pa(g)v/|| w(,((g)) ||U l . Xﬂ)(,((g))d(v W/).
llvll ol

Hence one has

xe k() +logd(n, 2e.¢) < x5 (0(g, M) < x5 (k(g)).

Our lemma follows. O

13.6 Limit Laws for the Cartan Projection

We can now extend the three limit laws to the Cartan projection under the
same assumptions as in Theorem 13.11.

Theorem 13.17 (Limit laws for k (g)) Let G be an algebraic reductive . -adic Lie
group, F := G /G, and | be a Zariski dense Borel probability measure on G with a
finite exponential moment which is aperiodic in F. One has the following asymptotic
estimates for the Cartan projection k : G — q.

(1) Central limit theorem. For any bounded continuous function ¥ on a,

Jo v (K272 ) dpn () —— [, ¥ N,

where N, is the Gaussian law on a, whose covariance 2-tensor is @,
(ii) Law of the iterated logarithm. Let K, be the unit ball of @,,. For B-almost any
b in B, the following set of cluster points is equal to K,

C("(bn--'bl)_’mu)_K (13.28)
/2nloglogn e ’
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(iii) Large deviations. For any ty > 0, one has

limsup ™ ({g € G| k() —noy| = nto})"l <1 (13.29)

n—o0

The same argument below also gives a Central Limit Theorem for « with target
similar to (13.13). We leave the details to the reader.

Proof (i) Central limit estimate. By usual approximation arguments, it suffices to
prove the result for compactly supported functions on a. Let 1 be such a function
and 1 be in ... According to Theorem 13.11, it is enough to prove that the follow-
ing integral

Iy = g | (P — (K| gy ) (13.30)

converges to 0. Fix ¢ > 0. By uniform continuity of v, there exists a constant § > 0
such that, for any v, w in a with ||v — w]|| < 4§, one has [ (v) — ¥ (w)| < ¢. Since n
belongs to ., by Theorem 10.9, for B-almost any b in B, the sequence

lo by -bi,n) —kcbn--- b))
is bounded. Hence, there exist M > 0 and ng > 1 such that, for all n > ny,
w"({geGllo(gn —k(@l=M}) <e.

. 2 - . .
Choosing n > max(ng, 1;’—2) and splitting the integral 7, as the sum of the integrals
over this set and its complement, one gets

Iy < 2| ¥]loo +&.

This proves that I, —— 0 as required.
n—oo

(ii) The law of the iterated logarithm is proved in the same way.

(iii) In what concerns the large deviations estimate, it is important to notice that
the following proof relies only on (13.16) and not on (13.15) whose proof used
(13.29).

By compactness, there exist ¢ > 0 and ny,...,n, in 3”@“,0 such that, for any ¢
in Pgv ., there exists 1 <i <r withd(n;, £eo,;) > &. Thus, by Lemma 13.16 and
as SUP,er, dk(g), a@)u) < 00, there exists M > 0 such that, for any g in I, there
exists 1 <i <r with

loo, (g.ni) —k(9)|| < M. (13.31)

Now, by (13.16), for any 79 > 0, there exist « > 0 and n¢ in N such that, for any
1 <i <r, for any n > ng, one has

—an

1w ({g€Gl|oo,(g.n) —nou| =nn}) <e
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M
Thus, for any n > max(ng, E)’ we get

/’L*n ({g eG | HK(g) —noy || > 2nt0}) < re o

The result follows. O
One also has the following control analogous to Lemma 13.15.

Lemma 13.18 We make the same assumptions as in Theorem 13.11. There exists a
constant C > 0 such that, for any n in N, for any g in the support of u*", one has

d(k(g)—noy,a,) <C. (13.32)

Proof Let v be the pu-stationary probability measure on the partial flag variety Zg), .
According to Proposition 10.1, one can find points 71, ..., n, in the support S, of
v such that (13.31) is satisfied. Our statement then follows from Corollary 11.20
applied to the Iwasawa cocycle o, and the points 7;. g

13.7 The Support of the Covariance 2-Tensor

In order to complete this chapter, we give some results concerning the linear
span a,, of the covariance 2-tensor @ .

Let G be an algebraic reductive .¥-adic Lie group. As in Sect. 9.4, for any s
in ., we set b, to be the orthogonal in ag of the subspace of a spanned by the
algebraic characters of the center of G;. We set b to be this subspace by when the
local field is Ky = R.

Proposition 13.19 Let G be an algebraic reductive .#-adic Lie group and |1 be
a Zariski dense Borel probability measure on G with a finite exponential moment.
Then the vector space a,, contains bg.

In particular, when G is an algebraic semisimple real Lie group, one has a,, = a,
that is, the Gaussian law N, is non-degenerate.

This result is proved in Goldsheid—Guivarc’h [55] when G is SL(n, R) and in
[60] when G is real semisimple.

Proof Recall, from Proposition 10.2, that there exists a unique p-stationary Borel

probability measure v on Zg, and, from Lemma 10.3, that the support of vis Ar;,.
By Lemmas 13.1 and 13.5, we know that the assumptions of Lemma 11.19 are

satisfied. Therefore, by this lemma, there exists a Holder continuous function

gbo:c@(u)u —a
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such that, for 4 ® v-almost any (g, n) in G x 9@1“ one has

06,(8. 1) —¢o(n) +@o(gn) €0, +ay.

Since the function ¢g is continuous, by Lemma 10.3, we get, for any n > 1, any g
in Suppu™ N G and n in A,

06, (8,1 — ¢o(n) + ¢o(gn) € noy, + a,.
In particular, when g is @, -proximal and n = E(;;n e this gives
M) =00,(8.£5, o) € noy + ay. (13.33)
Now, by Proposition 9.8, the closed subgroup of a spanned by the elements
r(gh) — A(g) — A(h),

when g, h and gh are ®-proximal elements of I", contains br. Combining this
Proposition 9.8 with (13.33), one gets the inclusion a,, D bgr, which completes the
proof. g

Remark 13.20 From (13.33), one always has
A(I") CNoy, +ay.

By using the Central Limit Theorem 13.17 and elementary properties of Zariski
dense subsemigroups, one can prove that the subspace of a spanned by A(I") is

(MI')) =Ro, + ay,.

13.8 A p-Adic Example

The aim of this section is to construct an example where the Gaussian law in
the Central Limit Theorem does not have full support.

Example 13.21 Let G =SL(2, Q) with p < oo. There exists a Zariski dense prob-
ability measure u on G with finite support such that a, =0 and I}, is not bounded.

In other words, in this example, the Gaussian measure which appears in the Cen-
tral Limit Theorem is a Dirac mass, whereas the set A(17,) is not bounded.

Proof In this example we choose u = %((Sg1 + 8g,) with

p 0 p 1
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The semigroup I" of G = SL(2,Q),) generated by g and g; is Zariski dense and
unbounded. Now, the flag manifold of SL(2,Q,) is the projective line IP"(QP).
As usual, we identify P! (Qp) with Q, U {oco} by sending any x # oo to the line
Qp(x,1) and oo to the line Q,(1,0). Then, the action of g; and g read as the
homographies

+—>px+1p2x and xn—>p2x+p,

so that one has
g81Zy C pzZ,, and g27Z, C p+ pzZ,,.

In particular, I" is the free semigroup with generators g; and g». For g in I, we
denote by |g| its length as a word in g1 and g>.

The limit set of I", which, by Lemma 10.3 is the support of the p-stationary
probability measure, is contained in the closed I"-invariant set Z,.

Let K be the maximal compact subgroup SL(2, Z,) and A be the group of diag-
onal matrices. Then the usual norm on Q%’ is good for the standard representation.

Identify a with R by setting
-1
p— 0)_
w ( 0 p> =logp.

Then, by Lemma 8.17, for any g in SL(2,Q,) and v # 0 in Q2, one has

o(g.Qpv) =log Hlfvvl\” )
If g is g1 or g2 and v = (x, 1) with x in Z, this gives
o(g1,x) =0(g2,x) =logp
and hence by the cocycle property, for g in I,
o(g,x)=gllogp.
Therefore, for S-almost every b in B, for all x in S, and n > 1, one has
o(by---b1,x)=nlogp.

Hence this random sequence is deterministic with speed o, = log p and one has
a, =0. O

Remark 13.22 Note that, in this example, one has gooo = 0o and o (g2, 00) =
—log p, so that, for any n, o(g,,o0) = —nlogp = —no,. This validates Re-
mark 11.21. One could also easily give explicit formulae for the functions o (g1, .)
and o (g2,.) on Q, U {oo}.
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13.9 A Non-connected Example

The aim of this section is to construct an enlightening example of a probability
measure | which illustrates the asymptotic behavior of the random product
when the reductive group G is not connected, and, more precisely, when one
deals with irreducible representations that are not strongly irreducible.

Over the field R, this example will be similar to the one in Remark 4.10 but with
a semisimple group G. Over the field Q,, it will give the example for Remark 4.19.

13.9.1 Construction of the Example

Let G, = SL(3,K) and G be the group generated by G. and an element s of order
two such that, for every g in G, sgs =" g_l. Let (p, V) be the 6-dimensional
representation of G given by

p(g)=<g zg0_1> and p(gs) = <zg0_1 ‘g) (13.35)

We decompose V as a direct sum V = V| @ V5 of irreducible representations of G..
Let u be a Zariski dense probability measure on G with a finite exponential
moment and (B, 8) be the Bernoulli shift with alphabet (G, ).

13.9.2 Comparing Various Norms in Example (13.35)

We claimed in Remarks 4.10 and 4.22 that, when K = R, for g-almost every b in B,

the set of cluster points in P(End(V)) of the sequence
Rp(by, - - - by) contains both rank 1 and rank 2 matrices,

_ . ||;0(bn"-b1)|v1 I _

(13.36)

up o Bu--bD)lv,
.t loGn--bD)lv, |l

Proof of claims (13.36) and (13.37) This follows from the results that we proved
in the preceding chapters. We introduced the induced probability measure j. on
G, and proved that it has an exponential moment (Corollary 5.6). We can only
consider subsequences associated to 1., i.e. setting (B, B.) for the Bernoulli space
with alphabet (G, ©.), we only have to prove that (13.36) and (13.37) are true for
Be-almost every b in B.. According to Proposition 4.7, all nonzero limit points of
sequences A,by - --by and A, ’b;l e ’bl_l, with A, A/, in R, have rank one.
We introduce the sequences

Sy :=10g by -1l and S, :=log|'b, "'y "l
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We have to prove that, for B.-almost every b in B, the sequence S, — S, does not
g0 to 00, is not bounded above and is not bounded below.
On the one hand, according to Theorem 10.9 the limits lim %S,, and lim %S,’l
n— o0 n— oo

exist and are equal. Let v be the unique w-stationary probability measure on the
flag variety &. of G.. By Lemma 3.18, for 8 ® v-almost every (b, n) in B, x
2., denoting by Rv and Rf the corresponding lines in R? and its dual space, the
sequence

log ||by - --byv|| —log ||, ! -~-’b1_1f|| does not go to oco.
By Theorem 4.28, this sequence remains at bounded distance from the sequence

Sp — ), hence S, — S, cannot go to co.
On the other hand, according to the Law of the Iterated Logarithm (Theo-

rem 13.17) the upper limit lim sup zi"#ﬁ’/’ogn is finite and positive. This proves that
the sequence S, — S, is not bounded above. Similarly the sequence S, — S, is not
bounded below. g

13.9.3 Stationary Measures for Example (13.35)

We note also that in this example,

when K = R there exists only one w-stationary probability

on P(V). (13.38)

when K = Q),, for suitable u, there exist infinitely many

w-stationary probability on P(V). (13.39)

These claims (13.38) and (13.39) are special cases of more general results in
[17]. The second claim (13.39) was announced in Remark 4.19.

Sketch of proof of (13.38) and (13.39) See [17] for more details.

Assume K = R. The only p-stationary probability on P(V) is the one supported
by P(V1) UP(V>). Indeed, there are no other p-stationary probability since, by the
Central Limit Theorem, for every x in P(V) ~. (P(V}) UP(V,)) for every compact
K CcP(V)~ (P(Vy) UP(V,)) one has nli)ngo w8, (K)=0.

Assume K=Q,,. Let ey = (1,0,0) € V; and e = (0,0, 1) € V. One can con-
struct a probability measure 1 on G such that, for every integer £ > 1 the compact
sets

K, [ ¥ =K@1v2) €PV) | [lva]l = p*liuill,
©7 | d®ui, Key) < p710, d(Kvp, Kep) < p=1°

are invariant under the semigroup I'},. Hence each of these compact sets supports at
least one p-stationary probability. g
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13.9.4 The Central Limit Theorem for Example (13.35)

The assumption of “strong irreducibility” in the Central Limit Theorem 1.7 cannot

be weakened to an “irreducibility” assumption. Indeed, let o, be the first Lyapunov

exponent of x. One can check that the laws of the above sequence 108 |p®n-b1) | =1y

N
converge to a law which is not Gaussian but which is the maximum of two indepen-
dent Gaussian laws (see [18, Ex. 4.15] for details).



Chapter 14
Regularity of the Stationary Measure

In this chapter, we prove a Holder regularity property for stationary measures due to
Guivarc’h [58]. We use a different method inspired by [27]. We will use this method
throughout this chapter.

We will first prove the Law of Large Numbers for the coefficients and for the
spectral radius in Sects. 14.4 and 14.5.

We will then give a new formula for the variance of the limit Gaussian Law in
Sect. 14.6.

We will also prove the CLT, LIL and GDP for the norm of matrices, the norm of
vectors, the coefficients and the spectral radius in Sects. 14.7, 14.8 and 14.9.

14.1 Regularity on the Projective Space
We first prove a Holder regularity property for stationary measures on projec-
tive spaces.

We recall quickly the notations from Sect. 4.1. Let K be a local field and V be a
finite-dimensional K-vector space endowed with a good norm. This means that we

fix a basis ey, ..., eq of V and the following norm on V. For v =Y v;e; € V one
has |v||? = » |vi|?> when K is Archimedean and ||v|| = max(|v;|) when K is non-
Archimedean. We denote by e;‘, e ef, the dual basis of V* and we use the same

symbol | - || for the norms induced on V*, End(V), A2V, etc. We equip P(V) with
the distance d given, for x = Kv, x’ = Kv' in P(V), by

dx,x") = o

For x =Kv in P(V) and y = K f in P(V*), we set y= = P(Ker f) C P(V) and

_ I
8. Y) = 17T (14.1)
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224 14 Regularity of the Stationary Measure
This quantity is also equal to the distance

8(x,y) =d(x,y) := min d(x, x")
x'eyt

in P(V) and to the distance d(y, x1) in P(V*).

Theorem 14.1 Let u be a Borel probability measure on the group G = GL(V) with
a finite exponential moment and such that I', is proximal and strongly irreducible.
Let v be the unique 1-stationary Borel probability measure on X = P(V). Then
there exists a constant t > 0 such that

SUPyep(y+ Jx 8(x, ) dv(x) < oo. (14.2)

In particular, there exists C > 0 and ¢ > 0 such that, for any x in P(V) and r > 0,
one has

v(B(x,r)) <Cr'. (14.3)

A positive measure v satisfying this condition (14.3) is sometimes called a Frostman
measure.

As usual, we introduce the group K of isometries of (V, ||.||), and the semigroup
AT = {diag(ar, ..., aq) | la1] = -+ = |a}

(where, by a diagonal endomorphism, we mean an endomorphism that is diagonal
in the basis e, ..., eq). For every element g in GL(V), we choose a decomposition

g =kgagly (14.4)

with kg, £, in K and a, in A*. We denote by xé” € P(V) the density point of g,
that is,

xé,” =Kkgeq,
and by yy' € P(V*) the density point of ‘g, that is,

vg i=K"gef.
We denote by y1.2(g) the gap of g, that is,

I A% gll
lgl?

The proof of Theorem 14.1 relies on the following Lemma 14.2 and Proposi-
tion 14.3. This Proposition 14.3 will be even more useful in the applications than
Theorem 14.1.

v1,2(8) =
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Lemma 14.2 Let K be a local field and V =K?. For every g in GL(V), x = Kv
inP(V)and y =K f in P(V*), one has
(@) 8Cx, v < Hel <50x, v +71.2(0)
(i) 8. y) < AL <5(cM. y) +112(2)
(i) d(gx, x})8(x, y™) < y1.2(2).

Proof For all these inequalities, we can assume that g belongs to AT, ie. g =
diag(ay, ..., aq) with |aj| > --- > |ag|. We write v = v| 4 vy with v; in Ke; and v;
in Kere}. One then has
gl =lail, y12(¢) =12, and 8(x, yp)=Ieul.
(1) follows from [Ig|l lvill < llgvll = lIgll llvill + laz| lv2]l.
(ii) follows from (i) by replacing V by V* and g by “g.

(iii) follows from d (gx, x}) 8 (x, yi') = ””gg”vz”” % < ‘_2| O

Let oy = (A1, ..., Aq) € R be the Lyapunov vector of s given by the Law of
Large Numbers for reductive groups (Theorem 10.9). Since I',, is proximal, accord-
ing to Corollary 10.15, one has

Al > Ao,

Proposition 14.3 Let i be a Borel probability measure on the group G = GL(V)
with a finite exponential moment and such that 'y, is proximal and strongly irre-
ducible. For any ¢ > 0, there exists ¢ > 0 and no € N such that, for n > ng, x in
P(V) and y in P(V*), one has

Wh(ge Gty =e ) =1—e ", (14.5)
W € G ld(gx, xyl) semMThmIny > 1 —em e, (14.6)
(g eGloty ) =e Y =1 -, (14.7)
w'(g€Gl8(gx.y) ze ) 21— ", (14.8)

Proof We can assume & < %(M — A2). According to the large deviations princi-
ples for the Iwasawa cocycle (Theorem 13.11) and for the Cartan projection (Theo-
rem 13.17), there exist ¢ > 0 and ng € N such that, for n > ng, x = Kv in P(V) and
y=Kfin P(V*) with |Jv|| = || fI| = 1, there exists a subset G, x,, C G with

M*n (Gn,x,y) >1—e ",
such that for g in G, x y, the four quantities

Io
)/\1 — loglgl

log|lgv]|
9‘)\'1_ng )

A — loglln’gfl\ ‘ ’kl—kz—logy,l,’Z(g)
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are bounded by §. We will check that, provided ng is large enough, for any g in
G x,y, one has

B(x,yg) Z e ™, d(gx,xgl) < em 1RO,
8(x£’1, y) >e ¢ and 8(gx,y) > e ",
We first notice that, according to Lemma 14.2(i), one has
Sx,yil) = e " — g~ R,
hence, if ng is large enough,
Bx,yM) = e 2", (14.9)

This proves (14.5).
Now, using Lemma 14.2(iii) one gets, for ng large enough,

d(gx, xg/’) < e~ M—ha=gIn,5n < e Mi—ha—en (14.10)

This proves (14.6).
Applying the same argument as above to ‘g acting on P(V*), Inequality (14.9)
becomes

§M y)=e 2, (14.11)

This proves (14.7).
Hence, combining (14.11) with (14.10), one gets, for ng large enough,

8(gx.y) = 8(x)", y) —d(gx.x})
>e—%n _e—(M—Az—s)n > p—En

This proves (14.8). g

Proof of Theorem 14.1 We choose ¢, ¢, ng as in Proposition 14.3. We first check
that, for n > ng and y in P(V*), one has

v({x e X |8(x,y)=e " >1—e"“". (14.12)
Indeed, since v = u*" x v, by using (14.8) one computes

v({x € X[8(x,y) = e ")) = [, n*"({g€Gl8(gx, y) = e "} dv(x)
> [y —e ) dv(x) =1—e"".

Then, choosing # < £ and cutting the integral (14.2) along the subsets

Apyi={xeX|e D <8(x,y) <e™"),
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one gets the upper bound

fX 8(x, y)fl dv(x) < elceno anno ete(n+l)v(An,y)

< eleno 4 anno etae—(c—ts)n < 00.

This proves (14.2). g

14.2 Regularity on the Flag Variety
In this section, we deduce from Theorem 14.1 a Holder regularity property for
the stationary measure on the flag variety.

Let G be an algebraic reductive .¥’-adic Lie group. Let ® be a subset of the set
of simple restricted roots 1. Recall that we defined a G.-equivariant embedding
(8.26) using the family of representations V,, defined in Sect. 8.4.5

'@@,c - l_[ P(Vy),n— (Va,n)ae(ﬁ-

ae®

In the same way, one has a G.-equivariant embedding

Pove— [[P(Va).n—> (Vi Daco-

ae®

For any  in P9 . and ¢ in Pgv ., we set
— 1 *
3(n,g“)_11;161(1~)18(Va,,7,Va’§). (14.13)
One then has the equivalence, using Notation (13.27),
5, 5)=0=neo,.

Let u be a Zariski dense Borel probability measure on G. From Proposition 10.1, we
know that there exists a unique p-stationary Borel probability measure v on Pg,
and that, for any ¢ in z@@l’c, one has v(Zg ;) = 0. We deduce from Theorem 14.1
the following

Theorem 14.4 Let G be an algebraic reductive .¥-adic Lie group and | be a
Zariski dense Borel probability measure on G with a finite exponential moment.

Let v be the unique ji-stationary Borel probability measure on P, . There
exists a constant t > 0 such that

Up;e, Jpe, S0 du(n) < 0.
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Proof Let u. be the measure induced by p on the finite index subgroup G. of
G defined in Sect. 8.23. From Lemma 5.7, we know that v is u.-stationary and,
from Lemma 10.8, that w. has a finite exponential moment. Hence, the proof of
Theorem 14.4 is reduced to the case where G = G..

Then, we just notice that, for t > 0, n € Pg and ¢ € Pgv, one has

8,07 <D 8V Vi)

ae®

Since Vj is a strongly irreducible proximal representation of I, our claim follows
from Theorem 14.1. O

14.3 Regularity on the Grassmann Variety

In this section, we deduce from Theorem 14.1 a Holder regularity property for
the stationary measure on the limit set A’ in the Grassmann variety G,(V),
where r is the proximal dimension of I.

We will use the notations of Lemma 4.38.

Theorem 14.5 Let K be a local field and V = K9. Let . be a Borel probability
measure on GL(V) such that w has a finite exponential moment and I" := I’ is
strongly irreducible. Let r > 1 be the proximal dimension of I' in V and v, be
the unique p-stationary probability measure on the limit set A’ in the Grassmann
variety G, (V). Then, there exists a constant t > 0 such that

Supy cpys) [y Az ») 7" dv(2) < oo. (14.14)
Here, the “distance” d(z, y) is defined as the maximum
d(z,y) ;== maxye; (x, y), (14.15)

where 6(x, y) is as in (14.1).

The bound (14.14) does not depend on the choice of the norm on V. Hence we
may assume that the norm on V is good, i.e. it is a Euclidean norm when K is
Archimedean and a sup-norm when K is non-Archimedean. We assume also that
V* and A"V are endowed with compatible good norms. Now there are two other
equivalent definitions of the quantity (14.15).

First, let z*- be the subspace z- := {y’ = R f’ such that f’|. = 0} orthogonal to z
in P(V*). One has the equality

d(z,y) =d(y,z") :=minyc 1 d(y, y). (14.16)

Second, let i, : G, (V) — P(A" V) be the natural embedding. For any hyperplane
y € P(V*) we denote by y, the subspace y, := P(A"y) of P(A"V). One has the
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equality
d(z,y) =d(ir(2), yr) :=minyey, d(ir(2), 2). (14.17)

The proofs of (14.16) and (14.17) are left to the reader. Note that if the norms
are not assumed to be good, the equalities (14.16) and (14.17) are true only up to a
uniformly bounded multiplicative factor.

Proof of Theorem 14.5 According to Lemma 4.36, there exists a strongly irre-
ducible and proximal representation p’ : I' — GL(V]) in a K-vector space V/
and a I"-equivariant embedding i; : A}- — P(V/). This representation is con-
structed as a quotient V) = V,./U,, where V, and U, are I'-invariant subspaces
of A"V and the embedding i/ is induced by the natural I"-equivariant embedding
ir : A — P(A"V) whose image is included in P(V;.) and does not meet P(U,) (see
Lemma 4.36).

Since I" acts irreducibly on V, the subspace y, never contains P(V,.) and is never
included in P(U,). Hence it defines a non-trivial proper subspace y,. of P(V/). Using
(14.17), for any z in A’-, one gets the bound

d(iy(2), y;) < d(ir(2), yr) = d(z, y). (14.18)

The image of v, by . is the unique w-stationary probability measure on P(V)).
The bound (14.14) follows from (14.18) and from the bound (14.2) applied to this
representation V. O

Using the same method we can also prove the following Proposition 14.6.

Proposition 14.6 Let K be a local field and V =K. Let j1 be a Borel probability
measure on GL(V') with a finite exponential moment and such that I, is strongly
irreducible. For any ¢ > 0, there exist ¢ > 0 and ng € N such that, for all n > ny
and v in V . {0}, one has

w"({geG| >e " =1—e ", (14.19)

levll
v

lellvl

Remark 14.7 When I, is proximal, we obtained a formula similar to (14.19) in
the proof of Proposition 14.3 as a consequence of the Large Deviation Principle for
the Iwasawa cocycle. When I, is not assumed to be proximal, we will first prove
formula (14.19) and we will use it in the proof of the Large Deviation Principle for
the norm cocycle in Theorem 14.20.

Before starting the proof of Proposition 14.6, we introduce some notation. Fix
1<r<d. Letey,...,e; be the standard basis of V = K9. For every element g in
GL(V), we fix a Cartan decomposition g = kgagl, asin (14.4). We set zg’l € G, (V)
to be the density r-dimensional subspace of g

M =ky(Key & - @ Key) (14.20)
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ie. zé‘,’[ is the r-dimensional subspace given by the density point of A" g. Similarly,
we set zg,” € Gy_, (V) to be the density (d —r)-dimensional subspace of ' g

=€, (Key11 @+ ®Keg) (14.21)

ie. z is the (d —r)-dimensional subspace of V that is orthogonal to the density
r- d1mens1onal subspace z, of “g in V*. Once r is fixed, these density subspaces

Zg M and zy are uniquely deﬁned when the r"-singular value «, (g) is larger than
kr+1(g)- In general they depend on the choice of the decomposition (14.4).

Proof of Proposition 14.6 This follows from Lemma 14.8(b) below, where r

is the proximal dimension of I, and from Proposition 14.9(b). Note that, by

Lemma 10.16, the ratios of singular values i:g; for g in I}, are uniformly

bounded. O

We used the following lemma, which is a variation of Lemma 14.2.
Lemma 14.8 Let K be a local field, V =K? and x = Kv be a point in P(V). Fix
1 <r <d andlet cyo > 0 and g be an element of GL(V).

(a) Assume that the r first singular values are equal k1(g) = - - - = k(g). Then one
has the inequality

ETERICR) (14.22)

(b) More generally, assuming that k,(g) > cok1(g), one has

vl > cod(x, 2. (14.23)
Proof The proof is the same as for Lemma 14.2. O

We also used the following Proposition 14.9, which is a variation of Proposi-
tion 14.3.

Proposition 14.9 Let K be a local field and V = K9. Let i1 be a Borel probability
measure on GL(V) with a finite exponential moment such that I',, is strongly irre-
ducible. Let r be the proximal dimension of I'y,. For any & > 0, there exist ¢ > 0 and
no € N satisfying the following.

(a) Foralln > ngand y in P(V*), one has
n"({geG| d(zgl, yze " h=l—e " (14.24)
(b) Foralln > ng and x in P(V), one has

w'({geG|dx, z?) >e N >1—e . (14.25)
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Proof (a) We recall that the distance d(z, y) has been defined in (14.15). According
to (14.18) and its notations, one has the inequality d(zé,”, y)>d(, (zg’l), ¥r). Since

the point i/ (zg’l ) is the density point of p’(g) in the proximal representation V!, our
assertion follows from (14.7).
(b) This follows from (a) applied to the dual representation and from (14.16). O

14.4 The Law of Large Numbers for the Coefficients

We use the regularity properties of the Furstenberg measure from Sect. 14.1
to prove the Law of Large Numbers for the coefficients.

Let K be a local field, V = K¢ and u be a Borel probability measure on GL(V).

We recall that I, is the closed subsemigroup of GL(V') spanned by the support of
wandthat B:={b=(b1,...,b,,..)} = FMN* is the Bernoulli space endowed with

the Bernoulli probability measure § := w®Y". We fix a norm ||| on V. We recall
that the limit

o1
m= = fim [ loglglan ) (14.26)
n—oon /g
exists and is called the first Lyapunov exponent of (.

Theorem 14.10 Let K be a local field, V =K%, and 1 be a Borel probability
measure on GL(V') such that u has a finite exponential moment and I'y, is proximal
and strongly irreducible. For v in V~{0}, f in V*~ {0}, for B-almost all b in B,
one has

lim %log|f(bn--~b1v)| =M, u, 14.27)

n—oo

lim log|f b1+ bav)| = A, (14.28)
lim Llog by - -byvll = A1 u. (14.29)
n—oo

Moreover, these sequences converge in L'(B, ).

It is plausible that the assumption that I',, is proximal in Theorem 14.10 can be
weakened to the assumption that Iy, is absolutely strongly irreducible, i.e. that, for
any field extension L. O K, the action of I, in IL4 is still strongly irreducible. It is
also plausible that the finite exponential moment assumption can be weakened to a
finite first moment assumption.

The main new difficulty when one compares statement (14.27) with the Law of
Large Numbers for the norm (1.15) is that one has to control the relative position
of the vector by, - - - byv and of the hyperplane Ker f. This is done in the following
lemma, which will also be useful in Sect. 14.8. We recall the notation
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asin (14.1), when x = Kv e P(V) and y =K f € P(V*).

Lemma 14.11 Let K be a local field, V =K%, and 1 be a Borel probability mea-
sure on GL(V') such that w has a finite exponential moment and that I'y, is proximal
and strongly irreducible.

For all € > 0, there exists ¢ > 0, £y > O such that for all n > £ > £y, one has, for
all x in P(V), y in P(V*),

" ({geGls(gr,y)=e ) =1—e (14.30)

Proof When n = ¢, this is (14.8) in Proposition 14.3. Since

(g 18(gx, y) = e ) = / w{g | 8(ghx, y) = e ) du =0 ),
G
the case n > ¢ follows. O

Proof of Theorem 14.10 Write x = Kv and y = K f. According to the Law of Large
Numbers in Theorem 4.28.b, for -almost all b in B, one has

lim Llog lbabivl — 5, (14.31)

n—00 ol

According to Lemma 14.11 with n = £, there exists ¢ > 0 and £p € N such that, for
n > £, one has

BUbEB |8(by---bix,y)<e ™} <e .
Hence, by the Borel-Cantelli Lemma, for 8-almost all b in B, one has
liminf 1 log8(b, -+ b1x,y) > —e, i.e.
n—>oo

lim L |f(by -+ by1v)|
im -log ————— =0.
n—00 £y - broll

Combined with (14.31), this proves (14.27).
One deduces (14.28) from (14.27) by exchanging the roles of V and V*.
Finally, according to Lemma 4.27, for f-almost all b in B, one also has

-]
Jdim Slog by - byl = A,

One deduces (14.29) from (14.28), and from the above limit since one has the lower
and upper bounds:

Lf D1 bp) < L fINBy -+ - buvll < LF D1 ball VI

The convergence in L' (B, ) follows from the almost sure convergence and from
Lemma A.2, since the three sequences in (14.27), (14.28) and (14.29) are uniformly
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integrable. Indeed, they are bounded above by the sequence %Z 1<i<n lOglIbill,

which converges in L' (B, 8) according to the classical Law of Large Numbers in
Theorem A.S. 0

14.5 The Law of Large Numbers for the Spectral Radius

We now prove the Law of Large Numbers for the spectral radius. As in
Sect. 14.4, this relies on the regularity properties of the Furstenberg measure
from Sect. 14.1.

We recall that K is a local field, that V = K¢, that A1(g) denotes the spectral
radius of an element g in GL(V) and that A; ,, denotes the first Lyapunov exponent
of a probability measure n on GL(V).

Theorem 14.12 Let K be a local field and V =K?. Let u be a Borel probability
measure on GL(V) such that (v has a finite exponential moment and that I}, is
strongly irreducible. For B-almost all b in B, one has

lim Llogai(by -+ b1) = Ay p. (14.32)
n—o00
Moreover, this sequence converges in L' (B, B).

When I, is proximal, the main new difficulty when one compares statement
(14.32) with the Law of Large Numbers for the coefficients (14.27) is that one has to
ensure that by, - - - by is proximal and to control the relative position of the attractive
fixed point x;;m by and of the repulsing hyperplane yb<,, by This is done in the proof
of the following lemma.

Lemma 14.13 Let K be a local field and V = K?. Let v be a Borel probability
measure on GL(V) such that p has a finite exponential moment and that I'), is
strongly irreducible. Then for all & > 0, there exist ¢ > 0 and £y > 1 such that, for
alln > € > Lo, one has

A X
u*"({g cG|ME o et }) > 1—ect, (14.33)
lgll
and, when I, is proximal,
uw"({g € G|gisproximal})) > 1—e ", (14.34)

In this section we will only need Lemma 14.13 with n = £. This more general
formulation with n > £ will be needed in Sect. 14.9.

We will say that a property P, (€, D) is true except on an exponentially small set
if there exist ¢ > 0 and £¢ > 1 such that, for all n > £ > £, one has

B(b e B | Pu(l,b) is true}) > 1 — e L. (14.35)
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Proof of Lemma 14.13 Let r be the proximal dimension of I},. According to
Lemma 4.36, there exists a proximal and strongly irreducible representation o’ of
I, in a vector space V! such that, for all g in I',, one has A1(p(g)) = A;(g)" and
lo(e)ll < llgll". Hence with no loss of generality, one can assume [, to be proxi-
mal.

We want to prove that, for all ¢ > 0, the property

A(by---b1) i

by, - - - by is proximal and
" P 1bn - b1l

(14.36)
is true except on an exponentially small set.

We keep the notations d(x, x), (x, y), xg’[, y;,", y12(g) from Sect. 14.1. We fix
xo in P(V), yg in P(V*) and a very small € > 0 to be determined later.

We first notice that, by the Large Deviation Principle in Theorem 13.17, the fol-
lowing property (14.37) is true except on an exponentially small set:

V1.2(by -+ -by) < e”PumP2u=e)t (14.37)

where A1, and A2, are the two first Lyapunov exponents of . Since I, is proxi-
mal, according to Corollary 10.15, one has A1 > X.

We claim now that the following property (14.38) is true except on an exponen-
tially small set:

SCey i) = e (14.38)

Here is a sketch of the proof of (14.38): we decompose the product g = b, - - - by
as g = gog1 with

g =by - -bpppo+1 and g1 = by -+ b1,

where [n/2] denotes the floor integer of n/2. We want to check that the density point

xé,‘;[ g 1s not too close to the density hyperplane yi,”z o~ We will check successively

that the density points Xorgr and Xg, are very close ((14.39) and (14.40)), that the

density hyperplanes yg; g1 and yé”l are very close ((14.41) and (14.42)), and that the

M
82

assertion is easier to check than Claim (14.38) since x
variables.

Now, here is the precise proof of (14.38). Applying (14.6) twice, the following
properties (14.39) and (14.40) are true except on an exponentially small set:

density point x,, is not too close to the density hyperplane yg! (14.43). This last

M

" .
o, and yg are independent

Ay, by bixg) < e~ FluTh2uOt, (14.39)
dOp) .y gy b - D130) < @7 FruR2um 2, (14.40)

By the same arguments in the dual space V*, the following properties (14.41) and
(14.42) are true except on an exponentially small set:

d(yp . by -b1)yo) < e” Hrnt2u=e), (14.41)
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d(Ypy, pytys (== -b1)yo) < e” Flumh2ume/2, (14.42)

According to (14.7), the following property (14.43) is also true except on an expo-
nentially small set:

M —el
5(xhn'“h[n/2]+| N yZEll/Z]bl) 2 e € . (14.43)

These five equations imply our claim (14.38).
Finally, when ¢ is small enough, the two assertions (14.37) and (14.38) imply
(14.34) and (14.33) because of Lemma 14.14 below. O

When g is a proximal element in GL(V'), we will denote by x;“, as in Sect. 4.1,

the attractive fixed point of g in P(V) and by yg< the attractive fixed point of g in
P(V*).

Lemma 14.14 Let K be a local field and V = K9 Let g € GL(V). Set yo = y1,2(8)
and 8§y := 5(x£’1, Yg')/2. Assume that yo < 6%. Then g is proximal and one has

dxf,xy) < B, d(ys, yp) <R and (14.44)
i = do. (14.45)

Proof Forr >0, let
by (r) :={x e P(V) |d(x,x;") <r},

B (r) = {x € P(V) | 8(x. ) = 7).

By definition, one has bg,” (8g) C Bg,” (80). Moreover, using the decomposition (14.4),
one checks that, for any x = Kv and x" = Kv" in By'(d), the images gx and gx’

belong to bé,”(g—g), one has

lgvll
TelToT = 8o and (14.46)

d(gx, gx") <yo8y*d(x,x') (14.47)

(the distance estimate (14.47) relies on the norm estimate (14.46) and the definition
of the distance (13.1)).
The contraction property (14.47) implies that g has an attractive fixed point x;

in the ball bé,” (g—g). Arguing in the same way for the action on P(V*), this proves
(14.44). The norm estimate (14.46) then implies the lower bound (14.45) for the
spectral radius. g

Proof of Theorem 14.12 According to the Law of Large Numbers in Theo-
rem 4.28(a), for B-almost all b in B, one has

1im log by -+ b1l = Ay
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Using Lemma 14.13 with n = £ and using the Borel-Cantelli Lemma, one also has,
for B-almost all » in B,

The limit (14.32) is a direct consequence of these two equalities.

The convergence of the sequence (14.32) in L!(B, p) follows from Lemma A.2.
Indeed this sequence is uniformly integrable since it is dominated by the sequence
1y <iznloglIb; I, which converges in L' (B, B). O

We give now a reformulation of Theorem 14.12 in the language of reductive
groups. We use the notations of Sects. 10.4 and 13.4.

Theorem 14.15 (Law of Large Numbers for the Jordan projection) Let G be a
connected algebraic reductive .#-adic Lie group and | be a Zariski dense Borel
probability measure on G with a finite exponential moment. Denote by A : G — a™
the Jordan projection and by o, be the Lyapunov vector of w. For B-almost all b
in B, one has

lim i, b1) =0y (14.48)
n—od
Moreover, this sequence converges in L' (B, B, a).

Proof Let (V, p) be an irreducible representation of G and y be its highest weight.
According to Lemma 8.17, one has the equality, for all g in G, logi;(p(g)) =
x“(A(g)). Hence, by Theorem 14.12 and Corollary 10.12, for g-almost all b in B,
one has

Jim X O(by -+ b1)) = x“ (o). (14.49)

By Lemma 8.15, the dual space a* is spanned by the highest weights x® of the
irreducible representations of G. This proves (14.48). O

We conclude this section with a corollary of Lemma 14.13, which tells us roughly
that a random walk on a real semisimple Lie group with a Zariski dense law is
loxodromic except on an exponentially small set.

Corollary 14.16 Let G be an algebraic semisimple real Lie group and | be a
Zariski dense Borel probability measure on G with a finite exponential moment.
Then there exist ¢ > 0 and ng > 1 such that, for all n > ng, one has

uw"({g € G| g is loxodromic}) > 1 — e~ ". (14.50)

Proof This follows from Lemma 14.13 using sufficiently many proximal irreducible
representations of G as in the proof of Theorem 14.15. The assumption that the local
field is R tells us that I” is also proximal in these representations. g



14.6 A Formula for the Variance 237

14.6 A Formula for the Variance

In this section, we give a formula for the variance of the limit Gaussian law
in the Central Limit Theorem.

First, we give the formula for the variance in the language of matrices as it will
occur in the Central Limit Theorem 14.19.

Proposition 14.17 Let K be a local field and V =K. Let i be a Borel probability
measure on GL(V) such that p has a finite exponential moment and that I'), is
strongly irreducible. Let Ay, be its first Lyapunov exponent. Then the following
limit exists

. 1
1= lim - f log lgll — n a1 0% du™ (g). (14.51)
n—oon Jg

Moreover, when I'y, is proximal, the norm cocycle (g, Kv) — log Hlva”” on G xP(V)
is special and its covariance 2-tensor (3.17) is equal to @1 ;.

The main difference between formula (14.51) and formula (3.17) applied to the

norm cocycle is that the quantity log ””g ”” has been replaced by log || g||. The key

point in the proof of Proposition 14.17 is to dominate the L2-norm of the difference
of these two quantities.

Proof Using Lemma 4.36, one can assume I, to be proximal. The fact that the norm
cocycle (4.10) on G x P(V) is special follows from Proposition 11.16 applied with
F = {1}. Indeed, the contraction assumption can be checked as in Lemma 13.5, and
the moment assumptions (11.14) and (11.15) can be checked as in Corollary 13.4.

Let dx be a Borel probability measure on P(V) that is invariant under a maximal
compact subgroup of GL(V). We introduce the following integrals

I = / (log llgll — n 31,02 du™" (g),
G

Jy = / (log ”‘f vv””
GxP(V)

where x = Ku sits in P(V). Since I}, is proximal, Proposition 4.7 and Theorem 3.13
imply that the limit

du™ (g) dx,

Dyt 11m J

exists. On the other hand, using Lemma 14.2(i) and Minkowski’s inequality, one has
the bound

W=Vt = [ tog i P (g d
GxP(V)
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< f (log 8(x, ™) dyr™ (g) dx
GxP(V)

<C:= sup / (logé(x, y))2 dx.
yeP(V*) JP(V)

Since the function 7 — (log 112 is locally integrable on K, this constant C, which
does not depend on w, is finite. In particular, one has

Iy — Ju| < (VC +2/I)NC = 0(/n)

andnli)n;oﬁlnzélgﬂ. O

We now give the formula for the variance in the language of reductive groups.
‘We use the notations of Sects. 10.4 and 13.4.

Proposition 14.18 Let G be a connected algebraic reductive .-adic Lie group,
k : G — at be the Cartan projection, and | be a Zariski dense Borel probability
measure on G with a finite exponential moment. Let o, be the Lyapunov vector
of . Then the variance ®,, € S%(a) of the Gaussian law in the Central Limit Theo-
rem 13.11 is given by

1

@, = lim — [ (k(g) —nou)>du™(g). (14.52)
n—oon Jg

Proof Let (V, p) be an irreducible representation of G and x be its highest weight.

According to Lemma 8.17, one has the equality, for all g in G, log|lp(g)ll =

x“(x(g)). Hence, by Corollary 10.12 and Proposition 14.17, the limit

tim © [ (k) —n x® (@) du™ (o)
n—oon Jg
exists and is the variance of the Gaussian law for the central limit theorem for the
variables log || p(by, - - - b1)||. Hence this limit is equal to @,,(x“), where the covari-
ance tensor @, is seen as a quadratic form on a*. According to Lemma 8.15, the
space S2a* is spanned by the square (x®)? of the highest weights of the irreducible
representations of G. This proves (14.52). g

14.7 Limit Laws for the Norms

We now give corollaries of the limit laws stated in Theorems 13.11 and 13.17.
These corollaries are concrete formulations of the limit laws as in Introduc-
tion 1.5. We quote them here over any local field, allowing as always positive
characteristic.
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For @ > 0, we denote by Ng the centered Gaussian probability measure on R
with variance @, i.e.
12

1 —5=
Ng := me 2¢ dt when @ > 0, (14.53)

No =89 when @ = 0.

Let K be a local field and V =K. Let u be a Borel probability measure on
GL(V). We fix anorm || - || on V. We recall that I}, is the closed subsemigroup of

G spanned by the support of x and that B := I MN* is the Bernoulli space endowed

with the Bernoulli probability measure g := ,LL®N*.

We recall that the limit
M= lim [ logllgl dp (g)
exists and is called the first Lyapunov exponent of p. We recall also from (14.51)
that the limit
— Tim 1
D1 i= lim 5 [ (og gl —nhi,)?du™(g)

exists when I, is strongly proximal.

Theorem 14.19 (Limit laws for log ||g||) Let K be a local field and V = K<, Let
w be a Borel probability measure on GL(V') with a finite exponential moment such
that T’ is strongly irreducible.

(i) Central limit theorem. For any bounded continuous function W on R, one has

v (SBLEL ) gion (g) s [ dN

(i) Law of the iterated logarithm. For B-almost all b in B, the set of cluster points
of the sequence

log|lby -+ -bill —nii
/2nloglogn
is equal to the interval [—,/ @1 i, \/P1,.].

(iii) Large deviations. For any ty > 0, one has

Sl=

lim sup p*" ({g €G| [logligll —nAyul Z”to}) <L

n—oo

Moreover, when I'y, is an unbounded subsemigroup of SL(V) and when K =R,
one has 1, > 0and @1, > 0.

The assumption that I}, is strongly irreducible is crucial in Theorem 14.19, as
we explained in Example 13.9.4.
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Proof These statements do not depend on the choice of the norm on V. Hence we
can assume that this norm is good and we can use Lemma 8.17. The statements then
follow from Theorem 13.17, and, for the last statement, from Corollary 4.32 and
Proposition 13.19. g

Theorem 14.20 (Limit laws for log ||gv||) Let K be a local field and V =K. Let
w be a Borel probability measure on GL(K?) with a finite exponential moment such
that T’ is strongly irreducible. Let v € V \ {0} be a nonzero vector.

(i) Central limit theorem. For any bounded continuous function W on R, one has

Jo r (PEEFHL) du () > [ ¥ dNo,

(i) Law of the iterated logarithm. For B-almost all b in B, the set of cluster points
of the sequence

log|lby - --biv|| —niy
/2nloglogn
is equal to the interval [—./ @1 1, \/ P1,ul-

(iii) Large deviations. For any ty > 0, one has

S

limsup ™ ({g € G | [logllgvll — i1l = nto})" < 1.

n—o0o

When I, is proximal this Theorem 14.20 may be seen as a direct consequence
of the general Limit Laws in Theorem 12.1 for a cocycle over a p-contracting ac-
tion. The main issue in the proof is to explain how to get rid of the proximality
assumption.

Proof These statements can be deduced from those in Theorem 14.19.
For (i) and (ii), this follows from Proposition 4.21.
For (iii), this follows from Proposition 14.6. O

14.8 Limit Laws for the Coefficients

We explain how to deduce the Central Limit Theorem, Law of Iterated Loga-
rithms and Large Deviation Principle for the coefficients from the analogous
results for the norms.

We keep the notations Ay, @1y, Ngbw from Sect. 14.7.

Theorem 14.21 (Limit laws for log | f(gv)|) Let K be a local field, V = K4, and
w be a Borel probability measure on GL(V') such that I', is proximal and strongly
irreducible and u has a finite exponential moment. Let v € V ~\ {0} be a nonzero
vector and f € V* ~ {0} be a nonzero linear form.
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(1) Central limit theorem. For any bounded continuous function ¥ on R, one has

log | f(gv)|=niy,
wa<og gjﬁ n 1;4) du*(g) n_>_)oo waqu)W.

(i1) Law of the iterated logarithm. For B-almost all b in B, the set of cluster points
of the sequence

log|f(by---biv)| —nkiy
/2nloglogn
is equal to the interval [—,/ @1 ;i \/P1,.].

(iii) Large deviations. For any ty > 0, one has

1
limsupu™ ({g € G| [1f(gv)| — nhiul = nio})" < 1. (14.54)

n—o0

It is plausible that the assumption that I, is proximal in Theorem 14.21 can be
weakened to the assumption that I}, is absolutely strongly irreducible.

Proof We deduce these statements from Theorem 14.20 and Lemma 14.11.
For (i) we apply Lemma 14.11 with £ = [\/n], and we obtain

1w ({g € G |log LB < ¢ /n}) —— 0.

£ Nlgvll — n— 00
: 10g [|bn b1 vl —nA 10g | £ (by by v)| =12,
Hence the random variables 1% \/';” " apg 1081/ @n \/"7”)‘ "2Li have the

same limit in law.
For (ii), we apply Lemma 14.11 with £ = [{/nloglogn], and we obtain

> 1w ({s € G llog ey < —e/nloglogn}) < oo,

n>1

and we apply the Borel-Cantelli Lemma.
For (iii) we apply Lemma 14.11 with £ = n, and we obtain

1" ({g € G log iy < —en}) <™.

This proves (14.54). O

14.9 Limit Laws for the Spectral Radius

We explain how to deduce the Central Limit Theorem, Law of Iterated Loga-
rithms and Large Deviation Principle for the spectral radius from the analo-
gous results for the norms.

We keep the notations Ay, @1, No,, from Sect. 14.7.
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Theorem 14.22 (Limit laws for logt1(g)) Let K be a local field, V = K9, and
be a Borel probability measure on GL(V) such that I'y, is strongly irreducible and
W has a finite exponential moment.

(i) Central limit theorem. For any bounded continuous function ¥ on R, one has

log 1 (8) .
Je¥ (W) du*(g) —— [z ¥ dNo, .

(i) Law of the iterated logarithm. For B-almost all b in B, the set of cluster points
of the sequence

logA1(by ---by) —n)»l,u
/2nloglogn

is equal to the interval [—./ @1 11,/ P1,ul-

(iii) Large deviations. For any ty > 0, one has

1
lim sup p*" ({g €G| |M(g) —nhiul > nto})ﬁ <1. (14.55)

n—oo

Proof Using Lemma 4.36, one can assume [, to be proximal. We deduce these
statements from Theorem 14.19 and Lemma 14.13.
For (i) we apply Lemma 14.13 with £ = [/n], and we obtain

1w ({g € G |log o) o <—e/n}) —0

Hg” n—oo

Hence the random variables

log ||by---by || —n)y 4 log A1 (by---b1)—nky
7 and N have the same

limit in law.
For (ii), we apply Lemma 14.13 with £ = [{/nloglogn], and we obtain

Zu ({g€Gllog )‘”‘;ﬁ) < —gy/nloglogn}) < oo
n>1

and we apply the Borel-Cantelli Lemma.
For (iii) we apply Lemma 14.13 with £ = n, and we obtain

—cn

w* ({geGIlogl—) —en}) <e

This proves (14.55). g

When we reformulate Theorem 14.22 in the language of reductive groups we
obtain the following limit laws for the Jordan projection. We keep the notations o,
D, Ny, K, of Sects. 13.6.

Theorem 14.23 (Limit laws for A(g)) Let G be a connected algebraic reductive
S-adic Lie group, ) : G — a* be the Jordan projection, and . be a Zariski dense
Borel probability measure on G with a finite exponential moment.
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(1) Central limit theorem. For any bounded continuous function y on a,

Jov (A(g) mm) du*n(g)_>/ ¥ dN,.

(ii) Law of the iterated logarithm. Let K, be the unit ball of @,,. For B-almost any
b in B, the following set of cluster points is equal to K,

2nloglogn o ’

(iii) Large deviations. For any ty > 0, one has

limsup ™ ({g € G| |A(g) —noy| = mo}ﬁ <1 (14.57)

n—oo

Proof This follows from the limit laws for the Cartan projection in Theorem 13.17
and the following comparison Lemma 14.24, in the same way as we deduced The-
orem 14.22 from the limit laws for the norm in Theorem 14.19 and the comparison
Lemma 14.13. 0

Lemma 14.24 Let G be a connected algebraic reductive . -adic Lie group, x and
A be the Cartan and Jordan projection, and pu be a Zariski dense Borel probability
measure on G with a finite exponential moment. Then for all ¢ > 0, there exist ¢ > 0
and Lo > 1 such that for all n > £ > £, one has

1" (g€ G lk(g) — Al = el}) < e . (14.58)

Proof This follows from Lemma 14.13 using sufficiently many irreducible repre-
sentations of G as in the proof of Theorem 14.15. g

14.10 A Simple Example (3)

We end the third part of the book by explaining in concrete and simplified
terms what we have learned therein on the explicit example of the introduc-
tion.

We have already discussed this example in Sect. 10.6. In this explicit example,
the law u is the probability measure

1= 3 (8a + 8ay).

where ag and a; are the real d x d-matrices given by formulae (1.13). These for-
mulae have just been chosen so that the semigroup I, spanned by ap and a; is
Zariski dense in the group G := SL(RRY). Recall that we want to study the statistical
behavior of products of these matrices

Dn =4, ---a; with ip=0o0r1.
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The first main conclusion of Part III is a control of the statistics of the recentered
logarithm of the norm of these product matrices

log || pull — nA1,, atscale v/n

and more generally a control of the statistics of the recentered Cartan projections

Kk (pn) —nA, at scale /n.
Recall that the Cartan projection « (g) of a matrix g € G is the element of the vector
space
a:={(x1,....x) €RY | x; + - + x4 =0}
given by
k(g) = (logki(g), ..., logka(g)),

where «y (g) is the kM-singular value of g. Recall also that Ay is the element of a,
called the Lyapunov vector of 1, whose components A, are the Lyapunov expo-
nents of u,

Ap = eos Ad )
The Central Limit Theorem (Theorem 14.19) tells us the following:
Consider the 2" n-tuples (i1, ..., i) with iy =0 or 1. Then the 2" real numbers

1
ﬁ(lOg | pnll —nAy )

are distributed in R according to a law that converges, when n — oo, to a non-
degenerate Gaussian distribution law on R.

The multidimensional version of the Central Limit Theorem (Theorem 13.17 and
Proposition 13.19) tells us the following:
Consider the 2" n-tuples (i, ...,i,) withiy =0 or 1. Then the 2"* elements of a

1

\/ﬁ (ke (pn) — ”)\p.)

are distributed in a according to a law that converges, when n — 0o, to a non-
degenerate Gaussian distribution law on q.

The Law of the Iterated Logarithm (Theorem 14.19) tells us the following:
Choose, independently with equal probability, a sequence iy, ..., i, ...0f0or 1.
Then, almost surely, one has

lim sup
n—oo «/nloglog

p (log [l pull = nA1,L) =cp,

where the limit is a positive real number c,, > 0 which depends only on .
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The multidimensional version of the Law of the Iterated Logarithm (Theo-
rem 13.17 and Proposition 13.19) tells us the following:

Choose, independently with equal probability, a sequence iy, ..., i,,...0f0or 1.
Then, almost surely, the set of limit points of the sequence in a

1
- n) — R
«/nloglogn(K(p ) =)

is a centered and non-degenerate ellipsoid of a which depends only on .

The second main conclusion on Part III is an exponential control of the size of
the set of exceptions in the Law of Large Number.

The Large Deviation Principle (Theorem 14.19) tells us the following:
For all ¢ > 0 there exists o > 0 such that, when one consider the 2" n-tuples
(i1,...,in) withig =0 or 1, then, for n large, one has

1L log [l pull = Arpl <&
except for at most 21~ n_tuples.

The multidimensional version of the Large Deviation Principle (Theorem 13.17)
tells us the following:

For all € > 0 there exists o > 0 such that, when one consider the 2" n-tuples
(i1,...,in) withig =0 or 1, then, for n large, one has

11k (pn) = Apll <&

(I—a)n

except for at most 2 n-tuples.

A consequence (Corollary 14.16) of the Large Deviation Principle tells us the
following:

Fix ¢ > 0 small enough. Consider the 2" n-tuples (i1, ...,i,) withig =0 or 1.
Then, for n large,

the matrices p, are diagonalizable with real eigenvalues
except for at most 279" n-tuples.

What has been said above for the norm || p, | of the matrices p, has also been
proven in Part III for

— the norm || p,,v|| of the image of a vector v by these matrices (Theorem 14.20),
— the absolute value | f (p,v)| of a coefficient of these matrices (Theorem 14.21),
— the spectral radius A1 (py) of these matrices (Theorem 14.22).

We will say more on this example in Sect. 17.6.
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The Local Limit Theorem



Chapter 15
The Spectrum of the Complex Transfer
Operator

We come back in this chapter and the next one to the abstract framework of
Chaps. 11 and 12, studying the cocycles over a p-contracting action. The proofs
of the three limit theorems discussed in Chap. 12 were based on spectral properties
of the complex transfer operator Py for small values of the parameter 6 discussed in
Chap. 11.

We study in this chapter the spectral properties of Py for all pure imaginary
values of the parameter 6. We will use these properties in Chap. 16 to prove a local
limit theorem for cocycles.

15.1 The Essential Spectral Radius of P;

We first show that the spectral radius of the transfer operator Pjg is strictly
less than 1 except if Pjg has eigenvalues of modulus 1.

The following lemma is an extension of Corollary 11.11. In this lemma, the as-
sumptions are the same as in Proposition 11.16.

Lemma 15.1 Let G be a second countable locally compact semigroup, s : G — F
be a continuous morphism onto a finite group F, and n be a Borel probability
measure on G such that u spans F. Let 0 < y < yg and let X be a compact metric
G-space which is fibered over F and (i1, yp)-contracting over F.

Let o : G x X — E be a continuous cocycle whose sup-norm has a finite expo-
nential moment (11.14) and whose Lipschitz constant has a finite moment (11.15).

Then, there exists a constant yy in (0, 1] such that, for 0 < y <y, there exists a
constant § in (0, 1) such that, for any 6 in E*, the operator P;g has spectral radius
< 1 and essential spectral radius < § in IV (X).

Proof We fix 0 < y < yp, where yp is as in Definition 11.1. According to the
Ionescu-Tulcea—Marinescu Theorem B.26 and to Lemma B.13 in Appendix B, it
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is enough to check that there exists § € (0, 1), C > 0 such that for any n > 1, there
exists C,, > 0 with, for every ¢ € 7 (X),

IPpelly < C8"llelly + Call@lloc- (15.1)
We recall that the complex transfer operator Py is defined by
Pigp(x) = [ "D (gx) du(g) (15.2)

and that its powers are given by

Pi'éw(x)=/ &N g (gx)dp (g).
G

In particular, one has
1Pgelloo < ll@lloo-
It remains to bound, for x # x" in X with f; = f:

PlLo(x) — Plho(x)

NG = A, + B,, where

£10(0(2,%)) _ ,i0(c(2.x"))

An= [y —aaay P(gx) du*(g)

B, = fH £10(0(g.x") W(ZX)—rp(gx/) du™ (g).

(x,x")Y

In order to bound A,, we compute, using (11.19), for g in G and x # x’ in X
with £ = fu,

(0 (2.0 _ em(a(g,x’») <217 [(ifegn) _ yiblog.a)]”

<2'77)61" llo (g, x) — o (g, I

<2'7)e))7 e 0 Wd (. 1)
Hence one gets, using (11.21),
|Anl < Cll@lloe with C, =2177110)7 [ e70® dp*(g) < oco.

In order to bound B;,, we use the contraction property in the form (11.3), and we
get, for some 6 € (0, 1) and C > 0,

Y4
1Bl < ¢y (9) [ S8 du* (g) < €8¢y ().
This proves (15.1) with C, = C), + 1. O

As a direct corollary of Lemma 15.1, we get the following.
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Corollary 15.2 We keep the assumptions as in Lemma 15.1 For any 0 in E*, the
complex transfer operator Pjg has spectral radius 1 in 77 (X) if and only if it has
an eigenvalue of modulus 1.

15.2 Eigenvalues of Modulus 1 of P;

We now study the eigenspaces in FY (X) of the transfer operator P;g associ-
ated to the eigenvalues of modulus 1.

The following lemma tells us that these eigenspaces are obtained by solving a
cohomological equation on S, and that the measurable and integrable solutions of
this cohomological equation are automatically Holder regular.

Let S, C X denote the support of the unique p-stationary Borel probability mea-
sure v on X (see Proposition 11.10). Let p,, = [F/F},|.

Lemma 15.3 We keep the assumptions as in Lemma 15.1. Let 6 € E* and u € C
with |u| =1.

(a) Let ¢ € F7(X) be an eigenfunction of P;g with eigenvalue u, i.e. a function
satisfying Pigp = ug. Then the function |@| is constant on S, with value || ¢|| s
and, for any (g, x) in supp(u) x S, one has

—i6(o(g,x))

@(gx) =ue (x). (15.3)

Moreover, for any pgl-root of unity ¢, the function x. ¢ is an eigenfunction of
Pig with eigenvalue Cu.

(b) Conversely, if there exists a nonzero function ¢ in L'(X,v) satisfying (15.3) for
u ® v-almost any (g,x) in G X X, then u is an eigenvalue of Pig in FY (X)
and ¢ is v-almost surely equal to an eigenfunction of Pig in 7 (X).

(c) In this case, the eigenvalues of Pig of modulus 1 are exactly the {u, where ¢ is
a pg‘ root of 1. For any such ¢, the corresponding eigenspace has dimension 1
and is generated by . ¢.

(d) In particular, if u is aperiodic in F, Pjg has at most one eigenvalue of modu-
lus 1.

Remark 15.4 When G is an algebraic semisimple real Lie group, p a Zariski dense
probability measure on G, X the flag variety and o the Iwasawa cocycle, we will see
in Proposition 17.1 that, for every nonzero 6 € a*, the operator P;y has no eigenvalue
of modulus 1.

When G is an algebraic semisimple p-adic Lie group, X the flag variety and o
the Iwasawa cocycle, there always exists a Zariski dense probability measure @ on
G with finite support such that, for every 6 € a*, the operator P;y has an eigenvalue
Aig of modulus 1. For instance, when G = SL(2,Q,) and u = %(Sgl + 8g,) is the
probability given in Example 13.21.
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Note that in Example 13.21, when 6(o,,) ¢ 2rZ, the eigenfunction associated
to the eigenvalue of modulus 1 of P;y in S (X) does not have constant modulus
and does not satisfy (15.3) on the whole variety X = 124(0) p). The reason is that the
functions x > ¢!?@ &) and x 1 97829 are equal on the support S, but not
on the whole variety X.

Proof of Lemma 15.3 (a) By assumption, for any x € X, one has
up(x) = [ ¢V p(gx) du(g). (15.4)
Taking moduli in this equation, we get
lpl < Plol, (15.5)

thus, for any n in N, one has |¢| < P" |p|. By Proposition 11.10, we have the con-
vergence in 7 (X), P"Pr |¢| —— N |¢|, and therefore
n—>oo

lol < Nlgl,
i.e. forany x in X,
90O = Py i e oy 19O AV (),
Hence, for any f in F, the function |¢| is constant on the set
xeSy|fie fFu)
Denoting by CF, the value of this constant, (15.5) becomes
Csr, <Cy,fF,, forany finF.

Therefore this inequality is an equality and the function |¢| is equal to a constant C
on §,. As, everywhere on X, one has |¢| < N |¢| = C, this constant value is

C=lglw-

Moreover, if x belongs to S, the left-hand side of (15.4) has modulus [|¢||,, SO
that, for p-almost any g in G,

i6(o(g,x))

up(x)=e w(gx),

which proves (15.3).
Finally, since one has

Xe(8x) =¢ x¢(x), for p-almostall g in G and all x in X,

one gets Pig(xc9) = ¢ x¢ ¢ as required.
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(b) We first remark that, since v is p-stationary, formula (15.2) defines a contin-
uous operator P;y of L' (X, v) with norm at most 1. By (15.3), the function ¢ is an
eigenvector in L' (X, v) for this operator P;g.

We claim that, then, the operator P;y has spectral radius 1 in 52 (X). Indeed, if
this is not the case, for any ¢ in ¢ (X), one has

Plnew m 0 in %V(X),

therefore, by density, for any ¥ in L'(Xx, V), one has
Py —— 0 in L'(X,v),
n—o0

which contradicts the existence of the eigenvector ¢. Thus, P;y has spectral radius
1 in 277 (X) and hence, by Lemma 15.1, it admits an eigenvector ¢ associated to
an eigenvalue u’ with modulus 1.

We claim that the ratio ¢ := u/u’ is a pgl root of unity. Indeed, since ¢’ has
constant modulus on S,, the function ¢” = ¢/¢’ is in L1(X, v) and, by (15.3), for
(n ® v)-almost any (g, x) in G x X, one has

9" (gx)=1¢¢"(x).

This means that ¢” is an eigenvector of P in LI(X ,v) with eigenvalue ¢. Now,
formula (11.12) defines a continuous operator N of the space L!(X, v). By Propo-
sition 11.10, for any v in 7 (X), one has

P"Pry —— Ny in Y (X),
n—oo

therefore, by density, for any ¥ in L! (X, v), one has

P"Preyy — > N in L1(X, v).

n—0o0

Since P"¢" =¢"¢", we get (Pn =1, ¢ = N¢” and ¢” is v-almost surely equal to

a multiple of x;, which was to be shown.
(c) and (d) follow from the previous discussion. O

Remark 15.5 The operator Pjy is also a bounded operator in the space L (X, v)
with norm at most 1. As a consequence of this proof P;y has the same eigenvalues
of modulus 1 in each of the Banach spaces 77 (X), €°(X), A7 (S,), €°(S)),
L®(X,v) and L1(X, v).

The following corollary tells us that, when 6 is in E j, the associated eigenfunc-
tions can easily been described.

Corollary 15.6 We keep the assumptions as in Lemma 15.1 and we let o, € E,
E,, C E and ¢y € SV (X) be as in Lemma 11.19. For any 0 in EL, the operator
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P;g has spectral radius 1 in 77 (X). Its eigenvalues of modulus 1 are the {eie("ﬂ),
where ¢ is a pg’ root of 1, and the restriction of the associated eigenfunctions to S,

are multiples of the function x — x; (x)et? @)

Proof According to formula (11.29), for (4 ® v)-almost any (g, x) in G x X, one
has

0(g,x) =0, — ¢o(gx) + ¢o(x) mod E,,.
Hence, when 6 € E* is orthogonal to E,,, the function ¢ : x — @) gsatisfies,
for (u ® v)-almost any (g, x) in G x X,

i0(0y) ,—i0(o (g X))

p(gx)=e @(x).

which is (15.3) with u = /%), Our claim follows from Lemma 15.3. O

For technical reasons, when studying the Iwasawa cocycle of reductive .%-adic
Lie groups that have both real and non-Archimedean components, in the proof of
Proposition 17.4, we will need the following.

Corollary 15.7 We keep the assumptions as in Lemma 15.1. Assume, moreover, that
Y is another compact metric G-space, which is fibered over F and wu-contracting
over F',and thatw - Y — X is a G-equivariant continuous map such that fr(yy) = fy
forany y in Y. We also denote by o the lifted cocycle on G x Y. Then, for any 0 in
E*, the operator P;g has spectral radius 1 in €Y (Y) if and only if it has spectral
radius 1 in 77 (X).

Proof Assume Pip has spectral radius 1 in #7 (X). By Lemma 15.1, it has an
eigenfunction ¢ € SV (X) associated to an eigenvalue of modulus 1. Then the func-
tion ¥ = ¢ o m € €°(Y) is an eigenfunction of P;g for the same eigenvalue. Hence
by Lemma 15.3, P;g has spectral radius 1 in SV (Y).

Conversely, assume P;g has spectral radius 1 in sV (Y). For any ¢ in H” (Y),
set

’

p(¥) = sup )lwm—w(y/)

T (y)=m(y’

where the supremum is taken over the pairs y, y’ in Y with 7 (y) = 7(y’). Since o
is constant on the fibers of 7, using the contraction property as in (11.10), for any #,
one has

p(Piyy) <8"c, (¥)C, (15.6)

for some fixed C > 0.
According to Lemma 15.1, P;y has an eigenfunction ¢ € J#7 (Y) associated to
an eigenvalue of modulus 1. Hence, by (15.6), one has

p() = lim p(Pjy)=0.
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This means that there exists a function ¢ in €°(X) such that ¥ = ¢ o 7. This func-
tion ¢ is an eigenfunction of P;y for the same eigenvalue. Hence by Lemma 15.3,
P;g has spectral radius 1 in 527 (X). O

15.3 The Residual Image A, of the Cocycle

We introduce in this section a subgroup A, of E called the ji-residual image
of the cocycle o. This group is important since it preserves the limit measure
that will occur in the Local Limit Theorem 16.1.

We will give two definitions of A,. The first one in Proposition 15.8 describes
A, as the orthogonal of the set of parameters 6 for which the complex transfer
operator P;p has spectral radius 1 in % (X). The second one in Corollary 15.10
describes A, as the smallest subgroup for which one can find a cocycle cohomolo-
gous to o with values in a translate of A,.

We keep the notations that have been introduced in Chap. 11 and Sect. 15.1. We
also keep the assumptions of Lemma 15.1. As the cocycle o may be cohomologous
to a cocycle taking values in a coset of a proper subgroup of E,,, before stating the
main result of this chapter, we must proceed to some reductions of o.

When A is a closed subgroup of E, we let A be the subgroup of E* consisting
of those 6 in E* with 0(v) € 2nZ, for any v in A. Here are a few basic properties
of AL

(i) One has A+L = A.
(i) A is connected <= A” is connected. In this case both A and A~ are vector
spaces and A~ is the usual orthogonal subspace of A in E*.
(iii) A is discrete <= A~ is compact.
(iv) The map that sends some 6 in E* to the character v e'?® of A identifies
E*/ AL with the dual group of A.

According to Lemma 15.1, for 6 in E*, the operator P;p has spectral radius < 1
in £V (X). The next lemma describes the set of 6 such that P;y has spectral radius
exactly 1.

Proposition 15.8 We keep the assumptions as in Lemma 15.1.
(a) The set
Ay =1{0 € E* | Pig has spectral radius 1 in 77 (X)}
is a closed subgroup of E* whose connected component is E i‘
(b) Its dual group A, := At is a closed cocompact subgroup of E,, .
(c) If, moreover, | is aperiodic in F,i.e. p,, = 1, then there exists an element v, of

E, and a Holder continuous function ¢y : S, — E /A, such that, for any (g, x)
in Suppu x S, we have

o(g,x) =0, + v, —@p(gx) +@p(x) mod A. (15.7)
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The group A, is called the p-residual image of the cocycle o. This notion is
different from the essential image of a cocycle in [113]. The cocycle o is said to be
non-degenerate if E,, = E. It is said to be aperiodic if

A, =E. (15.8)

Remark 15.9 Equation (15.7) gives a reduction of the cocycle o to a smaller sub-
group than (11.29).

Proof (a) According to Lemma 15.3, an element 6 € E* belongs to A, if and only
if there exist a function ¢;g9 € J#7(S,) of modulus 1 and A;p € C with |Ajg| =1
such that for any (g, x) in supp(u) x S,, one has

—if(o(g.x))

@io(gx) = Aige @io(x).

Now, take 6,6 in A, and set ” =6 — 6'. The ratio A;o» := Ajg/A;e Of the eigen-
values and the ratio ;g7 1= ;9 /@;¢ of the corresponding eigenfunctions satisfy

@igr (gx) = higre ™" TN g0 (x),

for any (g, x) in supp(u) x S,. Hence 8 — 6’ also belongs to A, and A, is a group.
According to Corollary 15.6 and Lemma 11.19, the group A, contains the vector
space E ‘f as an open subgroup. In particular the quotient group A, /E /f is discrete
in E¥/E f[ This proves that the group A, is closed in E* and that its connected
component is E t

(b) By duality, since Af; contains E f;, the group A, is included in E,,. Moreover,
since AIJ; /E f[ is discrete, the quotient £, /A, is compact.

(c) We assume now that u is aperiodic in F, i.e. p, = 1. By Lemma 15.3, for
any 6 in A, the eigenvalue A;9 of modulus 1 of P;g is uniquely determined by 6.
By the above construction, for any 6, 8’ in A > one has

Aig+ior = AigAie’

and 0 — A, is a character of the group A, whose restriction to E lf is, according to

Corollary 15.6, given by 0 — ¢/?©)  Hence there exists an element v, of E, such
that

Aig = €0tV for any 6 in A,.

Fix xo in ). By Lemma 15.3, for any 6 in A,,, there exists a unique eigenfunction
wip € HV (X) of P;g such that ¢;9(xo) = 1. For any (g, x) in supp(u) x Sy, one has
@io(gx) = 0T 0CE N g0 (x) and Jpipx)=1.  (15.9)

By the above construction, for any 9, 6" in A w and x in S, one has

Vio+io (X) = @ig(x) @ier (X).
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Hence, for any x in S, there exists a unique element ¢ (x) in E/A,, such that

Pio(x) = 0@ ()

Using (15.9), one gets, for any (g, x) in supp(u) x Sy,
@o(gx) =0, +v, —0(g,x)+Po(x) inE/A,

as required. g

The following corollary explains why this group A, is called the j-residual im-
age of o: it tells us that A, is the smallest closed subgroup A of E for which there
exists a cocycle cohomologous to o taking almost surely its values in a translate
of A. It also tells us that the decomposition (15.7) is unique.

Corollary 15.10 We keep the assumptions as in Lemma 15.1. Suppose  is ape-
riodic in F. Let A be a closed subgroup of E, v be an element of E/A and
¢ : Sy — E/A be a continuous function such that, for u @ v every (g, x) in G x X,
one has

0(g,x) =0, +v—@(gx)+¢(x) mod A.

Then, one has A D Ay, v € vy, + A and the function ¢ is equal to ¢y + A up to a
constant.

Proof Let 6 be in AL, By construction, for # ® v every (g, x) in G x X, one has

(100(80) (b0, t0) ,=i0(0 (8.)) ,i0(p(x)

so that, by Lemma 15.3, 6 belongs to A,. We get A, D AL, which amounts to
Ay C A

We combine our assumption with (15.7). To simplify notations, we still denote
by v, v, and @, the images of these quantities in E/A. For every x in S,, for any
n > 1, for u*'-every g in G, we get, in E/A,

(@0 — @) (gx) =n(vy —v) + (@9 — ) (x), (15.10)
hence, if y is another point of S,
(@0 — @) (gx) — (9o — @) (8y) = (@9 — ©)(x) — (@9 — V) (¥). (15.11)
Now, by Lemma 11.5, if fx = fj, for B-almost any b in B, one has
dby---bix,b,---b1y) mo
and hence, in E/A, by (15.11),

©o(x) —o(x) =9o(y) — (¥,
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that is, there exists a map ¥ : F — E /A such that, for x in §,,

Po(x) —@(x) =¥ (f).

Now, (15.10) gives, for p-almost any g in G, for all f in F,

V(s(@)f) =vu —v+¥(f).

Thus, if 6 belongs to AL, the function f — e/?W (")) is an eigenvector of P in
CF associated to the eigenvalue ¢!/ Y+ ) of modulus 1. Since we assumed s to be
aperiodic, by Lemma 11.6, 6 o v is constant and 6 (v — v, ) € 2nZ. As this is true
for any 6, we get that ¢ — @ is constant mod A and v = v, mod A as required. []

Remark 15.11 By Corollary 15.6, when 6 belongs to E-, the eigenfunction ¢;g of
P;g is given by, for any x in S,

gig(x) = 210 @o(x)=do(x0))
Hence, by Corollary 15.10, one has
©o(x) = @o(x) — ¢o(xp) mod Ey,.

In the application in Chap. 17 where X is the flag variety of a reductive group,
the following consequence of Corollary 15.10, which is similar to Corollary 12.4,
will be useful.

Corollary 15.12 (F-invariance) We keep the assumptions as in Lemma 15.1. We
assume moreover that E is equipped with a linear action of the finite group F and
that X is equipped with a continuous right action of F which commutes with the
action of G and that, for all f in F, the cocycles (g,x) — o(g,xf) and (g,x)
f~ Yo (g, x) are cohomologous. Then

(a) The subgroups A, and A, are stable under F.
(b) The image of v, in E, /A, is F-invariant.

Remark 15.13 The element v, € E,, cannot always be chosen to be F-invariant.

For example, let F be a finite group which acts on a finite-dimensional real vector
space E. Weset G = F X E and X = G/E = F. We define a functiono : G X F —
E by setting, for g = fvin G and x in F, o(g, x) = x~'v, where x is viewed as
an element of F which acts on E. One easily checks that ¢ is an F-equivariant
cocycle. Now assume, for example, that E =R and F = Z/27 = {1, ¢} acts on
R by multiplication by —1. We let u be the probability measure on G given by
n= %(8% + 85%)' Then one checks that 0, =0, A, =Z and v, = % + Z whereas
R does not admit any nonzero F-invariant element.



Chapter 16
The Local Limit Theorem for Cocycles

Using the spectral properties of the complex transfer operator proven in Chap. 15,
we prove a local limit theorem with moderate deviations for cocycles over a u-
contracting action. This theorem is an extension of the local limit theorem of Breuil-
lard in [30, Théoreéme 4.2] for classical random walks on the line.

16.1 The Local Limit Theorem

In this section we state the local limit theorem (Theorem 16.1) for the co-
cycle a. It will be deduced from a local limit theorem with target (Proposi-
tion 16.6) for a cocycle & taking values in a translate of the w-residual image
Ay ofo.

We keep the assumptions and notations of Proposition 15.8. Let v be the unique
-stationary Borel probability measure on X (see Proposition 11.10). Let o, be the
average of o given by formula (3.14). Since by Proposition 11.16 the cocycle o is
special, we can introduce the covariance 2-tensor @,, which is given by formulae
(3.16) and (3.17). Let E,, C E be the linear span of @,.

Forn > 1 and x € S,, we want to understand the behavior of the measure p, x
on E given by, for every ¥ € 6.(E),

Mn,x(lﬁ)=/G¢(6(gsx)—nfm)du*"(g), (16.1)

i.e. we want to compute the rate of decay of the probability that the recentered
variable o (g, --- g1, x) — no,, belongs to a fixed convex set C. To emphasize its
role, this convex set C is often called a window.

We first define precisely the renormalization factor G, and the limit measure /71,
that occur in the statement of the Local Limit Theorem 16.1.

As in (12.1) we introduce the Lebesgue measure dv on E,, that gives mass one
to the unit cubes of @l’j. For n > 1, we denote by G, the density of the Gaussian law
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N;" on E,, with respect to dv,

Gu(v) = Qn)~Fe 3% forall vin E,,, (16.2)

where e, :=dim E,, and q); is the positive definite quadratic form on E, that is
dual to @,.

Let A, be the group of elements 6 in E* such that P;g has spectral radius 1 and
Ay = AIJ; (see Proposition 15.8). According to Proposition 15.8, there exist v, in
E,, and a Holder continuous function @ : S, — E/A,, such that (15.7) holds.

We now assume that the cocycle o has the lifting property: this means that the
function @, admits a continuous lift gp : S, — E. Equivalently, we assume that
there exist an element v, of E,, and a Holder continuous function ¢y : S, — E such
that, for any (g, x) in Suppu x Sy, one has

0(g,x) =0, + v, —@o(gx) + @o(x) mod A,. (16.3)

The group A, is cocompact in E,. We let r;, be the Haar measure of A, that
gives mass one to the intersection of the unit cubes of @ with the connected com-
ponent A7 of A,. We let 1, be the average measure on E such that, for any Borel
subset C of E, one has

I, (C) =/ 7 (C + Go(x")) dv(x). (16.4)
X
Here is our first version of the local limit theorem for o.

Theorem 16.1 (Local limit theorem for o) Let G be a second countable locally
compact semigroup and s : G — F be a continuous morphism onto a finite group F .
Let (1 be a Borel probability measure on G which is aperiodic in F. Let X be a
compact metric G-space which is fibered over F and j-contracting over F.

Let o : G x X — E be a continuous cocycle whose sup-norm has a finite expo-
nential moment (11.14) and whose Lipschitz constant has a finite moment (11.15).
We also assume the existence (16.3) of a lift ¢y. We fix a bounded convex subset
C C E and R > 0. Then one has the limit

lim mun,x(mrun)—nu(cwn —nv, —@o(x)) = 0. (16.5)

n—0o0

This limit is uniform for x € S, and v, € E,, with ||v,|| < /Rnlogn.

Remark 16.2 In this theorem we allow moderate deviations, i.e. we allow the win-
dow C + v, to jiggle moderately, since our result is uniform for

lvall < R/nlogn. (16.6)

These moderate deviations are crucial for the concrete applications in Sects. 17.4
and 17.5. They are also used in [15].
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Remark 16.3 When the deviation satisfies the condition (16.6), we get the follow-
ing lower bound for the denominator (16.2) of the left-hand side of (16.5)

en

Gp(vy) > Ao n—R—77 (16.7)

where the constant Ag depends only on p and R. This lower bound will allow us
to neglect in the calculation of w, ,(C 4+ v,) any term that decays faster than this
power of n.

Theorem 16.1 is a special case of the local limit theorem with target (Theo-
rem 16.15) that we will state and prove in Sect. 16.4.

Remark 16.4 We could give a general version of this theorem without the assump-
tion that w is aperiodic in F, but this would make the statement heavy, since we
would have to restrict our attention to integers n in arithmetic sequences k + Zp,,.

Theorem 16.1 may be true without the assumption (16.3) that a lift @y exists.
This condition is satisfied in our main application in Chap. 17, but this is not always
the case, as shown by the following example.

Example 16.5 There exists a cocycle o : G x X — E which satisfies the as-
sumptions of Proposition 11.16 but for which there does not exist any function
@0 : Sy — E which fulfills (16.3).

Proof We choose the group G to be a free group on two generators g and g2, i to
be u= };(5@ +8g, + 8&71 + Sggl) and X = P(R?). We let G act faithfully on X via
a dense subgroup of SL(2, R), so that S, = X. We identify the universal cover of X
with R by setting, for any ¢ € R, x; := R(cos?, sint) € X. Fori =1, 2, we choose
a continuous lift g; : R — R of g;: it satisfies xg;r = &i(x;). For any g € G, we set
¢ :R — R for the corresponding word in g1, 2>.

Weleto : G x X — E =R be the cocycle given by, for g € G,

o(g,x;)=3t—t forall t € R. (16.8)

For 6 in 27, the function ¢y on X such that ¢(x;) = et e R, satisfies, for any g
in G and x in X,

7N = p(gx)p(x) 7!,

so that, by Corollary 15.10, one has 7Z D A,,. However, we claim that one cannot
write o under the form (16.3) with a continuous @q : X — R. Indeed, if this was the
case, since the space X is connected, for any g in G, the function

x> o(g,x) — @ox) + go(gx)

would be constant with a value c(g). By the cocycle property, the map ¢ would be
a morphism G — R. In particular, ¢ would be trivial on the derived group [G, G]
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of G. Now, since SL(2, R) is equal to its derived group, [G, G] has dense image in

SL(2,R) and one can find g in [G, G] that acts on P(R?) as a non-trivial rotation,

so that |o(g", x)] —— oo uniformly in X. This contradicts the fact that, since
n—od

c(g) =0, one has
o(g,x)=q@o(x) —@o(gx) forall x € X. O

We now begin the proof of Theorem 16.1 and of its extension: Theorem 16.15.
We introduce the cocycle

0:GxS,— E;
N N N (16.9)
(&, x) > 0(g,x):=0(g,x)+ @o(gx) — @o(x).

It satisfies
o(g,x)€o, +v,+A4, forall (g, x) in Suppu x S,. (16.10)

We first need a notation similar to (16.1) for the cocycle &. For ¢ € 527 (X),
n > 1 and x € §,, we introduce the measure /'Z,‘f x on E, given by, for every ¥ €

Go(Ey),
() = fG (3 (g ) — n0,)0(gx) di™ (g). (16.11)

The main advantage in first considering this measure fij, , is that it is concentrated
onnv, +A4, CE,.

We will first prove an analogous local limit theorem for the cocycle &. For any v
in E};, we denote by 7, the image of 7, under the translation by v.

Proposition 16.6 (Local limit theorem for & with target) We keep the assumptions
as in Theorem 16.1. We fix ¢ € 7 (X), a bounded convex subset C C E, and
R > 0. Then one has the limit

lim o i 1 (C +va) — (@) 7, " (C +v,) = 0.

n—o0

This limit is uniform for x € S, and v, € E,, with |lv,|| < +/Rnlogn.

The proof of Proposition 16.6 will occupy the main part of this chapter. Note
that, in the course of the proof, the assumption that x belongs to S, is only used
in relation to the construction of @, so that we can drop it when the cocycle o is
aperiodic, i.e. satisfies (15.8):

Corollary 16.7 (Local limit theorem for aperiodic cocycles) Let G be a second
countable locally compact semigroup, | be a Borel probability measure on G. Let
X be a compact metric G-space which is ju-contracting. Let 0 : G x X — E be
a continuous cocycle whose sup-norm has a finite exponential moment (11.14) and
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whose Lipschitz constant has a finite moment (11.15). We assume that o is aperi-
odic. Let 7t be the Lebesgue measure of E which gives mass one to the unit cubes
of D).

We fix a bounded convex subset C C E and R > 0. Then, the sequence

Gn%un) w"({geGlo(g,x) —noy €C+u,})

converges uniformly to 7, (C) when n goes to 00, as soon as x € X and v, € E with

luall < +/Rnlogn.

16.2 The Local Limit Theorem for Smooth Functions

We will first prove a smoothened variation (Lemma 16.11) of the local limit
theorem with target (Proposition 16.6) for & where we replace the convex set
C by an adequate smooth function y on E,,.

Let ¢ be a Borel function on E,, such that
Supyeg, Jg |V dr)) < oo. (16.12)
For any v in E,,, we introduce the partial Fourier transform {ﬁ\v given by, for 6 in E*,
Vo) = [, ¥ w)e ™ d) (w).
Note that, for 6 in E* and 8’ in Ay, we have
Vo (6 +6) = ,0)

and hence fﬁv may be seen as a function on E}, >~ E*/E lf and ]$U| may be seen as
a function on E*/A,,.

Definition 16.8 A Borel function v on E, is called A, -admissible if

— For any k in N, one has sup (1 + ||v||)k [ (V)| < o0.

vek,
— There exist compact subsets K of E,, and K* of E* such that ¢ has support in
K + A}, and, for any v in Ey,, ¥, has support in K*+ (A;)J-.

See the beginning of Sect. 16.3 for examples of such functions.

Remark 16.9 When A, = E, i.e. when the cocycle is aperiodic (which is the case
for the Iwasawa cocycle of an algebraic semisimple real Lie group), an admissible
function on E is a Schwartz function whose Fourier transform has compact support.

When A, is a discrete subgroup of E, an admissible function is a compactly
supported bounded Borel function on E,.
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The general case is a mixture of those two cases since one has the following dual
sequences of injections

cocompact

o codiscrete
00— AM Ay E,— E,

codiscrete cocompact
=Ep 555 A=A ——— (A — E*.

0— A;
Remark 16.10 When ¢ is an admissible function and p is a finite Borel measure on
E,, supported by v + A, for some v in Ey, to compute p () = fv+AH Ydp, we
will use the following Fourier inversion formula

Jova, W do = Q)™ [, Fu(0)F(6) do6. (16.13)

Note that the right—hand side of (16.13) is well defined. Indeed, the characteristic
function p: 0 — p(e'?) satisfies, for @ in E* and 6’ in Ay,

B +6) =" V50,

hence @v p may be seen as a function on E*/A,,.
We will apply formula (16.13) to the measure p = ;’Zf,x from (16.11). This is
allowed since this measure is concentrated on nv, + A,,.

Here is the smoothened variation of the Local Limit Theorem for & where the
convex set C has been replaced by a smooth function.

Lemma 16.11 We keep the assumptions as in Theorem 16.1. Let ¢ € 57 (X) and

r > 2. There exists a sequence &, ——> 0 such that, for any non-negative A-
n—oo

admissible function  on E,,,n > 1 and x in S, one has

nvy

it ) = V@ T 0 G| < el (W G + 0y (7).

where the Oy is uniform in x and over the translates of the function \ by elements
of E.

We recall that G, is the Gaussian function given by (16.2).
The proof of this lemma relies on the following asymptotic expansion of the
quantities appearing in Lemma 11.18 (compare with [30, p. 48]).

Lemma 16.12 We keep the assumptions as in Theorem 16.1. Fix r > 2. There ex-
ist polynomial functions Ay on E*, 0 <k <r — 1, with degree at most 3k and no
constant term for k > 0, with values in the space £ (7Y (X)) of bounded endo-
morphisms of 7Y (X) and such that, for any M > 0, uniformly for 6 in E* with
161 < /Mlogn and ¢ in 77 (X), one has, in 77 (X), Ag(0)p = No and
ewe%ﬁ@(aﬂ))\% N%(ﬂ _ Z;;(l) Aflgz)(p +0 ((IOgn'):;;ZIWU) .
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Proof Using the trick (3.9), we may assume o, = 0.

Now, on one hand, by Lemmas 11.18, 11.19 and Taylor-Young Formula, there
exists a polynomial function P on E*, with degree < r + 1 and whose homoge-
neous components of degree 0, 1 and 2 are equal to 0, and there exists an analytic
function p1, defined in a neighborhood of zero in EE with

p1®) = 061",
such that, for any 6 close enough to zero, one has
loghg — $Pu(0) = P(0) + p1 (6).

Thus, when n is large enough and 6 € E* with ||0] < /M logn, we get

nong, — () (5)

S

1k 0 \ K 3r/2
=1+ 5P (L) +o(ten).

On the other hand, by Lemma 11.18 and Taylor-Young Formula, there exist a
polynomial function Q on E*, with degree < r — 1 and no constant term, with
values in .Z (¢ (X)) and an analytic function p;, defined in a neighborhood U of
zero in Eg, with values in £ (27 (X)), such that, uniformly for ¢ € 77 (X), for
6 in U, one has

p2(0)p = O(|I0]")]¢l, and
Nigp =No + 00)p + 02(0)¢.

The proof follows by writing, for | <k <r — 1,

k k
kp (6 i0 kp(.i6
e () e () man'p () N
as the sum of homogeneous terms of degree at least 3k in 6 and only keeping the
ones that have degree < % inn 1, O

Proof of Lemma 16.11 We may again assume o, = 0. We may also assume that
E,, has dimension e, > 1. We fix ¢ in SV (X) and x in X. For any 6 in E*, the
characteristic function of . is given by

i (0) = [ €7D g(gx) du™ (g) = Pyo(x). (16.14)
Let s < ¢, be the rank of the free abelian group AM/EIf. Choose a basis 01, ..., e,
of a complementary subspace to E f; in E* such that 61, ...,0; span A, mod E ,J;

The quadratic form @,, induces a norm on this complementary subspace which we
denote by ||-||. Define

L:={0=Y;" t0; € E*such that || < } when1 < ¢ <5},
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so that L is a fundamental domain for the projection E* — E*/A,. If Yy isa A,-
admissible function on E, we compute, from formulae (16.13) and (16.14), the in-
tegral

I = Q) 1§ () = [; Vv, (0) Plyp(x) do.

We decompose this integral as the sum of four terms
L=I'+I2+1;+1}.

We now bound these four terms individually. Each time we will implicitly use
the fact that the function @ — ¥,y (6) is uniformly bounded by (16.12).

First, we keep the notations from Lemma 11.18 and we choose some large
enough 7 > 0. On the one hand, since v is admissible and since A, is cocom-
pact in (AZ)i, there exists a compact subset K* of E* such that, for any v in
E,, IZU has support in K* + A,. On the other hand, by definition of L and A,
for any neighborhood V of 0 in L, there exists 0 < w < 1 such that for any 6 in
((K*+ A)NL) NV, Py has spectral radius < w. Hence, for n large enough, for
any 6 in ((K* + A,) N L)\ V, Pj, has norm < " and

IV i= [,y Y, () Po(x)d0 = Oy (")

(note that this Oy is uniform over the translates of y by elements of E,).
Second, by Lemma 11.19, one can choose V small enough so that, for n large

. . 1
enough, for any 6 in V, Pjy has spectral radius < e~ 3%#®  Hence, for n large
enough, for any 8 in V, Pi'g has norm < e~ 7%:® and one has,

—~ _T
1,3:=/ ooy D (0) Pho(x)do = Oy (n™ ),
62> T togn

Third, by Lemma 11.18, there exists 0 < § < 1 such that, for any 6 in V, Pjy —
Mig Nig has spectral radius < §. Hence, for n large enough, one has,

L= / vev Dnu, O)(Plh — My Nig)g(x)d0 = 0y (3").

62 <T 'o2n

It remains to control the fourth term:

L= / pey Y, () Xy Niggp(x) do.

92 <T o2n

By Lemma 16.12, since o, =0, one has

4 -~ —1 Gu(O) AL (/1B)p(x) log3 n  THew
1, Z/ oev I//nvu(e) 22:0 # do + Oy ((%) 2 ) ,

2 logn
en-<r=-
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where the Fourier transform Gn of the Gaussian function G, is given, for 6 € E*,
by
Gn(0) = e 2%,
Since, for any 0 < k <r — 1, Ay has degree at most 3k, we get
- Go(0) A (V) (x) 1 log nGk+en)/2
oeEr  Vny, (9)% df = Oy (,fukw :
o> e

Thus, since e, > 1, choosing T large enough, we have established that
I, :/ i, (6) Y4t GxOA0000) 49 4 0, (%) . (16.15)
Ej.

Now, for 0 < k <r — 1, there exists a polynomial function By on E,, with values
in 27 (X), such that By has degree at most 3k and, for any x in §,,, the function on

EZ given by 6 e_%‘p“(e)Ak (0)@(x) is the Fourier transform of the function on
E,, given by v~ G1(v) Bi(v)(x). Therefore, we get, from (16.15) and the Fourier
inversion formula (16.13),

Bi (%) (x)
(2;1)%/ ¥ (0)Gr(v) Y5 1% ™ (v )+01,,( ,/2) (16.16)
For any 0 <k <r — 1, on the one hand one has

By f)( x) Jog n3k+en)/2

ver,  VWGH©) = an“”(v)=0(W) 11l oo -

lv|?>T nlogn

and on the other hand, since i is nonnegative, one has
k( )( ) nUL 1 3k/2
ver, VG )— G dm," () = 0(Zg) 7w

Hszanlogn

nU,L

(¥ Gn).

In particular, choosing T large enough, the leading term in (16.16) is the one with
k = 0. Since one has Ayg(#) = N and N¢ = v(p), one gets By(v)(x) = v(p) and, if
T is large enough,

Our claim follows. g

nvy nvy

W Gp) +o(my

I = Q) v() 7! W G) + 0y (n,‘/2

16.3 Approximation of Convex Sets

We explain in this section how to deduce the local limit theorem with target
(Proposition 16.6) for & from its smoothened version (Lemma 16.11). The key
point is a regularization procedure for a convex set C of E.
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We fix a nonnegative Schwartz function o on A} with / o @dm, =1 and whose
i
Fourier transform has compact support and, for any ¢ > 0 and v in A}, we set

ag(v) = %,a(g), where r is the dimension of A7,. If C is a bounded Borel subset of
E, the convolution product

Yeci= ((xs”u) *1c
is given by the formula, for all v in E,
Ve.c(v) = fA; e (w)le (v — w) dmy (w).

This function v c is a A, -admissible function on E,.
The following lemma tells us that the functions v, ¢ are good approximations of
the function 1¢.

Lemma 16.13 We keep the assumptions as in Theorem 16.1. Let C be a bounded
Borel subset of E,, and let R > 0 be a real number. One has

Gnl(v) ﬂﬁ(wschran) - ”K(C +v) m 0 (16.17)

uniformly foru € E;,, v € E, |[v|| < «/Rnlogn and ¢ € (0, 1].

Proof Let us compute, forn > 1, u, v in E;, with ||v]| < +/Rnlogn and ¢ € (0, 1],
the left-hand side of formula (16.17)

I = Gy T We.c+0Gn) = 71 (C + ).

As the measure 77, is invariant under the translations by the elements of A and as

S 4o @¢ d,, = 1, one has
m

In = [ g5, %W cqu(w’ —w) (FEF — 1D d(, ® 7)) (w, w').

We decompose this integral as a sum J, = J,! 4 J? with

It = S entis @ ley(w' —w) (G — 1) d(r, @ 7 (w, w),

an = /HwHan/4 otg(w)lc+v(w’ - w) (%ln((lﬁ)) - 1)d(77p, ® ﬂﬁ)(ws w/).
In order to control Jn1 , we use the fact that

Ga(w) _ %(v—&-w’,v—w’)
Gn(v) =er n—00 1

uniformly for v —w’ € C + w, |w| < n% and ||v|| < +/Rnlogn. We get

J} —— 0 uniformly.
n— o0
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In order to control J2, we use the bound

/ <p;;(u)
Galw)) _ 25 R/

Gn(v)

for ||v]| < /Rnlogn. Setting z = e lw, we get, uniformly for ¢ € (0, 1],

I3 <nfPxi(C +v) [

|wHan/4 ag(w) dnu(w) m 0

since « is a Schwartz function. O
To approximate open convex sets in measure, we shall also need the following

Lemma 16.14 Let E be a Euclidean space and w be a Lebesgue measure on E.
Then, for any p > 0, the map C + 7w (C) is uniformly continuous on the set of open
convex subsets C of E with diameter < p, equipped with the Hausdorff distance.

Proof Let d be the dimension of E. By Steiner’s formula (see [111, I11.13.3]), for
any bounded convex subset C C E and any integer i € [0, d], there exists a constant
w; (C) > 0 such that, for & > 0, the volume of the g-neighborhood C¢ of C is given
by

m(C®) = Yy wi(O)e,

and the w;’s are non-decreasing functions of C. The result follows. U
We can now conclude the

Proof of Proposition 16.6 Roughly speaking, the main idea is to use the equality

1y« (e.0) = /AO ae(w) i1fy (€ + w) dmy (w), (16.18)

w

where C is a bounded open convex subset of E, and & > 0 is small. Using

(16.18), we will get upper and lower bounds for the quantity i} ,(C) by means

of ﬁf,x (e.cr), where C’ is a convex set that is very close to C and then we will

apply the estimates of Lemmas 16.11, 16.13 and 16.14. The main technical issue

which weighs the proof is the fact that the test function « does not have compact

support, since its Fourier transform has compact support. Let us proceed precisely.
We set B(e) for the open ball with radius ¢ and center 0 in AZ and

C®*=C+B(¢) and C, = ﬂweB(g) C—w. (16.19)
For p > 0 and ¢ > 0, we set

V, =sup{n,(C) | C C E, convex, diamC <2p}.
0, (¢) = sup{m, (C*) — 7, (C¢) | C C E,, convex, diam C < 2p},
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By Lemma 16.14, for every p > 0, one has

0p(e) e 0. (16.20)
£—>

Finally, we assume that ¢ is real and non-negative and ||¢||o, < 1.

First step: We will first prove the upper bound: for every positive R, p, €o, there
exists an integer ng such that forn > ng, x € S,, v € E,, with ||v|| < +/Rnlogn and
C a convex subset included in the ball B(p), one has

ﬁﬁﬁ,x(cjtv) <v(p) 1 *(C + ) + &o. (16.21)
We can choose ¢ € (0, 1] small enough so that fl\wllzﬁ a(w)dm,(w) < &. We note

that, for w in A; with [[w| < /e, we have C C CV¢ + w and we deduce from
(16.18) the inequality

(1 =) Y (C+v) ST (W, ciyy)- (16.22)
We also keep in mind the bound
Gu() " < @m)F n2EtR),

Using successively (16.22), Lemma 16.11, Lemma 16.13 and (16.20), choosing first
& small enough and then n large enough, we get

Gu(0) " I (C+v) < G )T L (b, ey
< MO0 G ()T " (Y, vy Gn) + 20
< %_tgo nzv“(C‘/E +v) + 2¢9
< V(@) 7, " (C +v) + 3eg + 2V, £0.
Letting &9 go to 0, this proves the upper bound (16.21).

Second step: We will now prove the lower bound: for every positive R, p, &,
there exists an integer no such that forn > ng, x € S,, v € E, with ||v]| < /Rnlogn
and C a convex subset included in the ball B(p), one has

nvy

Gy 1 (€ +v) = v(p) 7, (C +v) — 0. (16.23)

Again, we will first choose ¢ € (0, 1] very small and then n very large. As above,

we can assume that ]Hw\|>L a(w)dm, (w) < &. We notice that, for w in E, with
—Ve

lwll < /e, we have C /s +w C C and we deduce from (16.18)

1 (C+0) = [l <z %) T (C g5 + v+ w) dmy (w) (16.24)
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> ﬁf,x(ws,cﬁ+v) - K,% - K,f,

where

K1=/ as(w)p? (C z4+v+w)dr,(w),
S N Vinx(Ce ) &7

K%:f ag(w)ﬁ,‘f,x(cﬁ+v+w)dnu(w).
lwl=nl/4

First, using the upper bound (16.21), we have, reasoning as in the proof of Lem-
ma 16.13, for n large,

Kr} Gn(v+w) nuy
Gt =) e cpuent W G (T (C vt w) o o) dmy ()
<e(l+&0)(V2p + &0) < €p.

Second, using the bound ||v|| < +/Rnlogn and the fact that « is a Schwartz function,
one gets, for n large,

<n-: 1 ag(w)dmy, (w) < &o.
=n

Now, using successively inequality (16.24), Lemma 16.11, Lemma 16.13 and the
limit (16.20), we get,

Gu() ™ 1Y (C+v) = Go(0) T (T (Ye.coo) — Ky — K7D
> (v(9) = £0)Gn ()" 7, " (e ) — 360
> () — £0) 1, " (C g +v) — 40
> v(p) nzv“ (C+v) =580 — Vy 0.

Letting g9 go to 0, this proves the lower bound (16.23) and ends the proof of Propo-
sition 16.6. O

16.4 The Local Limit Theorem with Target for Cocycles

We will now state and prove the Local Limit Theorem with target for the co-
cycle o (Theorem 16.15) which generalizes the Local Limit Theorem for o
(Theorem 16.1).

For ¢ in 7Y (X), n > 1 and x € §,, we want to describe the behavior of the
measure uf) » on E analogous to (16.1), given by, for every ¥ € 6.(E),

MZ,X(W)ZfGW(U(g,X) — noy)e(gx) du™ (g). (16.25)
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We let I7, ,‘f be the average measure on E analogous to (16.4), given, for C C E,
by

7 (C) :/Xnu(C + @o(xNe(x")dv(x), (16.26)

where ¢ is as in (16.3).
Here is our final version of the local limit theorem with moderate deviations.

Theorem 16.15 (Local limit theorem for o with target) We keep the assumptions
as in Theorem 16.1. We fix ¢ € €Y (X), a bounded convex subset C C E and R > 0.
Then one has the limit

lim m wh o (C+vy,) — I'[,f(C + v, —nv, — @o(x)) =0.

n—oo

This limit is uniform for x € S, and v, € E,, with |lv,|| < +/Rnlogn.

Proof Roughly speaking, this follows from (16.9) and from Proposition 16.6. Here
are more details.
We can assume ¢ to be real-valued. We fix gy > 0 and, using (16.20), choose & >
0 such that 6, (2¢) < gg9. We write ¢ = Zle @i, where ¢; € 77 (X) has support
contained in a ball B; C X with center x; such that sup, .p, lBo(y) — Go(2)| <.
Now, we get, for n large enough, using Proposition 16.6,

Gty M (C +vn) < i o Pt (CF 4 vy — Go(x) + Go(x)
< Yo v(@)m" (€ + vn = Fo(x) + Po(xi) + £0

< [y 7 (C% + v, — Fo(x) + Go(0))e () dv(y) + €0
< H;f(C + v, — v, — Po(x)) + 2.

The result follows by replacing ¢ with —¢. g



Chapter 17
The Local Limit Theorem for Products
of Random Matrices

We come back to the notations of Chap. 13. The first two sections deal with .-adic
Lie groups. Starting from the third section, we will deal only with real Lie groups.

The aim of this chapter is to prove, using the results of Chap. 16, the Local Limit
Theorem 17.6 with target and with moderate deviations for products of random
matrices, and to give various applications of this theorem. These applications are
the Local Limit Theorems for the random variables given by the Cartan projection
in Sect. 17.4, by the norms of matrices and the norms of vectors in Sect. 17.5.

The moderate deviations in Theorem 17.6 will be crucial in these applications.

17.1 Lifting the Coboundary

In this section, we give more information on the p-residual image A, and we
prove the lifting property (16.3) for the Iwasawa cocycle.

Let G be an algebraic reductive .¥-adic Lie group, F := G/G. and u be a
Zariski dense Borel probability measure on G with a finite exponential moment
and which is aperiodic in F. In order to apply Theorem 16.1 to the Iwasawa cocycle
oo, : G X ﬁgﬂ — ag,, we will need the following Proposition 17.1 which refines
Proposition 13.19 and which tells us that, when . = {R}, the complex transfer op-
erator P;g, with 8 # 0, does not have eigenvalues of modulus 1. Equivalently, the
cohomological equation (15.3) has no solutions. We will use the vector subspace br
of a introduced in Sects. 9.4 and 13.7.

Proposition 17.1 Let G be an algebraic reductive . -adic Lie group and i be a
Zariski dense Borel probability measure on G with a finite exponential moment. Let
Ay Cay be the p-residual image of the Iwasawa cocycle o, . Then this subgroup
A, contains bg.

In particular, when ¥ = {R} and G is semisimple, the Iwasawa cocycle o on the
full flag variety & is aperiodic, i.e. A, = a, = a.
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Proof We first assume that the finite set .’ does not contain the local field C. Keep
the notations of Sects. 16.1. Recall that, by definition, A, is the orthogonal in a of
the group

Ay=1{0¢e a* | Py has spectral radius 1}.

We also keep the notations of the proof of Proposition 13.19. We know from (15.7)
that, for any n € N, g € Supp(u**) N G,

M) =00,(8.£5, ) €n(vy +0,) + Ay (17.1)

For any s in ., the image of I'}, in G, is a Zariski dense subsemigroup of G,. We
write

Q) = (As(@)ser €a=[]icpas.

Now, by Proposition 9.8, the closed subgroup of a spanned by the elements

A(gh) — A(g) — A(h),

when g, h and gh are ®p-proximal elements of I", contains br. Combining this
Proposition 9.8 with (17.1), one gets the inclusion A, D bg, as required.

The general case reduces to the case where the finite set .#” does not contain the
local field C, because every complex algebraic Lie group G can be seen as a real
algebraic Lie group. Indeed one just has to use Lemmas 17.2 and 17.3, which tell
us that the “real Zariski closure” H of a “complex Zariski dense” subgroup of G is
still a real algebraic reductive group, and that the flag variety of H can be seen as a
closed H-orbit in the flag variety Pg,. = P, of G. O

The following lemma compares the closure of a subgroup for the real and for the
complex Zariski topology.

Lemma 17.2 Let G be an algebraic simple complex Lie group, let I be a subgroup
of G which is dense in the complex Zariski topology, and let H be the closure of I
in the real Zariski topology. Then H is an algebraic simple real Lie group. More
precisely, either one has H = G, or there exists a simple algebraic group H defined
over R such that H =H(R) and G = H(C).

Proof By assumption G is the group of complex points G = G(C) of an algebraic
group G defined over C. The Lie algebra ) of H is a I"-invariant real Lie subalgebra
of the complex Lie algebra g of G. Since I" is dense in G in the complex Zariski
topology, the complex Lie subalgebras hh 4-i h and h N i h are ideals of g. Since g is
simple, one has h +i h = g and one has h N i h = g or {0}. In the first case, one has
H = G. In the second case, § is a real form of g, and H is the group of real points
of an algebraic group H defined over R which is isomorphic to G over C. 0

The following lemma embeds the full flag variety &2 of an algebraic simple real
Lie group H as a closed orbit in the partial flag variety #g,, of the complexification
Gof H.
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Lemma 17.3 Let H be a simple algebraic group defined over R, let H = H(R)
and G =H(C), let b C g be their Lie algebras and let ay C a be Cartan subspaces
of b and g. Choose a system of simple roots Iy of ay in b and a compatible system
of simple roots I1 of a in g, i.e. such that the restriction to ay of the simple roots
a € IT belong to ITy U {0}.

(a) Using the notation (9.1), one has Oy ={a € IT | a®(ay) #0}.

(b) Let Py, be the parabolic subgroup of G as in Sect. 8.6. Then the intersection
Py = H N Py, is a minimal parabolic subgroup of H.

(c) One has a H-equivariant embedding H /Py — G/Pg, .

Proof of Lemma 17.3 (a) One can choose a Cartan involution of G that preserves H.
The corresponding Cartan projection k of G satisfies k (H) = « (exp(ay)) and hence
a®(k (H)) is bounded if and only if «®(ay) = 0.

(b) Let pg,, be the parabolic Lie subalgebra of h associated to the subset @y
of I1. According to (a), the Lie algebra pe,, is defined over R and the intersection
pH = bhNpe, is the minimal parabolic Lie subalgebra of fj associated to ITy. Hence
its normalizer Py = H N Pg,, is the minimal parabolic subgroup of H associated
to I71.

(c) This follows from point (b). Il

Now, we still let S, C g, denote the support of the u-stationary measure v,
oy € a the average of o, @, the covariance 2-tensor of og, and a, its linear span.
Let Ay, @y : Sy — ay /Ay, v, € a, be as in Proposition 15.8.

Proposition 17.4 We keep the assumptions as in Proposition 17.1.

(a) The subgroup A, is F-stable and the image of the vector vy, in a, /A, is F-
invariant.

(b) The lifting property (16.3) holds. More precisely, there exists a Holder continu-
ous function @g : S, — a such that, for all (g, n) in Suppu x S,,

00, (8, M) € oy + v — Polgn) + Po(n) + Ay.

Proof (a) The F-invariance follows from Corollaries 12.4 and 15.12.

(b) As in the proof of Proposition 17.1, we can assume, using Lemmas 17.2 and
17.3, that the finite set . does not contain the local field C. Let, for any s in ., ¢
be the subspace of a; spanned by the image under w of the center of Gy, so that
one has

a; = by @ cy.

Sete=6p sz Csand by = €P b, where the sum is over the non-Archimedean local
fields K;. Since the set . does not contain C, one has

a=br®brDc.
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By Proposition 15.8, we already know that there exist an element v, of £, and a
Holder continuous function @ : S, — E/A,, such that, for any (g, n) in Suppu x
Sy, one has

0 (g, M =0u+vu —@o(gn + @o(n) mod Ay,. (17.2)

Let o’ be the projection of og ., on by @ c in this direct sum. By construction, the
cocycle o’ is invariant under G ¢, that is, o'(g, hn) = o’(g, n) for any g in G, h
in Goo,c and 7 in f@(gu. Let X’ be the compact metric G-space

X':=Gr\Pe, and 1 : Po, — X'

be the natural map. Note that X’ is totally discontinuous. We can consider o’ as
a cocycle G x X' — by @ c. By Proposition 17.1, the group A, contains br. By
Corollary 15.7, the pu-residual image A}, of the cocycle o’ on X" is equal to A, /bg.
Now (15.7) reads as

o' (g, m(m) =0, + v —Po(gn) +@o(n) mod Ay,

for g in G and 7 in S,.. By Corollary 15.10, for any 1, " in S, with 7 (n) = 7 (%),
one has @y(n) = @(n’). In particular, @, factors as a Holder continuous function
from a totally discontinuous space to a/A,. Hence, it can be lifted as a Holder
continuous function @g : S, — a. This ends the proof when . does not contain the
local field C. O

17.2 The Local Limit Theorem for .*-Adic Lie Groups

We can now state and prove the local limit theorem for products of random
matrices in . -adic Lie groups.

For n > 1 and 7 in the support S, of v, we will describe the behavior of the
measure (i, , on a given by, for every ¥ € G.(a),

tng () = [V (06, (g, n) —noy) du™ (g). (17.3)

If = {R} and G is semisimple, we set A, = b, = a, v, = 0 and we denote by
7, the Lebesgue measure on a defined above.

In general, because of the non-Archimedean factors of G, and the eventual peri-
odicity phenomena in the center of G, the group A, is only cocompact in a,. We
let 7, be the Haar measure of A, which gives mass one to the unit cubes of @} in
the connected component of A,.

Let I1,, be the average measure, given, for C C a, by

1,(0) = [ 5, mu(@or) + C) dvar).
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Theorem 17.5 (Local limit theorem for 0e,(g)) Let G be an algebraic reductive
S -adic Lie group, F := G/ G, and u be a Zariski dense Borel probability measure
on G with a finite exponential moment and which is aperiodic in F.
We fix a bounded convex subset C C a and R > 0. Then one has the limit
i ot (C 4 Vn) = Ty = nvy +Go(n) + C) = 0.

n—oo

This limit is uniform for n € S, and v, € a, with ||v,|| < /Rnlogn.

In an analogous way, we leave to the reader the task to translate the local limit
theorem with target (Theorem 16.15) in this case.

Proof Theorem 17.5 follows from Theorem 16.1 applied to the cocycle o, . The
contraction condition and the moment condition were checked in Lemmas 13.1 and
13.5. The lifting condition of this cocycle over the limit set S, was checked in Propo-
sition 17.4. g

17.3 The Local Limit Theorem for the Iwasawa Cocycle

From now on in this chapter, the base field is K = R, and we will state various
versions of the Local Limit Theorem. In this section we will state the Local
Limit Theorem for the Iwasawa cocycle. We will allow a target and a moderate
deviation.

In this section and the next one, we keep the following notations from Sects. 6.7
and 8.2. The group G is an algebraic semisimple real Lie group, its Iwasawa de-
composition is G = K expa N and its Cartan decomposition is G = K expa™ K.
The space & = G/P is the flag variety, o : G X & — a is the Iwasawa cocycle,
and k : G — a™ is the Cartan projection.

We also keep the following notations from Sects. 10.4 and 13.4. We let u be
a Borel probability measure on G which is Zariski dense in G and has a finite
exponential moment. We set v for the jt-stationary probability measure on &, o, €
a™ for its Lyapunov vector, N, for the Gaussian probability measure with full
support on a which occurs in the Central Limit Theorem 13.11 and &, € § %(a) for
its covariance 2-tensor.

In the following version of the Local Limit Theorem for the Iwasawa cocycle,
we allow a target ¢ and a moderate deviation vy,.

Theorem 17.6 (Local Limit Theorem for o (g)) Let G be an algebraic semisimple
real Lie group, u be a Zariski dense Borel probability measure on G with a finite
exponential moment and v be the -stationary probability measure on &2. We fix a
continuous function ¢ € €°(2), an open bounded convex subset C C a and R > 0.
Then, one has

M oy Sio G —napeciu,) LEM AT (@ =v(p).  (174)

n—0o0
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This limit is uniform for n in & and v, € a with ||v,|| < o/Rnlogn.
In particular, when v, = o(/n), one has,

lim /Qmn) detd, u**({g|o(g,n) —no, € C+v,})=|C|.

n—oo

Here, |C| denotes the volume of C for a Lebesgue measure on a, and the deter-
minant det @, is computed with respect to the same Lebesgue measure.

It will be crucial for the applications in the next three sections to have allowed a
target ¢ and a moderate deviation vj,.

The main reason we deal only with the field K = R is that in this case the state-
ments are much simpler.

Proof We begin by assuming that the measure p is aperiodic in F := G/G,. In this
case these claims follow from Theorem 17.5 and the following two remarks.

First, the limit measure 7, is a Lebesgue measure on the whole Cartan subspace
a because of the aperiodicity of the Iwasawa cocycle (Proposition 17.1).

Second, the fact that the convergence is uniform for 7 in the whole flag variety &7
and not just the limit set S, follows from Corollary 16.7. Indeed, since the Iwasawa
cocycle is aperiodic, the function @, can be defined on the whole flag variety as the
zero function @ := 0.

We now deal with a measure  which is not aperiodic. We will deduce our claims
from the first case. We recall that F), is the normal subgroup of the finite group
F = G/G, introduced in Lemma 11.6 and that p, is the cardinality of the cyclic
group F/F,. Let G’ be the algebraic subgroup of G containing G. whose image
in F is F,. The probability measure p’ := p*Pr is Zariski dense in G’ and, by
Lemma 11.6, the measure ’ is aperiodic in F,,. We decompose n =n’p,, + r with
0 <r < p, and we rewrite the integral I, in the left-hand side of (17.4) as

" o(@gm d™ (2) | d (g1) + Ra.
/{|K(g1>|5<1ogn>2} /{gfjfg)(gl’fn’;&?;i}

We claim that, uniformly in 1 and v,, the error terms R,, satisfy, R, = o(n~4) for
all A > 0.
Indeed, we choose a small #) > 0 and we compute, using Chebyshev’s inequality,

|Ral < ¥ ({g1 € G| llk(g1)]| = (ogm)*}) I ¢llo
< e=0logm? ||| [ €0l EDldper (gy).

Since, thanks to the bound (8.17), the measure w*" also has a finite exponential
moment (10.3), we deduce that |R,| = o(n~4), forall A > 0.

In view of Remark 16.3, we can neglect the error term R,, and apply the first case
to the measure w’ in order to estimate the integral in-between the parentheses. [
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17.4 The Local Limit Theorem for the Cartan Projection
We explain in this section how one can deduce the Local Limit Theorem for
the Cartan projection from the Local Limit Theorem for the Iwasawa cocycle.
We keep the notations of Sect. 17.3.
Theorem 17.7 (Local Limit Theorem for x(g)) Let G be an algebraic semisimple
real Lie group and | be a Zariski dense Borel probability measure on G with a

finite exponential moment. We fix an open bounded convex subset C C a and R > 0.
Then, one has

lim n"({geGlr(g) —noy € CHu}) _
n— 00 N/’;"(C + vy)

1. (17.5)

This limit is uniform for all v, € a with |v,|| < /Rnlogn.
In particular, when v, = o(/n), one has
lim /Q2mzn) det®, u**({g|k(g) —no, € C+v,})=|C|.
n—oQ

The main idea in the proof of Theorem 17.7 is to write the variable « (b, - - - b)
as the sum of three variables

o(by--bos1,x0) +k(bg---b1)+ 1y,

where xp = by ---b1x and £ = [(log n)?] and where the error term r, decays to zero
outside a set whose probability decays faster than any power of n. We will deal
with the first term thanks to the Local Limit Theorem for the Iwasawa cocycle. The
second term will be seen as a moderate deviation.

Again, a key ingredient in the proof of Theorem 17.7 will be the following lower
bound for the denominator of the left-hand side of (17.5) (see Remark 16.3)

Ni(C+vn) = Agn™F7T, (17.6)

where the constant Ag depends only on w, R and C. This lower bound will allow
us to neglect subsets S, of G whose measure *"(S,) decays faster than any power
of n.

The proof will also rely on the following lemma which gives a very precise esti-
mate of the Cartan projection in terms of the Iwasawa cocycle.

Lemma 17.8 Let G be an algebraic semisimple real Lie group and |1 be a Zariski
dense Borel probability measure on G with a finite exponential moment. For all
& > 0, there exists ¢ > 0 and €y > 0 such that, for all n > £ > £y, for all n in P,
there exists a subset Sy, ¢, C G x G with

W@ U (S z 1 -7
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and for all (g2, g1) in Sy ¢y, one has

Il (g281) — o (g2, g11) — k(g < e~*-. (17.7)

Using the phrasing of (14.35), Lemma 17.8 tells us that, uniformly for  in &,
the following property is true except on an exponentially small set

lic by -+ b1) = (by -+ beg1, be - bin) — k(b --b)| < e (17.8)

Proof In this proof we will assume G to be connected. The general case is left to the
reader. Using the interpretation of the Iwasawa cocycle and the Cartan projection in
terms of norms in various representations of G given in Lemmas 6.32 and 6.33, we
only have to check the following claim.

Let V =R? and 1 be a probability measure on GL(V) with a finite exponen-
tial moment such that I'y, is proximal and strongly irreducible. Then, uniformly for
nonzero v in 'V, the following property is true except on an exponentially small set

|log llby - -+ b1 [l — log =Pl —log b ---bill | < e ™. (17.9)

Indeed, we will prove successively that, uniformly for x = Rv in P(V), the fol-
lowing properties (17.10) to (17.15) are true except on an exponentially small set.

First, according to the simplicity of the first Lyapunov exponent (Corol-
lary 10.15) and to the Large Deviation Principle (Theorem 13.17), the property

Vi2(bg--by) < et (17.10)

is true except on an exponentially small set. Hence, using Lemma 14.2 and its nota-
tions, the properties

|log l1by -+ by | — log L2l —log s (x, yp )| <e ™ and  (17.11)

v

[1bg---byv]]

log [lbg -+ bi || — log Leotitl —tog s (x, ypr )1 <™ (17.12)

are true except on an exponentially small set.
Second, let A1, > A2, be the two first Lyapunov exponents of 1. According to
(14.5) and (14.6), the properties

¢t and (17.13)

8Cx, yp p) =€
Ay Vi) S € Prnmroume)t (17.14)

(with x = Rv) are true except on an exponentially small set. These two bounds
(17.13) and (17.14) imply that the property

[log8(x, yp!.p) — log8(x, yji ., )| < e” Frnmron=20) (17.15)

is true except on an exponentially small set.
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Now, the bounds (17.11), (17.12), (17.15) imply the claim (17.9). O

Proof of Theorem 17.7 Our claims follow from the Local Limit Theorem 17.6 for
the Iwasawa cocycle and from Lemma 17.8.
We write n = m + £ with £ = [(log n)z], and g = grg1 with

g =by---byy1 and gy =by---by.

We first prove the upper bound in (17.5). We fix ¢ > 0 and introduce the &-
neighborhood C?¢ of C.

Let M =2 ||o,||. According to the Large Deviation Principle (Theorem 13.17),
the following property is true except on an exponentially small set

llic(e---b)|| < ME. (17.16)

Combining (17.8) with (17.16), one gets the following upper bound for the numer-
ator N, of the left-hand side of (17.5)

f w0 (g2 | 0 (g2, g1%) + k(g1) — noy, € CF 4+ v, ) dp* (g1) + Ru,
{llx(gDlI=Me}

where, uniformly in v,, the error term R,, decays exponentially in £ and hence de-
cays faster than any power of n.
Hence the left-hand side of (17.5) is bounded, uniformly in v,,, by

; N0 o tw) et
1m sup sup N (C n U) = H m) .
n=>00 |y| <M (logn)? Iz

lv?<Rnlogn

This proves the upper bound in (17.5). The lower bound is proved in the same way
using the convex sets C, introduced in (16.19). O

17.5 The Local Limit Theorem for the Norm

We explain in this section how one can prove the Local Limit Theorem both
for the norm of the matrices and for the norm of vectors using the Local Limit
Theorem for the Iwasawa cocycle.

In this section and the next one we come back to the assumptions and keep the no-
tation Ay, @1, and Nq;m from Sect. 14.7. We assume, moreover, that K = R, that
the Borel probability measure u is supported by SL(V') and that I, is unbounded.
These conditions ensure that the Zariski closure G of I'}, is a non-compact reductive
group with compact center, that A; ,, > 0 and that @; , > 0. We also assume that
the Euclidean norm ||.|| in V is good for G as defined in Lemma 6.33. Note that the
construction given in this Lemma 6.33 proves the existence of such a good norm for
any strongly irreducible representation of a reductive algebraic real Lie group.
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Theorem 17.9 (Local Limit Theorem for log ||g||) Let V =R? and u be a Borel
probability measure on SL(V) with a finite exponential moment such that I, is
unbounded and strongly irreducible. Let a1 < ay and R > 0. Then, one has

lim p"({g € G |logligll —niiu €lar, a2l + 1))

*n L.
n—0o0 N@‘M([al,az] + 1)

This limit is uniform for all t,, € R with |t,| < /Rnlogn.
In particular when t,, = o(/n), one has

dim 27 Py n 1 (g € G |logligll — iy € lar, a2l + 1)) = a2 — ai.
Proof This is a straightforward application of the Local Limit Theorem for the Car-
tan projection (Theorem 17.7) combined with the interpretation of the Cartan pro-
jection in terms of representations (Lemmas 6.32, 6.33 and Sect. 8.2). g

Theorem 17.10 (Local Limit Theorem for log ||gv|]) LetV = R? and pu be a Borel
probability measure on SL(V) with a finite exponential moment such that I, is
unbounded and strongly irreducible. Let a) < ay and R > 0. Then, one has

1 ({g € G | log lgvll — nii € lar, @] + 1))

li 1. 17.17
e Ny (ar.azl+ i) (171
Lu
This limit is uniform for all v in V with ||v|| =1 and all t, € R with |t,| <

/Rnlogn. In particular, when t,, = o(\/n), one has

lim /27 ®y ,n " ({g € G |logllgvll —niiy € a1, a2l +t,}) = a2 —ay.

n—0o0

When I, is proximal this Theorem 17.10 may be seen as a direct consequence
of the general Local Limit Theorem 16.1 for a cocycle over a p-contracting action
applied to the norm cocycle

||va”“ , where x = Rv.

O—l(gvx) =10g [
The main issue in the proof of Theorem 17.10 is to control the norm cocycle o
without this proximality assumption. Roughly speaking, the idea is to write the vari-
able o1 (b, - - - by, x) as the sum of two variables o1 (by, - - - bgy1, x¢) +01(b¢ - - - by, x)
with xg = by ---byx and £ = [(logn)?]. The point x; will be very quickly approxi-
mated by another point x,, living on an r-dimensional subspace z;, which belongs to
the limit set A}, where r is the proximal dimension of I',. For this point, the norm
cocycle can be computed thanks to the Iwasawa cocycle. The second term will be
seen as a moderate deviation.
We will need the following Lemma 17.11 in which we keep the notations
Zg," € Gy—, (V) for the density (d — r)-dimensional subspace of ’g introduced in
Lemma 14.8.
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Lemma 17.11 Let V =RY, x =Ruv, x’ =Rv' in P(V) and g be an element of
GL(V) whose r first singular values are equal. Then one has the bound

vl llgv'll| _ V2d(x.x')

log < — .
lvll o]l min(d(x, zg"), d(x', 2§))

(17.18)

Proof With no loss of generality, we can choose the vectors such that ||v|| = 1 and
v/ = 1, such that |Jv — v'|| < +/2d(x,x’) and such that ||gv’|| > ||gv]|. Using the
bound log(1 4 ¢) <t for all t > 0, and using Lemma 14.8, one computes

lgv'll _ Nelllv =2l _ V2d(x,x')
lgvll = llgvll = dx,zg)

This proves (17.18). U

We will also need a few facts and notations from the previous chapters. Since
the local field K is equal to R, by Lemma 6.23, the proximal dimension » of I, is
also the proximal dimension of G. Since V is strongly irreducible, V has a highest
weight x. The corresponding weight space VX C V has dimension r. For any n =
g P in the flag variety &2 = G/P., we denote by V), the space V, := gV X as in
(6.10). The map n — V), is a G-equivariant map from & to G, (V). By construction,
the image of this map is the limit set Aj; defined in Lemma 4.2. We introduce the
closed subset of P(V),

Zg:={x €P(V)|Ine 2, x e PV} = U,eqr, -

Since the norm on V is good, according to Lemma 6.33, for g in G, n in & and v
nonzero in V;, one has

lgvl
log i

= x(o(g,m), (17.19)

where o is the Iwasawa cocycle.

Let Ay, >--- > Ag,, be the Lyapunov exponents of p. We recall that, according
to Corollary 10.15, one has Ay, =--- = A, > Ar41,,, Where r is the proximal
dimension of I',. The following Lemma 17.12 tells us that, uniformly in x € P(V),
the property

d(b( . bl_x, ZG) < ef()\l.n*)hﬂrl,u‘l’g)e
is true except on an exponentially small set.
Lemma 17.12 Let V = R? and p be a Borel probability measure on SL(V) such
that I', is unbounded, strongly irreducible and (. has a finite exponential moment.

For all ¢ > 0, there exists ¢ > 0 and €y > 0 such that, for all £ > £y, for all x in
P(V), there exists a subset S¢ x C G with

WS ) =1—e
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and for all g1 in Sy x, there exists a point xé]x in Zg such that

L) < e Gl hrnutelt, (17.20)

d(g1x, xg

Proof The proof is similar to that of (14.6). The point xé, x is (a measurable choice
of) a point on Z; whose distance to g1x is minimal. Il

Proof of Theorem 17.10 We set n = m + £ with £ = [(logn)?], and g = grg1 with
g =>by,---byy1 and g1 = by - - - by. We first prove the upper bound in (17.17). We
fix & > 0 and introduce the e-neighborhood ¢ of the interval I := [ay, az].

Let M =2A41,,. According to the Large Deviation Principle (Theorem 13.17),
the following property is true except on an exponentially small set

be---b1ll < ME. (17.21)

According to (14.25), uniformly for x” in P(V), the following property is true except
on an exponentially small set

A, 2y, ) Z e (17.22)

Combining (17.18), (17.20), (17.21) and (17.22), one gets the following upper
bound for the numerator N,, of the left-hand side of (17.17)

’u*m <{ | o1 (gZ,xélx)‘FO'l (glax)_n)hl,uEIg"l‘tn

*0
[ 81€S¢.x 5(glx,)rg"'2)2e_8( }) dl'l“ (gl) + Ry,

logllgill<M¢
where, uniformly in #,, the error term R,, decays exponentially in £ and hence decays
faster than any power of n.
Hence, using (17.19) and the Local Limit Theorem 17.6 for the Iwasawa cocycle,
one can bound, uniformly in ¢,, the left-hand side of (17.17) by

i N:;(lnﬂ_z)(lg“r‘l‘—i-s) |18| .
1m sup sup —_—
n—00 ¢ <M(logn)? N;;rllu (I +1) |[I] &—0

12 < Rnlogn

This proves the upper bound in (17.17). The lower bound is proved in the same way
using smaller intervals /. g

It is plausible that the assumption that the Euclidean norm is good in Theo-
rem 17.9 and 17.10 can be removed when I}, is absolutely strongly irreducible.

17.6 A Simple Example (4)

We end the fourth part of the book by explaining in concrete and simplified
terms what we have learned therein on the explicit example of the introduc-
tion.
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We have already discussed this example in Sect. 14.10. In this explicit example,
the law u is the probability measure

1= % (8ag + 8a;)

where ag and a; are the real d x d-matrices given by formulae (1.13). These for-
mulae have just been chosen so that the semigroup I, spanned by ap and a; is
Zariski dense in the group G := SL(RRY). Recall that we want to study the statistical
behavior of products of these matrices

Pn i=ag, - - aj, with iy =0or 1.

The main conclusion of Part IV is a control of the statistics of the recentered
logarithm of the norm of these product matrices

log || pn |l — nAi,, at scale 1

and more generally a simultaneous control of the statistics of the recentered loga-
rithm of the k™-singular values

logkk (pn) — nh,y, at scale 1.
Recall that A, denotes the k™-Lyapunov exponent of .

The Local Limit Theorem (Theorem 17.9) tells us the following:
Fix two real numbers a < b. Consider the 2" n-tuples (i1, ...,i) with ip =0
or 1. Then, when n — 0o, the number of n-tuples for which

(log || pnll —nAy,,) belongs to [a, b]

is equivalent to

on

for some positive constant C > O which depends only on L.

The multidimensional version of the Local Limit Theorem (Theorem 17.7) tells
us the following, if one keeps in mind that the sum ), _, _,logxx(g) is equal to O
for all g in G: o

For k=1,...,d — 1, fix two real numbers aj < by. Consider the 2" n-tuples
@i1,...,in) withig =0 or 1. Then, when n — oo, the number of n-tuples for which

(log ki (pn) — nh, ) belongs to lay, bil, forall k=1,...,d —1,
is equivalent to

ci2'n'® ] o —a)
k<d—1

for some positive constant C1 > O which depends only on .



Appendix A
Convergence of Sequences of Random Variables

In this appendix, we establish more or less classical, purely probabilistic results
about convergence of sequences of random variables.

A.1 Uniform Integrability

The concept of uniform integrability is a tool which is useful for proving con-
vergence of integrals when one cannot directly apply the Lebesgue Conver-
gence Theorem.

We first recall a lemma that we used in Sect. 4.5.

Let (£2, 2, P) be a probability space. A subset A € # is sometimes called an
event. A measurable function ¥ : 2 — R on (§2, %) is sometimes called a random
variable. The law of i is the probability measure on R which is the image of P
by ¥. We will write E|y| := fQ || dP for the L'-norm of ¥ and, when this norm
is finite, we will write E(y) := . o ¥ dP for the expectation or space average of this
random variable .

A subset .# of L'(£2, 2, P) is said to be uniformly integrable if it is bounded and

if, for any sequence A, in % with P(A,) —— 0, one has sup E(|y|14,) —— 0.
n—0oo llfeeﬁ n—oo

Example A.1 Let p > 1. A bounded sequence ¥, of functions in L”(£2, 4, P), i.e.
such that sup,,~ | E(|¢/,4|”) < oo is always uniformly integrable. Indeed this follows
from Holder’s inequality

E(Yalla,) <EQ¥al")? B(A)' "7 —— 0.

By the Dunford—Pettis Theorem, a subset of L' (£2, 2, P) is uniformly integrable
if and only if it is relatively compact in the weak topology. See [38, Chap. II,
Thm. T25]. We will only use the following Lemma A.2 which is an easy conse-
quence of the Dunford—Pettis Theorem.
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Lemma A.2 (Uniform integrability) Let v, be a sequence of integrable func-
tions on §2 which converges P-almost surely. Then this sequence converges in
LY(2, B, P) if and only if it is uniformly integrable.

Proof We just sketch the proof of this classical result. See [91, Chap. II-5].
= Set ¢ for the limit. Since by assumption lim E(|y,, — ¥|) = 0, we may
n—od
assume v, = ¢ for all n > 1. Since, by Lebesgue’s convergence theorem, one has
Nlim E(¥|1y)>n) =0, our assertion follows from the bound
—00

E(y[14,) = NP(AD) +E(¥[Ly=n)-

<= By assumption one has sup,..; E(|/,|) < co. By Fatou’s Lemma the limit
Y is integrable. Hence using the first implication, we can assume ¥ = 0. Since
the sequence ¥, converges almost surely to O, the sets A, := {|y,| > 1} sat-
isfy lim P(A,) = 0. Hence by assumption one has lim E(|,[14,) =0, and by
n—oo n—0o0
Lebesgue’s convergence theorem one has lim E(|,[14¢) = 0. Adding these equa-
n—od

tions proves that 1/, converges to 0 in L. U

A.2 The Martingale Convergence Theorem

We begin by recalling Doob’s martingale convergence theorem that we use
both in Sects. 2.5 and A.3.

Let (2, %, P) be a probability space. When %’ is a sub-o-algebra of %4, we
write E(y | B') for the conditional expectation of a random variable v and we
write P(A | ") :=E(14 | &) for the conditional probability of an event A.

Let (%,),>1 be an increasing sequence of sub-o -algebras of 2. We recall that
a martingale with respect to %, is a sequence V,, of P-integrable functions on £2
such that, for all n > 1, v, is the conditional expection of ¥, with respect to %),
that is,

wn :E(l/fn—&-l | 3311)

Theorem A.3 (Doob’s martingale theorem) Let (£2, B, P) be a probability space,
By, an increasing sequence of sub-o-algebras of B and W, a martingale with re-
spect to By,

(@) If sup,> E|y,| < 0o, then there exists a P-integrable function Voo on §2 such

that r, ——> Yoo P-almost surely.
n— o0

(b) If the v, are uniformly integrable, then one has K|y, — ¥oo] —> 0.
n— oo

The proof of Theorem A.3 will use the following maximal inequality
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Lemma A4 Let yr, be a martingale and & > 0. Then

P(sup; << [Vk| = &) < &7 E(|¥ul).
Proof We want to bound P(A) for A = Uj<x<, Ak, where

Ar={lY1l <& ... 1Yn-1l <& |yl = e} € Zx.

We compute, using Chebyshev’s inequality and the martingale property,

P(A) =35 P(Ap) < e ' Y0 B(Ykllay) < &7 ' Y0 E(¥alla,)
<& 'E(lynl),

which is the required inequality. g

Proof of Theorem A.3 for L*-bounded martingales Since we will only use this the-
orem in this case we will give the proof under the assumption: sup,,- | E(Iﬂ’%) < 0.
Using the martingale property, one has for m <n,

E((Wn — ¥m)?) = E(¥n)?) — E((¥m)?).

Hence the sequence E((yn)?) is non-decreasing, hence it is convergent, hence the

sequence 1/, is a Cauchy sequence in L2, and hence v/, converges in L?-norm to

some function ¥, € L2. Note that 1, also converges to Yo in L!-norm.
According to Lemma A.4, for ¢ > 0 and m > 1, one has

P(SUPy= [V — Yl = &) < & E(|Yos — Ym|) ——> 0.

m—0oQ

This proves that the sequence v, also converges P-almost surely towards . [

For a general proof see, for example, [62].

A.3 Kolmogorov’s Law of Large Numbers

We now briefly recall Kolmogorov’s law of large numbers and we explain how
it can be deduced from Doob’s martingale convergence theorem.

Let (£2, %, P) be a probability space. Two sub-o-algebras %’ and %"’ of %
are said to be independent if for every B’ € %8’ and B” € %" one has P(B' N B") =
P(B)P(B"). A sequence of functions ¢, on B is said to be independent if, for every
n > 1, the sub-o-algebra generated by ¢, is independent from the sub-o-algebra
Ay, generated by ¢y, ..., @,.

We have the classical
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Theorem A.5 (Kolmogorov’s Law of Large Numbers) Let (¢n)n>1 be a sequence
of integrable random variables which are independent and have the same law. Then
one has P-almost surely

L+ 4+ 90) —— Eo).
n—0o0

This sequence also converges in L', i.e.

El; @1+ +n) — E(pn)| ——0.

We will need a stronger version of Theorem A.5 where the same conclusion
is obtained under much weaker assumptions: the assumption that the variables have
the same law is replaced by a domination by an integrable law and the independence
assumption is replaced by a conditional recentering.

Theorem A.6 (Kolmogorov’s Law of Large Numbers bis) Let (¢n)n>1 be a se-
quence of random variables and %, be an increasing sequence of sub-o -algebras
such that @y, is By, -measurable. Assume that there exists an integrable random vari-
able ¢ such that, for every t > 0, n > 1, one has almost surely

P({lgnl > 1} | Bp—1) <P(p >1). (A.1)
Then one has almost surely

LY ok — Bl | Bi1) ——> 0.

This sequence also converges in L' with a speed depending only on ¢, i.e. there
exists a sequence ¢, = ¢, (¢) —> 0 such that
n—oQ

El; Xm0k —E | Be-1))] < ea(@). (A2)
We note that Condition (A.1) implies that for every ¢ > 0, n > 1, one has
P(lgnl > 1) <P(p >1). (A.3)
We will need the following elementary trick:

Lemma A.7 (Kronecker) Let (v,)n>1 be a sequence in a normed vector space such
that the series Y o | %vk converges. Then the sequence % Y i—1 vk converges to 0.

Proof By assumption, the sequence ¥, :== Y j_; %vk converges. Hence, its Cesaro
average converges to the same limit. Now, we have

1 1 ko1 1 —+1 1 1
;Zzzl Wk=222=1 Dem1 Ve = EZZ:l . e+ Ve = %‘//n - 222;1 V.

The result follows. O
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Proof of Theorem A.6 First step: We introduce the truncated random variables
@ = gn min(l, ).

These functions @,, are equal to ¢, when |¢,| <n, to n when ¢, > n and to —n
when ¢, < —n. We check that almost surely ¢, — @,, is equal to 0 except for finitely
many n. We also check that ¢,, — @,, converges to 0 in L.

The first statement follows from the Borel-Cantelli Lemma since one computes
using (A.3)

anl P(‘Pn #an) = anl IED(|§0n| >n) < anl ]P)(QO >n) < E((ﬂ),

which is finite since ¢ is integrable. The second statement follows from a similar
computation using (A.3)

E(lon — @) = [ " P(lgn| > 1) dt
< [ZP(p > 1)dt <E(plig=py),

which goes to 0 for n — oo by Lebesgue’s convergence theorem.
Second step: We introduce the random variables

@, :=E(p, | B,—1) and 5,1 =E(p, | PBn-1)

and we check that outside a null subset, the sequence ®,, — ®,, converges uniformly
to 0. Indeed this follows from a similar computation outside a null subset using
(A.1)

Dn = Pl = [ P(lgnl > 1} | Bu_1)drt
< [ZP(p > 1)dt <E(plig=n}).

which goes to 0 for n — oo.
Third step: We introduce the random variables

Y=Yt (@ — i)

and we check that this sequence v, converges almost surely and in L' towards a
function Y. This follows from Doob’s martingale convergence theorem A.3: by
construction v, is a martingale with respect to %,,. We only have to check that the
sequence , is bounded in L? and hence uniformly integrable. Hence we compute
using orthogonality properties of the conditional expectation

EW2) =Y4o) E(@ — P0?) < R:= Y32 SE@)).
It remains to check that this right-hand side R is finite. For ¢ > 0, we set

Fr.(t) =P(lgx| > t) and F(¢t) :=P(p > 1).
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As in the first steps, but in a more tricky way, using integration by parts and (A.1),
we get

R=Y72, 5 [y 2 Fetydr < Y02, 35 fo 20 F(oyde
<Zm I(Zk mk2)fm 12tF(t)dt<Zm lm rT_ltF(t)dt
<8 [y  F(1)dt =8E(p) < oco.

Fourth step: We just combine the three first steps:
Set ¢y, :=E(p1{y>n)). By taking a Cesaro average in the first step, the sequence
% Y i—1(ox — @) converges to 0 almost surely and one has the L!-bound

EIL S i (o — P01 < £ Yi enke
Using the second step in the same way, the sequence
i i1 (P = )
converges to 0 almost surely and one also has the L!-bound
Ely Ykt (@r = @)l < 3 Yk cLe

By Lemma A.7, we deduce from the third step that the sequence % Yo @ —
@) converges to 0 almost surely. Using the same computation as in the proof of
Lemma A.7, one gets the equality

S @~ P =V~ 230 i
= Voo + (Y — Yoo) — 1 221 (Y — Vo),
and the L'-bound
El} Yie1 @k — POl < 1 ElYool +Eloo — ¥l + & 071 ElYio — Viel-
Now, reasoning as in the third step, one gets
E((Yoo = ¥n)?) < X001 2E@D)
<dyi= Y02, 2 fy 1 F(n)dr.

This sequence d,, = d, (¢) converges to 0 for n — oo, since the following series is
convergent:

Yo Byt Fyde < Yo & Feyde
58[0 F(t)dt <8E(p) < 0.
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Furthermore, still by the third step and the Cauchy—Schwarz inequality, one also has
Elyool <2E(p)'%.

Now, (A.2) follows with
=20 i+ 2E@) 2 +d P+ Ly a) 0

The following statement is not a direct consequence of Theorem A.6 but its proof
is similar and much simpler since no truncation step is needed.

Corollary A.8 Let (¢,)n>1 be a sequence of random variables which are bounded
in L? and such that

E(on 01y, 0n—1) =0 foralln > 1.
Then the sequence % Y i—1 ¥k converges to 0 almost surely and in L2
Proof By assumption, the sequence of random variables
Yn =1 1%
is a martingale with respect to %,,. This martingale is bounded in L? since
EW) =it 2E@) = 2% ) supes1 E(g) < oo

Hence by Doob’s martingale convergence theorem, v, converges almost surely and
in L2. We conclude thanks to Lemma A.7 that %ZZ: | ¥x converges to 0 almost
surely and in L? when n — oo. 0



Appendix B
The Essential Spectrum of Bounded Operators

Let E be a (complex) Banach space and T be a bounded endomorphism of E. In this
chapter, we will introduce a non-empty closed subset o, (7) of the spectrum o (T)
of T, called the essential spectrum of 7. The essential spectral radius p.(7) of T
will be defined as the largest modulus of an element of the essential spectrum. If A
is a spectral value of 7" whose modulus is larger than p,(7'), then A is an eigenvalue
of T. Now, the essential spectral radius may be computed by using a formula, due to
Nussbaum. We will then apply this formula to dominate the essential spectral radius
under certain assumptions which are natural in a dynamical setting. This result was
used in Chaps. 15 and 16 in the proof of the Local Limit Theorem.

In this appendix, we will freely use the basic results of Functional Analysis as in
Rudin’s books [107] and [108] .

B.1 Compact Operators

In this section, we recall the definition of compact operators and some ele-
mentary properties.

Let E be a complex Banach space. For any x in E and r > 0, we let Bg(x, r) (or
B(x, r) when there is no ambiguity) denote the closed ball with center x and radius
rin E.

Let E, F be Banach spaces. We let Z(E, F') denote the space of bounded linear
operators from E to F, equipped with its natural Banach space structure. When
E = F, we write Z(E) for #4(E, E). It carries a natural structure of a Banach
algebra.

A bounded operator T : E — F is said to be compact if the set T B(0, 1) is rela-
tively compact in F (in the norm topology). This amounts to saying that the image
under 7 of any bounded subset of E is relatively compact in F. We let J#Z (E, F)
(or # (E) when E = F) denote the set of compact operators from E to F.
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Lemma B.1 Let E, F, G be Banach spaces. The set # (E, F) of compact opera-
tors from E to F is a closed subspace of 8(E, F). One has

B(F,G) ¥ (E,F)C ¥ (E,G)and ¥ (F,G)AB(E, F)C ¥ (E,G).
In particular, the space ¢ (E) is an ideal in the Banach algebra $(E).

The proof of closedness of the space of compact operators (such as several other
proofs below) uses the following classical characterization of relatively compact
subsets of complete metric spaces: a subset Y of a complete metric space (X, d) is
relatively compact if and only if, for every ¢ > 0, Y is contained in a finite union of
balls of X with radius ¢.

Proof of Lemma B.1 Any scalar multiple of a compact operator is clearly compact.
If S and T are compact operators from E to F, S+ T is compact since the sum map
F x F — F is continuous.

Assume T is a compact operator from E to F and S is any operator in Z(F, G).
Then, since S is continuous and T B(0, 1) is relatively compact in F, ST B(0, 1) is
relatively compact, hence ST is compact. Now, assume 7 is in 2 (F, G) and S is
in A(E, F). Since SB(0, 1) is bounded and T is compact, T SB(0, 1) is compact.
Hence TS is compact.

It remains to check that JZ (E, F) is closed in ZA(E, F). Let (T,,) be a sequence
in JZ (E, F) that converges in the norm topology towards an operator 7 and let
us prove that 7 is compact. We will use the characterization above of relatively
compact subsets of F. Fix ¢ > 0. Chose n such that ||T — 7,|| < e. Then, since
T,B(0, 1) is relatively compact in F, there exist y1, ..., yp in F with

T,B(0,1) C B(y1,e) U---UB(yp,¢).
As |T — Tyl <e, we get
TB(0,1) C B(y1,2e) U---U B(yp, 2¢).
Since this holds for any &, T B(0, 1) is compact, which completes the proof. d

Let E and F be Banach spaces and E* and F* be their topological dual spaces.
For any T in A(E, F), we let T* denote its adjoint operator: this is the bounded
operator

F*— E*
fr foTl.

We will sometimes use duality arguments which rely on the following lemma.

Lemma B.2 A bounded operator T : E — F is compact if and only if T* is com-
pact.
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Proof Assume T is compact. Fix ¢ >0 and y1,..., y, in F with

TBE(0,1) CBr(y1,8)U---UBFp(yp,&).

Consider the finite-dimensional subspace G of F spanned by yi, ..., y,. Since the
dual space of G is also finite-dimensional, its unit ball is compact and there exist
linear functionals fi, ..., f; in Bg+(0, 1) such that

Bg+(0,1) C BG*(fl,S/M)U-”UBG*(fq,E/M),

where M = maxi<;<p |ly; . By the Hahn—Banach theorem, f1, ..., f, may be ex-
tended as linear functionals on F which have norm < 1 (which we still denote by
fl 9 ey fq)

Now, pick f in Bp=(0, 1). By construction, there exists 1 < j < g with

(f = fi.n)| <ellyl

for any y in G. We claim that we have || T*f =T*f; ” <3¢ in E*. Indeed, for any
x in Bg(0, 1), there exists 1 <i < p with ||Tx — y;|| < e&. We then have

(T*f =T"fj,x) = (f, Tx —yi) +{f = [, 5i) = {f}, Tx — yi),
hence |(T*f — T*fj,x)| < 3¢. Thus, we have
TBp+(0,1) C Be+(T™ f1, 3¢) U~--UBE*(T*fq,38),

and T* is compact since this holds for any ¢ > 0.

Conversely, assume 7* is compact. By the result above, the bounded operator
T** between the bidual spaces E** and F** is compact. If E and F are reflexive,
we are done. In general, E and F embed isometrically as closed subspaces in E**
and F** and T Bg(0, 1) is contained in the intersection of T**Bg« (0, 1) with the
image of F in F**. As T** Bg+ (0, 1) is relatively compact in F**, sois T Bg(0, 1)
in F, which completes the proof. g

B.2 Bounded Operators and Their Adjoints

We recall classical properties of the adjoint operators of bounded operators.

Let E be a Banach space and E* be the topological dual space of E. If F is a
closed subspace of E, we let F L denote the orthogonal subspace of F in E*, that
is, the space of linear functionals f on E such that f is 0 on F'. We recall that the
weak-x topology on E* is the topology of locally convex vector space defined by
the family of seminorms on E* given by f > | f(x)|, where x varies in E.

To be able to describe the spectral structure of compact operators, we shall need
elementary properties of adjoint operators, which are summarized in the following
lemma.
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Lemma B.3 Let E, F be Banach spaces and T : E — F be a bounded linear
operator.

(a) We have (ImT)* =Ker T* and ImT* is weak-* dense in (Ker T)*.
(b) In particular, the operator T has closed image if and only if T* has closed
image. In this case, one has (Ker T)l =ImT*.

The proof of this lemma uses quotients of Banach spaces. Throughout the sequel,
when E is a Banach space and F is a closed subspace of E, we equip the quotient
space E/F with the norm defined by, for any x in E,

lx 4+ F|| = inf ||x 4+ y]|| . (B.1)
yeF

This induces a Banach space structure on E/F. Since formula (B.1) defines a norm,
there exists a vector x € E with ||x|| = 2 and such that ||[x — y|| > 1 for any y in F.
Such a vector x will be useful in the following sections. Indeed, it will play the role
of an almost-normal direction to F' even though E is not assumed to be a Hilbert
space. Note that the natural maps F+ — (E/F)* and E*/F+ — F* are isometries
(in the second case, this follows by the Hahn—Banach Theorem).

Proof (a) For any f in E*, we have
T*f=0&VxeE (f,Tx)=0<% fimr =0,

hence one has the equality (Im ')+ = Ker T*.
Now, observe that one has Im 7* C (Ker T)1: indeed, if fisin F* and x is in
Ker T, one has

(T*f.x)=(f.Tx)=0.
Hence by the Hahn—-Banach theorem applied in F, one has

KerT = {x € E|Vf € F* (T*f,x)=0}.

Then by the Hahn—Banach theorem applied to the weak-x topology on E*, the space
(Ker T)1 is the weak-* closure of Im 7*.
(b) Assume now T has closed image. Then T factors as a composition

E— E/KerT — F,

where, by the open mapping Theorem, the second map is an isomorphism with its
image. We thus have a factorization of 7* as

F*— (E/KerT)* — E*,

where the first map is an isomorphism. Therefore, the space Im T* is closed in E*
and equal to (Ker T)L.
It remains to prove that if Im 7* is closed in E*, Im T is closed in F.
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Assume first that 7 has dense image, so that, since Ker 7 = (Im T)J-, T* is in-
jective. Then, since we assumed that 7* has a closed image, by the open mapping
Theorem, there exists an ¢ > 0 such that, forevery f in F*,onehas ||[T* f|| > ¢ | f].
We claim that one has

TBg(0,1) D Br(0,¢). (B.2)

We argue as in the proof of the open mapping Theorem. Indeed, as T Bg(0, 1) is
convex, by the Hahn—Banach Theorem, for every y in F ~\. T Bg(0, 1), there exists
an f in F* with

(Anl> sup (ATx)=|T*f| =elflIl.

x€BE(0,1)
We get ||y|| > €, hence the claim (B.2). This implies that one has
TBE(0,2) D Br(0,¢). (B.3)
For any y = yg in Br(0, €), one can find x¢ in Bg (0, 1) such that
y1=yo—Txo
has norm < ¢/2. Iterating this process, one construct a sequence (x,) such that, for
any n, ||x,]| <27" and

Ynr1=y0o—T(xo+ -+ x,)

has norm < 2771 As 3 o llxnll <2, x =3, x|l belongs to Bg(0,2) and
by construction, Tx = y. This proves (B.3). In particular, T is surjective and we are
done with the result under the assumption that 7 has dense image.

In general, we set G =Im T, so that 7 may be written as a composition of maps

E-L G F,

where the first one has dense image. The corresponding decomposition for 7* is of
the form

F* > 6* L g*,

In this decomposition, the first map is surjective and the second one has closed im-
age. In other words, the adjoint of the operator £ — G, x — T x has closed image.
Hence, by the first part of the proof, this operator is surjective, which completes the
proof. U

B.3 The Spectrum of Compact Operators

In this section, we describe the structure of the spectrum of compact operators.
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We will now assume E = F. If T is a bounded operator of E, we let og(T') (or
o (T) when there is no ambiguity) denote its spectrum, that is, the set of A in C such
that 7 — A is not invertible, and we let p(T') denote the spectral radius of T, that is,
the radius of the smallest disc centered at 0 in C which contains o (7). We assume
that E is infinite-dimensional (otherwise, every operator is compact and the spectral
result below is trivial).

Proposition B.4 Let T be a compact bounded operator of E. Then o(T) is the
union of 0 and an at most countable subset of C with 0 as its unique cluster point.
For every A # 0 in o (T), the space E splits uniquely as a direct sum E = E; & F,
where E, and F) are T-stable closed subspaces of E, E, has finite dimension,
og, (T) ={\}and o, (T) =0 (T) ~ {A}.

The proof relies on a succession of lemmas where we will prove that the spaces
E, =, Ker (T —A)" and F,, =), Im (T — 1)" have the required properties.
First, we study eigenspaces of T.

Lemma B.5 Let T be a compact bounded operator of E and A be a nonzero com-
plex number. For any r > 1, the space Ker (T — A)" is finite-dimensional.

Proof First assume we have r = 1. Set F = Ker(T — A). We have the equal-
ity TBr(0,1) = Br(0, |A]). Therefore, Br (0, |1|) is relatively compact in F. As
|A| # 0, Riesz’s Theorem implies that F is finite-dimensional.

Now, in general, introduce the operator

S:=T-1"—(=1"

so that (T —A)" = S+ (—A)". By Lemma B.1, the operator S is compact, hence the
space Ker(T — X)" is finite-dimensional. O

Now duality allows us to recover information on Im(7" — A).

Lemma B.6 Let T be a compact bounded operator of E and A be a nonzero com-
plex number. For any r > 1, the space Im (T — 1)" is closed with finite codimension.

Proof Again, as in the proof of Lemma B.5, it suffices to deal with the case r = 1.
First, let us prove that Im(7 — A) is closed. Let F = E/Ker(T —X) and S : F —
E be the bounded injective operator induced by (T — A). We claim that there exists
an ¢ > 0 with ||Sy|| > ¢ ||y|| for any y in F (which implies the result). Indeed, if this
is not the case, there exists a sequence (y;) of unit vectors in F with || Sy, || m) 0.

Let 7 : E — F be the quotient map. For any n, pick x,, in E with 7 (x,) = y, and
1 <||lxn|l <2. By the definition of S, we have

Tx, — Ax, —— 0.
n—0o0
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As (x,) is bounded in E and T is compact, after having extracted a subsequence,
we can assume that there exists a vector z in E with

Tx, —— z.
n— oo

We also get

Ax, —> Z.
n—>0oo

Hence, if we set t = %z, we have x, —— t and Tt = At, that is, t € Ker(T — )).
n—>oo

Applying 7 gives
Yn =7 (xp) ——> 7 (1) =0,
n—oo

a contradiction. Therefore S has closed image and Im(7" — 1) is closed.

Set G = Im(7T — A). By Lemma B.3, we have G+ = Ker(T* — 1). Since, by
Lemma B.2, the operator T* is compact, Lemma B.5 implies that G is finite-
dimensional. As G may be seen as the topological dual space of E/G, the codi-
mension of Im(7 — 1) is finite. O

Now, we prove that the non-increasing sequence of subspaces from Lemma B.7
eventually becomes stationary.

Lemma B.7 Let T be a compact bounded operator of E and A be a nonzero com-
plex number.
Then there exists an integer r > 0 such that Im (T — A)" =1Im (T — A)" 1.

Proof Assume this is not the case and set, for any r, G, =Im (7 — 1)", which is a
closed subspace of E by Lemma B.6. By assumption, we have G,y C G,. Since
formula (B.1) defines a norm, there exists x, € G, with ||x,|| =2 and ||x, — y|| > 1
forany y in G,41.

For r < s, we have

Tx, — Txg =Axp + (Tx; — Ax, — Txg),

hence, as Tx, — Ax, — Txg belongs to G,+1, |Tx, — Txs|| > |A|. In particular, the
sequence (7 x;) has no converging subsequence, which contradicts the compactness
of T. g

Finally, we prove the dual statement to that of Lemma B.7:
Lemma B.8 Let T be a compact bounded operator of E and A be a nonzero com-
plex number.

Then there exists an integer r > 0 such that Ker (T — 1)" = Ker (T — )"+,

Proof We prove this statement by duality. Indeed, let » > 0. By Lemma B.6 the
operator (T —X)" has closed image. Hence, by Lemma B.3, the orthogonal subspace
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of Ker(T — A)" in E* is Im(T* — A)". Now, by Lemma B.2, T* is compact, so that,
by Lemma B.7, there exists an integer » > 0 with Im (7* — A)" = Im (T* — A)"+!
and we are done. O

‘We now have all the tools at hand to establish the

Proof of Proposition B.4 Let A be a nonzero complex number. By Lemmas B.7 and
B.8, we can fix r > 0 so that, for all s > r,

Ker(T —A)" =Ker(T —1)° and Im(T —A)" =Im(T — 1)°.

We set
E);=Ker(T —A)" and F,=Im(T —1)".

By Lemma B.5, E, has finite dimension and, by Lemma B.6, F) is closed with
finite codimension.

We claim that E; N F) = {0}. Indeed, if x belongs to this intersection, we may
write x = (T — 1)y for some y. As (T — A1) x =0, we get (T — A)zry =0, hence,
by the choice of r, (T — A)"y =0, that is, x = 0, which was to be proved.

We claim that E, & F) = E. Indeed, let x be in E and let us prove that x may
be written as a sum of an element of E; and of one of Fj. By definition, (7' — 1)" x
belongs to Fj. Since (T — L) F, = F),, there exists a vector y in F) with

(T —A)'x=(T—=1)"y.

We get x — y € E; and we are done.

By definition the only spectral value of T on E; is A. We claim that A is not a
spectral value of T on F) . Indeed, by definition this operator 7 — X is surjective on
F). and we have just seen that this operator 7 — A is injective on F;. Hence T — A
is an automorphism of F), as required.

Now, assume A is a nonzero spectral value of T. To complete the proof of Propo-
sition B.4, it only remains to prove that X is an isolated point of the spectrum. Indeed,
if w # X is a complex number that is close enough to A, since T — A is invertible
on Fy, T — u is invertible on Fj. As i # A, T — u is also invertible on E; and the
result follows. 0

B.4 Fredholm Operators and the Essential Spectrum

We now introduce Fredholm operators: these are the operators which are in-
vertible modulo the ideal of compact operators. In the same spirit, we define
the essential spectral radius of an operator: this is the spectral radius of the
image of the operator in the Calkin algebra.
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Definition B.9 Let E be a Banach space. The quotient of the Banach algebra of
bounded operators on E by the ideal of compact operators

C(E):=HA(E)| ¥ (E)
is a Banach algebra called the Calkin algebra.

Let T be a bounded linear operator in E. We say that T is Fredholm if there
exists a bounded operator S such that 7S — 1 and ST — 1 are compact operators. In
other words, T is Fredholm if and only if its image in the Calkin algebra €' (E) is
invertible.

Lemma B.10 The product T\ T of two Fredholm operators Ty and T» of E is also
Fredholm.

Proof As in any ring, the product xjx; of two invertible elements x; and x; of the
Calkin algebra is also invertible. O

Proposition B.11 Let T be a bounded linear operator in E. Then T is Fredholm if
and only if Ker T is finite-dimensional and Im T is closed with finite codimension.

Proof Assume Ker T is finite-dimensional and Im 7T is closed with finite codimen-
sion. Choose closed subspaces F and G of E such that

E=F®KerT=G®ImT.

The action of T induces an isomorphism from F onto Im7. We define R as the
inverse operator In7 — F.Forany x in E,ifx =y +z with yinIm7 and z in G,
we set Sx = Ry. Let us check that ST — 1 and TS — 1 are compact; we will even
prove that they have finite rank. Indeed, for any x in F', we have ST x = x. Therefore
Ker(ST — 1) D F and ST — 1 has finite rank since F has finite codimension. In the
same way, for any x in Im7, TSx = x and 7S — 1 has finite rank. Thus T is
Fredholm.

Conversely, assume that 7 is Fredholm and let S be such that K = ST — 1
and L =TS — 1 are compact operators. Then we have Ker7T C Ker(K + 1),
hence, by Lemma B.5, Ker7 is finite-dimensional. In the same way, we have
Im7 D Im(L + 1), hence, by Lemma B.6, Im T is closed with finite codimension. [

Corollary B.12 A bounded linear operator T of E is Fredholm if and only if T*
is.

Proof Assume T is Fredholm and let S be an inverse of 7" modulo compact opera-
tors. By Lemma B.2, the operators S*7* —1=(TS—1)*and T*S*—1 = (ST — 1)*
are compact. Thus, 7* is Fredholm.

Conversely, assume 7* is Fredholm. By Proposition B.11, Im7T* is closed, so
that by Lemma B.3, Im T is closed, (Im 7)) = Ker 7* and (Ker 7)= = Im T*. As,
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again by Proposition B.11, Ker T* is finite-dimensional and Im 7* has finite codi-
mension, Im 7" has finite codimension and Ker T is finite-dimensional. Now Propo-
sition B.11 tells us that the operator T is Fredholm. O

Let T be a bounded operator of E. We define the essential spectrum o,(T) of T
as the set of complex numbers A such that 7 — X is not Fredholm. In other words,
0.(T) is the spectrum of the image of T in the Calkin algebra ¢ (E). In particular
0.(T) is a non-empty closed subset of o (T). By Corollary B.12, we have ¢,(T*) =
o.(T).

We also define the essential spectral radius p.(T) of T as the radius of the small-
est disc centered at 0 in C which contains o, (T): in other words p.(T') is the spectral
radius of the image of T in the Calkin algebra €' (E).

Lemma B.13 Let T be a bounded operator in E. For all n > 1, the essential spec-
tral radius of T" is given by pe(T") = pe(T)".

Proof As in any Banach algebra, the spectral radius p(x) of an element x of the
Calkin algebra ¢’ (E) is given by p(x) = lim [|x"|| 1/ and hence satisfies the equal-
n—oo

ity p(x") = p(x)", for all positive integers 7. O

If T is a compact operator, its essential spectrum is {0}. Thus, Proposition B.4
may be seen as a description of the spectral values of 7 whose modulus is > p.(T).
This description may be extended in general:

Proposition B.14 Let T be a bounded operator of E. Then the set of spectral
values of T with modulus > p.(T) is at most countable and all its cluster points have
modulus p.(T). For every A in o (T) with |A| > p.(T), the space E splits uniquely
as adirect sum E = E; @ F), where E, and F)_are T-stable closed subspaces of E,
Ej, has finite dimension, og, (T) ={A} and o, (T) =0 (T) ~ {A}.

The following example is important to keep in mind while reading the proof
of Proposition B.14. The reader is strongly encouraged to check the details of this
example.

Example B.15 Let E = ¢>(N) be the Hilbert space of square-integrable complex
sequences and T : E — E be the shift operator given by, for any x = (x4 )ren in E,
Tx = (xg+1)keN- The spectrum o (T') of T is the unit disc in C. Its essential spec-
trum is the unit circle in C.

The proof of Proposition B.14 is completely analogous to that of Proposition B.4.
We easily extend Lemmas B.5 and B.6.

Lemma B.16 Let T be a compact bounded operator of E and ) be a nonzero
complex number. For any r > 1, the space Ker (T — A)" is finite-dimensional and
the space Im (T — L)" is closed with finite codimension.



B.4 Fredholm Operators and the Essential Spectrum 305

Proof This follows from Proposition B.11 since, by Lemma B.10, the operator
(T — )\)" is Fredholm. O

The only difficulty is to extend Lemma B.7. This is done by

Lemma B.17 Let T be a bounded operator of E and A be a complex number with
Al > pe(T).
Then there exists an integer r > 0 such that Im(T — A)" =Im(T — )»)’H.

Proof This proof is a refinement of that of Lemma B.7, which uses the spectral
radius formula in the Calkin algebra €' (E).

We again assume that the conclusion is false, and we introduce, for any r > 0,
G, =Im(T — A)". Since A is not an essential spectral value of T, by Lemma B.10
and Proposition B.11, for any r > 0, the space G, = Im(T — )" is closed in E. For
any r, we fix a vector x, in G, with ||x,|| =2 and ||x, — y|| > 1 for any y in G,41.

We pick 6 with p.(T) < 8 < |A|. By the spectral radius formula in the Calkin
algebra ¢’ (E), for any large enough n, there exists a compact operator S, of E such
that

77— s, <o

Let us prove that, if n is sufficiently large, the sequence (S, x,),>0 has no converging
subsequence: the result follows from this contradiction. Indeed, for any r < s, we
have

Spxr — Spxs =T"xp — T"x5 + (S — T") (xp — x5)
=M+ (T"x, — M'x, = T"x5) + (S — T (xr — x5).
AsT" — A" = (T —A)(T" ' 4 ... 4+ 17 1), the element
yi=T"x — A"x, — T"x;
belongs to G, 1. Hence, one has ||A"x, 4+ y| > |A|" and
1Suy — Spaxsll = (A1 = [ Sy — T" | e — xs [l = [A]" — 46"
Since 0 < |A|, for large n, we have |A|" — 46" > 0 and we are done. Il

As above, the dual result is

Lemma B.18 Let T be a bounded operator of E and A be a complex number with
Al > pe(T).
Then there exists an integer r > 0 such that Ker(T — 1)" = Ker(T — 1) t1.

Proof Again, as, by Proposition B.11, (T — A)" has closed image, we have

(Ker(T —A)")t =Im(T* — 1)"
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by Lemma B.3. The result follows since T* — A is Fredholm by Corollary B.12. [

Proof of Proposition B.14 This follows from Lemmas B.16, B.17, B.18 as Proposi-
tion B.4 followed from Lemmas B.5, B.6, B.7 and B.8. O

The following corollary extends the conclusion of Proposition B.14 to a larger
set of complex numbers A.

Corollary B.19 Let T be a bounded operator of E and denote by 2 the unbounded
connected component of C \ 0,(T). Then the set of spectral values of T belonging
to §2 is at most countable and is discrete in S2. For every ) in o (T)N $2, the space E
splits uniquely as a direct sum E = E, @ F,, where E, and F)_are T -stable closed
subspaces of E, Ej has finite dimension, og, (T) ={A} and o, (T) = o (T) \ {A}.

Since we will not use this Corollary we just sketch its proof.

Proof Let K be the compact set K := C \ £2. Fix a complex value A in o (T) N £2.
According to Mergelyan’s Theorem (see [107]), there exists a polynomial function
P with complex coefficients such that

|P(A)] > sup | P(2)].
zek

The corollary now follows by applying Proposition B.14 to the operator P(7) and
its spectral value P (A). Il

B.5 The Measure of Non-compactness

We introduce the seminorm y on operators which measures how far they are
from being compact. This seminorm allows us to give an analogue of the spec-
tral radius formula for the essential spectral radius: this is Nussbaum’s for-
mula.

Let T be a bounded operator of the Banach space E. We let y (T') be the infimum
of the set of r > 0 such that T B(0, 1) is contained in a finite union of balls with
radius r. This infimum y (T) is called the measure of non-compactness of T. By
definition, one has y (T) < ||T||.

Lemma B.20 The function y is a seminorm on 9(E) which cancels exactly on
JH(E). Forany S, T in B(E), we have y (ST) <y (S)y(T).

Remark B.21 The seminorm y factors as a norm on the Calkin algebra % (E), but
it is not clear whether this norm is complete, hence it is not clear whether this norm
is equivalent to the quotient norm on € (E).
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Proof By definition, if T is a bounded operator, y(7T) = 0 if and only if T is com-
pact. Furthermore, y is clearly homogeneous.
Let S, T bein ZA(E) and let s > y(S) and t > y(T). We want to prove that

y(S§+T)<s+tand y(ST) <st.

We can find x1, ..., x, and yq, ..., y, in E with

m n
SBO, 1) | JB(xi,s) and TBO, 1) C (] B(y;.1).
i=1 j=1

On one hand, we have
(S+1)BO. 1) c | JB&i.s) + BGyj.0) =BG +yj.s+1).
i,j i,j
On the other hand, we have
STBO. 1) C | J(Sy; +15B©. 1) | Blex; + Syj. s0).
J i,j
The result follows. U

Even though the seminorm y does not factor as the usual norm on the Calkin
algebra ¥’ (E), it may be used to compute the essential spectral radius:

Theorem B.22 (Nussbaum) Let T be a bounded operator of E. We have
. 1
pe(T) = lim y(T")n.
n—od

Note that the limit exists from Lemma B.20 and a classical subadditivity argu-
ment.

The remainder of the section will be devoted to the proof of Theorem B.22. We
temporarily set

n(T) = lim y(T").
n—oo

Since y(T) < ||T||, we clearly have n(T) < p(T). The more precise inequality
n(T) < p(T) will essentially follow from Proposition B.14. We will first focus
on the reverse inequality.

We need to prove that, if A is a complex number with [A| > n(T), then T — A is
Fredholm. The main step in this proof is

Lemma B.23 Let T be a bounded operator of E and A be a complex number with
|L| > n(T). The operator T — A is proper on bounded subsets of E. More precisely,
for any compact subset K of E, the set of x in B(0, 1) with (T —A)x € K is compact.
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Proof By replacing T with A~ T, we can assume A = 1.
Weset L= B(0,1)N(T —1)"'K.For x in L we sety=Tx —xsothaty e K.
For any n > 1, we have

T”x—x:y—i—~-~|—T"_1y,

that is,
x=—y—- =T 'y 4 T"x,
We get
LC—K—-—T" 'K +T"B(0,1).
Fix ¢ > 0. As n(T) < 1, we have y(T") m 0 and we can find n > 1 with

y(T™) <e.As —K — ... — T"~1K is a compact subset of E, it can be covered by a
finite number of balls with radius €. Therefore, L can be covered by a finite number
of balls with radius 2¢. As this is true for any ¢ and as L is clearly closed, L is
compact. g

Now, operators which are proper on bounded subsets may be easily described:

Lemma B.24 Let T be a bounded operator of E. Then T is proper on bounded
subsets if and only if Ker T is finite-dimensional and Im T is closed.

Proof Assume Ker T is finite-dimensional and Im T is closed. Then the projection
map E — E /KerT is proper on bounded subsets and, as 7' factors as a composition
of this map with an isomorphism from E/Ker T onto a closed subspace of E, T is
proper on bounded subsets.

Conversely, assume that T is proper on bounded subsets. As we have the equality
Bger7(0,1) = Bg(0,1) N T_I{O}, the ball Bger7(0, 1) is compact and, by Riesz’s
Theorem, Ker T is finite-dimensional. Let F' be a closed subspace of E such that
E=F®KerT.We have InT = T F, hence it suffices to prove that T F' is closed
in E. We claim that there exists an ¢ > 0 such that ||Tx| > ¢ ||x|| for any x in F:
this implies that 7' F is closed. Indeed, if this is not the case, there exists a sequence
(x,) of unit vectors in F with

ITx,|| —— O.
n—0o0

Then, the set K = {0} [ J{x,|n > 0} is compact in E. As (x,) is bounded and T is

proper on bounded subsets, (x,) admits a subsequence which converges to some y

in F. Since the (x,) are unit vectors, we have ||y|| = 1. Since ||Tx,| —— 0, we
n—o0

have Ty = 0, which contradicts the fact that F N Ker T = {0}. O

To conclude from Lemmas B.23 and B.24, we again need to apply a duality
argument. This relies on
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Lemma B.25 Let T be a bounded operator of E. Then we have y (T*) <2y (T).

Proof We prove this by taking care of the constants in the proof of Lemma B.2.
Fixr > y(T)and y1, ..., yp in E with

TBE(O’ 1) C BE()’IJ’)U"‘UBE(YP»”)-

Consider the finite-dimensional subspace F of E spanned by y1, ..., y,.Picke > 0.
Since the dual space of F is also finite-dimensional, its unit ball is compact and there
exist linear functionals fi, ..., f; in Br=(0, 1) such that

Br«(0,1) C BF*(fl,S/M)U~--UBF*(fq,8/M),

where M = maxi<;<p |lyi . By the Hahn—-Banach theorem, f1, ..., f, may be ex-
tended as linear functionals on £ which have norm < 1 (which we still denote by

fireeos fo)

Now, pick f in Bg=(0, 1). By construction, there exists 1 < j < g with

[(f = fin]=elyl

for any y in F. We claim that we have || T*f—-T*f; || <2r +¢in E*. Indeed, for
any x in Bg(0, 1), there exists 1 <i < p with ||Tx — y;|| <r. We then have

(T*f =T fj,x)=(f, Tx = yi) +{f = fi, yi) = {fj, Tx = i),
hence |(T* f — T* fj, x)| < 2r + &. Thus, we have
Bp+(0,1) C Bp«(T* f1,2r + &) U---UBe«(T™* f, 2r +¢).
Since this holds for any ¢ > 0 and r > y(T), the result follows. O

We now can conclude the

Proof of Theorem B.22 We first prove that n(T) < p.(T). Pick 6 > p.(T). By
Proposition B.14, we may find a splitting of E as a direct sum F & G, where F and
G are closed, T -stable subspaces, F is finite-dimensional and all the spectral values
of T in G have modulus < 6. We clearly have ng(7T) = max(ng(T), ng(T)). As
F is finite-dimensional, we have np(T) =0. As ng(T) < pg(T), we get n(T) <86.
As this is true for any 6 > p.(T), we get n(T) < p.(T).

Conversely, let us prove that n(T) > p.(T). We fix A in C with |A| > n(T) and
we will prove that T — A is Fredholm. By Lemma B.23, T — A is proper on bounded
subsets. By Lemma B.24, T — A has finite-dimensional kernel and closed image.
Now, by Lemma B.25, we have n(T™*) < n(T), hence |A| > n(T*). Therefore, again
by Lemmas B.23 and B.24, T* — A has finite-dimensional kernel. As one has

Ker(T* — A) =Im(T — )+,

the vector subspace Im(7" — A) has finite codimension. By Proposition B.11, T — A
is Fredholm and the theorem follows. 0
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B.6 A Result of Ionescu-Tulcea and Marinescu

We will now use Nussbaum’s formula to give a proof of a result due to lonescu-
Tulcea and Marinescu, which we used in our proof of the local limit theorem.
This proof is due to Hennion in [66] (see also [68]).

Let E and F be Banach spaces. A compact embedding from E to F is an injective
bounded operator E — F which is compact. Given such an embedding, we identify
E with its image in F.

Theorem B.26 (Ionescu-Tulcea and Marinescu) Let E < F be a compact embed-
ding of Banach spaces. Let T be a bounded operator in F. We assume that TE C E
and that there exist 0 > 0 and M > 0 such that, for any x in E, one has

ITxllg <0 llxllg+MlxllF.

Then T has essential spectral radius < 6 in E. In particular, if T has spectral radius
p > 0, it admits an eigenvalue with modulus p.

Proof We will apply Nussbaum’s Formula to the operator 7 in E. To this end, we
need to control the action of the powers of 7. For any n > 1, set

n—1
My=MY ok |T| "k
k=0

An easy induction argument gives, for any x in E,
[7"x ] < 6" el + Mu Il

As the embedding of E in F is compact, there exist x1, ..., x, in Bg(0, 1) such that,
for any x in Bg(0, 1), one can find 1 <i <r with ||x — x;||p <6"/M,. One then
gets

|7"x = T"x; ||, <367,

hence y(T") < 36". By Nussbaum’s Formula Theorem B.22, we get p.(T) < 0
in E.
The last statement follows from Proposition B.14. g



Appendix C
Bibliographical Comments

We want to cite here our sources. This is not an easy task since we have mixed in
this text ideas coming from various old fashioned books, inaccessible articles, lost
preprints, drowsy seminars, endless discussions and silly reflections. An excellent
general reference is the monograph [25] by Bougerol and Lacroix.

Chapter 2. Markov chains is a very classical topic in Probability theory (see
the book of Dynkin [42], Neveu [91], Meyn and Tweedie [89] or the survey of
Kaimanovich and Vershik [74]). They have been introduced by Markov for count-
able state spaces X, and have been generalized since then to any standard state
spaces. The relation between P-invariant functions and P-invariant subsets in
Lemma 2.3 is proved in Foguel’s book [46]. The construction of the dynamical sys-
tems of forward trajectories is classical (see, for instance, Neveu’s book [91]). The
various characterizations of P-ergodicity in Proposition 2.8 and their interpretation
in terms of ergodicity of the forward dynamical system in Proposition 2.9 are well-
known by specialists. The Markov—Kakutani argument in the proof of existence of
stationary measures in Lemma 2.10 finds its roots in the theorem of Bogoliubov
and Krylov in [21]. The construction and the properties of the limit measures v, in
Lemmas 2.17, 2.19, 2.21 are due to Furstenberg in [49]. Corollary 2.22 is the famous
Choquet—Deny Theorem in [33] or [40]. For another proof using the Hewitt—Savage
zero-one law, see [14]. The backward dynamical system is a crucial tool in [13].

Chapter 3. The Law of Large Numbers for functions over a Markov chain
(Corollaries 3.4, 3.6, 3.7) is due to Breiman in [28]. The Law of Large Numbers
for cocycles over a semigroup action (Theorem 3.9) is due to Furstenberg in [49,
Lemme 7.3]. The convergence of the covariance 2-tensor (Theorem 3.13) is due to
Raugi in [105]. The divergence of Birkhoff sums (Lemma 3.18) goes back to Kesten
in [77] and Atkinson in [3] and can also be found in [113].

Chapter 4. The existence of proximal elements (Lemma 4.1) can be found in [2]
and the technical but useful Lemma 4.2 is proved in [17]. The Law of Large Num-
bers for the norm (Theorem 4.28) and the positivity of the first Lyapunov exponent
(Theorem 4.31) are due to Furstenberg in [49]. The uniqueness of the stationary
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measure on the projective space for proximal groups (Proposition 4.7) is also due to
Furstenberg in [50]. When the representation is not irreducible, related results are
proved by Furstenberg and Kifer in [53]. See also Ledrappier’s course [83].

The concept of Lyapunov exponents was first introduced by Lyapunov as a tool to
understand the stability of a dynamical system. These Lyapunov exponents exist for
any integrable matrix cocycle over a dynamical system that preserves a probability
measure. This is the celebrated multiplicative ergodic theorem due to Oseledets in
[93]. Unfortunately we do not discuss this theorem in this book.

Chapter 5. The main input of this chapter is a comparison of averages in Lem-
mas 5.1 and 5.4 due to Kac in [73]. The first hitting times and the induced Markov
chains are well known and useful tools to study Markov chains (see, for instance,
[89D).

Chapter 6. The existence of loxodromic elements in Proposition 6.11 and The-
orem 6.36 is due to Benoist and Labourie in [12]. The original proof relied on the
previous works of Goldsheid, Margulis in [56] and Guivarc’h, Raugi in [61]. Later
a much simpler proof was given by Prasad in [98]. The proof given here is slightly
different since it relies on the simultaneous proximality Lemma 6.25 which is due
to Abels, Margulis and Soifer in [2, Lemma 5.15]. The short proof of Lemma 6.25
given here is in [10, Lemma 3.1].

The structure theory of semisimple Lie groups over R is due to E. Cartan (see
for instance [64]). The Iwasawa decomposition was developed later by Iwasawa in
[71]. The classification of the finite-dimensional representations of a real or complex
semisimple Lie group is due to E. Cartan.

Chapter 7. The convexity and non-degeneracy of the limit cone L (Theo-
rem 7.2) are due to Benoist in [10]. The density of the group spanned by the Jordan
projection (Theorem 7.4) is due to Benoist in [11]. Both original proofs relied on
Hardy fields. We give here simpler proofs due to Quint in [103]. These proofs re-
place the use of Hardy fields by suitable asymptotic expansions of the Jordan pro-
jection of well-chosen words.

Chapter 8. The theory of algebraic reductive groups over a general field was
developed by Borel and Tits in [23]. The Cartan and Iwasawa decomposition for
connected algebraic reductive groups over a non-Archimedean local field is due to
Bruhat and Tits in [32]. The classification of the algebraic representations of G over
an arbitrary base field is due to Tits in [122]. The use of these representations in
order to control the Cartan projection, the Iwasawa cocycle, and also the Jordan
decomposition, as in Lemma 8.17, was introduced in [10].

Chapter 10. For a product of random matrices with irreducible I'},, the “maximal
simplicity” of the Lyapunov exponents (as in Corollary 10.15) is due to Guivarc’h in
[57] and Guivarc’h—Raugi in [61] under the assumption that there exists a “contract-
ing sequence” in I',. Goldsheid and Margulis found out in [56] that this condition
depends only on the Zariski closure of the group I',.
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Chapter 11. The content of this Chapter can be seen as a general strategy for
proving limit theorems (CLT, LIL and LDP) for Holder continuous observables
over Markov—Feller chains with strong contraction properties. The relevance of the
Holder continuity condition and of the spectral theory of the transfer operator in
similar contexts was already noticed by Fortet for the doubling map on the circle in
[47], and by Sinai for geodesic flows in [117]. The method presented here follows
the lines of the one introduced for hyperbolic dynamical systems by Ruelle in [109]
(see also Parry and Pollicott’s book [94]). The adaptation of this method in the con-
text of products of random matrices is due to Le Page in [82], Guivarc’h, Goldsheid
in [55] and Guivarc’h in [60]. The perturbation theory of quasicompact operators
(Lemma 11.18) is a classical result from functional analysis (see [75]).

Chapter 12. Thanks to the tools of Chap. 11, the proof of the limit theorems for
cocycles now follows the lines of the classical proof for sums of random variables.
The classical Central Limit Theorem has a very long and well documented history
(see [45]). The proof of the Central Limit Theorem in Sect. 12.2 follows this classi-
cal approach using Fourier analysis and the Lévy continuity method. The classical
Law of the Iterated Logarithm goes back to Khinchin in [78] and Kolmogorov in
[79]. It was developed later by Hartman and Wintner in [63] and many other math-
ematicians. The proof of the Law of the Iterated Logarithm given in Sects. 12.3
and 12.4 does not follow the approach via Fourier analysis and the Berry—Esseen
inequality as in [82]. It follows instead the strategy of Kolmogorov in [79] (see also
Wittman in [125] or de Acosta in [37]). The classical Large Deviations Principle is
due to Cramér in [36] (see [39] for a modern account of the LDP). The very short
proof of the upper bound given in Sect. 12.5 follows this classical approach.

Chapter 13. The search for Central Limit Theorems for products of random
matrices (Theorems 13.11 and 13.17) started in the early fifties. The existence of
a “non-commutative CLT” was guessed by Bellman in [8]. Such a CLT was first
proved by Furstenberg and Kesten in [52] for the norm of products of random pos-
itive matrices. This CLT was then extended by Le Page in [82] to more general
semigroups. The general central limit theorem for the Iwasawa cocycle was proved
by Goldsheid and Guivarc’h in [55].

The nondegeneracy of the Gaussian limit law N, is proved in [55] for G =
SL(n, R) and in [60] when G is a real semisimple linear group. One key ingredient
is the fact from [10] that the so-called limit cone of a Zariski dense subsemigroup
of a semisimple real Lie group is convex with non-empty interior. The new feature
in the Central Limit Theorems 13.11 and 13.17 is that they are valid over any local
field even in positive characteristic and for any Zariski dense probability measure (.

In these Central Limit Theorems 13.11 and 13.17 there remains an unnecessary
assumption, namely, that u has a finite exponential moment (10.3). Recently in
[18], the authors have replaced this assumption by the optimal assumption that u
has a finite second moment. Unfortunately we do not discuss this improvement in
this book since the tools used in [18] (complete convergence of martingales and the
Brown central limit theorem for martingales) are quite different from the tools used
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in this book (the spectral theory of transfer operators). The irreducible example 13.9
where the limit law is not Gaussian is borrowed from [18].

Chapter 14. The Holder regularity of the stationary measure on projective spaces
(Theorem 14.1) is due to Guivarc’h in [58]. The new proof given here borrows ideas
from [27].

Chapter 15. Here we continue the general strategy we began in Chap. 11 in
view of the last limit theorem (LLT), and the comments of Chap. 11 are also valid
for this chapter. Inequality (15.1) already appears in the context of Markov chains
in Doeblin—Fortet [41].

Chapter 16. The classical Local Limit Theorem is due to Gnedenko in the lattice
case (see [54] or [95]) and is due to Stone in the aperiodic case in [121]. Recently
Breuillard in [30] extended this theorem by allowing moderate deviations. The first
version of the Local Limit Theorem for the norm cocycle over products of ran-
dom matrices is due to Le Page in [82] under an aperiodicity assumption similar to
(15.8). The new features in our local limit theorems 16.1, 16.15 and Corollary 16.7
for cocycles, are that we deal with multidimensional cocycles, we allow moderate
deviations and the choice of a target in the base space. All these improvements are
crucial for the applications. The proof is a mixture of the arguments of Le Page
based on spectral gap properties for the complex transfer operator P;yp and the ar-
guments of Breuillard based on the Edgeworth asymptotic expansion of the Fourier
transform in Lemma 16.12.

Chapter 17. In order to apply the local limit theorem for the Iwasawa cocycle,
it only remains to describe the essential image of the cocycle. In particular, for real
semisimple groups, one has to check that this cocycle is aperiodic. This was the aim
of Chap. 9.

Appendix A The ubiquitous Martingale Theorem A.3 is due to Doob. The very
general version, Theorem A.5, of the law of large numbers presented here is due to
Kolmogorov.

Appendix B Fredholm operators first occurred in the context of integral func-
tional equations as a nice class of bounded linear operators which generalizes both
compact operators and contracting operators. A good reference for the spectral
Theory of Fredholm operators is [110]. The main result of this appendix is The-
orem B.26 which is due to Ionescu-Tulcea and Marinescu. The proof of Theo-
rem B.22 is due to Nussbaum in [92]. The application of Nussbaum’s formula to
the Ionescu-Tulcea and Marinescu Theorem is due to Hennion in [66] (see also
[68]).
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Algebraic group, 101 Connected algebraic, 101
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Algebraic representation, 134, 145 Constant drift, 44
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Algebraic subvariety, 89 Contracting action, 171

Alphabet, 29 Contraction, 20

Aperiodic cocycle, 256 Covariance 2-tensor, 46

Aperiodic probability, 171 Cross-ratio, 118

Attracting point, 52

Average of a cocycle, 42, 67 D

Averaging operator, 176 Degenerate cocycle, 256
Density point, 224

B Density subspace, 229

Backward dynamical system, 32 Determinant, 278

Backward trajectory, 32 Distance on ZPg, 204, 227

Bernoulli shift, 29 Distance on P(V), 203

Biinfinite trajectory, 34 Drift of a cocycle, 38, 44

Borel measure, 26

Boundary map, 54, 155 E

Bounded operator, 295 Elliptic element, 104

Busemann cocycle, 104, 129 Empirical measures, 39
Ergodic measure, 28

C Essential spectral radius, 178, 304

Calkin algebra, 303 Essential spectrum, 304

Cartan decomposition, 103, 106, 131 Event, 287

Cartan projection, 107, 129, 130, 144 Exponential moment, 82, 157, 181

Cartan subspace, 92, 102

Centered cocycle, 42 F

Character group, 128 Fibration over F, 35

Characteristic function, 193 Finite index subsemigroup, 79

Coboundary, 42 Finite moment, 66, 181

Cocycle, 42, 67 First moment, 82, 156
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First return time, 77

Flag variety, 13, 104, 129, 130, 142
Forward dynamical system, 24, 29
Forward trajectory, 3, 20

Fredholm operator, 303

Frostman measure, 224
Fundamental weight, 109, 137

G

Gap of g, 224

Gaussian law, 191

Good decomposition, 203

Good maximal compact, 128

Good norm, 110, 134, 136, 223, 281

H

Haar measure, 95
Harmonic function, 84
Highest weight, 109, 137
Hyperbolic element, 105

I

Independent, 289

Induced measure p g, 80
Induced representation, 135
Integrable cocycle, 42
Trreducible, 91

Irreducible components, 92
Irreducible representation, 52
Irreducible subsemigroup, 52
Iwasawa cocycle, 104, 129, 130, 132, 145
Iwasawa decomposition, 103

J
Jordan decomposition, 105, 113, 133
Jordan projection, 92, 105, 145

K
Killing form, 101

L

Law, 287

Law of Large Numbers, 39, 41, 67
Lifting property, 260

Limit cone, 115, 152

Limit measures vp, 30

Limit set, 53, 150, 152, 208
Linear span of a 2-tensor, 45
Lipschitz constant, 171, 180
Local field, 14, 51
Loxodromic, 93, 112
Lyapunov exponent, 66, 163
Lyapunov vector, 158

M

Markov chain, 19

Markov measures, 20

Markov operator, 20, 176
Markov—Feller operator, 26, 39
Martingale, 288

Maximum principle, 62
Measure of non-compactness, 306
Measure-preserving, 20
Minimal parabolic, 13, 106, 128
Minimal subset, 53

Morphism of semigroups, 28
Multicross-ratio, 120, 121

N

Noetherian topological space, 91
Non-negative operator, 20
Non-negative 2-tensor, 45

Norm cocycle, 66

Normal subsemigroup, 79
Nussbaum formula, 307

(0]
Orthogonal subspace, 297

P

Parabolic subalgebra, 103

Parabolic subgroup, 103

Parabolic weight, 136

Partial flag variety, 142, 203

Partial Iwasawa cocycle, 143, 145, 203
P-ergodic, 24

P-invariant, 20

Positive roots, 102, 127

Prefix map, 172

Proximal dimension, 52

Proximal endomorphism, 52, 148
Proximal measure, 35, 57, 62
Proximal representation, 127, 137, 145
Proximal semigroup, 52

Q

Quotient Banach space, 298

R

Random variable, 287

Real factor, 144

Real rank, 11, 102

Reductive K-group, 127
Residual image of a cocycle, 256
Restricted roots, 102

Root system, 102, 127
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S

#-adic Lie group, 144
Schubert cell, 214
Semigroup, 27
Semisimple, 101
Semisimple element, 104
Simple roots, 102, 106, 108, 127
Singular value, 107, 164
Skew-product, 32

Span, 171

Special cocycle, 44
Spectral radius, 93, 300
Spectrum, 300

Split center, 142

Split group, 102

Split torus, 127

Stable length, 105
Standard Borel space, 19
State space, 19

Stationary measure, 8, 28
Strongly irreducible, 52, 58
Strongly transversally, 122, 123
Sup-norm, 42, 180
Symmetric space, 103

T

Transfer operator, 176

Transient, 65

Transitive strongly irreducible, 59
Transversally loxodromic, 118
Transversally proximal, 117

Two-sided Bernoulli, 34
Two-sided dynamical system, 35

U

Uniformizing element, 51
Uniformly integrable, 287
Unipotent element, 105

Unipotent subgroup, 103, 106, 127

Unique average, 39, 42
Uniquely ergodic, 27, 41
Unit ball of a 2-tensor, 45
Unit cube, 191

v

Virtual proximal dimension, 59
Virtually invariant, 58
Virtually proximal, 59

w

Weak topology, 297

Weight of a representation, 134
Weight space, 134

Weyl chamber, 92, 103, 128

Z

Zariski closed, 90

Zariski connected, 90
Zariski dense, 90

Zariski dense measure, 153

Zariski dense subsemigroup, 147, 148

Zariski open, 90
Zariski topology, 89
Zero drift, 44
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