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We will be looking at two helpful lemmas from the paper by Eskin-Lindenstrauss.
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1 Notations

Let G be an Ad-simple noncompact Lie Group with finite center, and let g
denote its Lie algebra.
Ad-simplicity means that g is simple.
For g ∈ G and v ∈ g, we will use the shorthand (g)∗v for Ad(g)v.
Let µ be a countably supported probablity measure on G.
Let S denote the support of µ, and let GS denote the closure of the group
generated by S.
Recall that for a lattice Γ in G, a measure ν on G/Γ to be µ-stationary if

µ ∗ ν = ν, where µ ∗ ν =

∫
G

gνdµ(g) (1)

We say that µ has finite first moment if∫
G

log ‖g‖dµ(g) <∞ (2)

We will assume µ has a finite first moment.

We consider the two sided shift space SZ. For x ∈ SZ, we have x = (. . . , x−1, x0, x1, . . .) .
We write x = (x−, x+) where x− = (. . . , x−1) is the ”past”, and x+ = (x0, x1, . . .)
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is the ”future”. Let T : SZ → SZ denote the left shift i.e. (Tx)n = xn+1.
We have the ”skew product” map T̂ : SZ ×G→ SZ ×G given by:

T̂ (x, g) = (Tx, x0g) , where x = (. . . , x0, . . .) (3)

For x ∈ SZ , and n ∈ N we write:

Tnx = xn−1 . . . x0, T−nTn
x

= (Tnx )
−1

(4)

so that for n ∈ Z
T̂n(x, g) = (Tnx, Tnx g) (5)

Let P (S) denote the permutation group of S, i.e. the set of bijections from
S to S.
Let

U+
1 = P (S)× P (S)× P (S) . . . (6)

The way u = (σ0, σ1, . . . , σn, . . .) ∈ U+
1 acts on SZ is given by

u · (. . . , x−n, . . . , x−1, x0, x1, . . .) = (. . . , x−n, . . . , x−1, σ0 (x0) , σ1 (x1) , . . .) (7)

We then extend the action of U+
1 to SZ ×G by:

u · (x, g) = (ux, g) (8)

Let Ω = SZ×[0, 1]. Let T t denote the suspension flow on on Ω, i.e. T t is obtained
as a quotient of the flow (x, s)→ (x, t+s) on S2×R by the equivalence relation
(x, s+ 1) ∼ (Tx, s).
Let the measure µ̃ on Ω be the product of the measure µZ on SZ and the
Lebesgue measure on [0, 1].
We then define

T tx = Tnx , where n is the greatest integer smaller than or equal to t (9)

We define Ω̂ = Ω×G. We then have a skew-product flow T̂ t on Ω, defined by

T̂ t(x, g) =
(
T tx, T txg

)
(10)

We have an action on the trivial bundle Ω× g given by

T t(x,v) =
(
T tx,

(
T tx
)
∗ v
)

(11)

We fix some norm ‖ · ‖0 on g, and apply the Osceledets multiplicative ergodic
theorem to the cocycle (T t)∗.
The multiplicative ergodic theorem can be applied as we have a finite first
moment and irreducible action (we assumed Ad-simplicity).
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Let λi denote the i th Lyapunov exponent of this cocycle.
Let

{0} = V≤0(x) ⊂ V≤1(x) ⊂ · · · ⊂ V≤n(x) = g (12)

Denote the backwards flag, and let

{0} = V≥n+1(x) ⊂ V≥n(x) ⊂ · · · ⊂ V≥1(x) = g (13)

denote the forward flag.
This means that for almost all x ∈ Ω and for v ∈ V≤i(x) such that v /∈ V≤i−1(x)

lim
t→−∞

1

t
log
‖(T tx) · v‖0
‖v‖0

= λi (14)

Let
Vi(x) = V≤i(x) ∩ V≥i(x) (15)

We have v ∈ Vj(x) if and only if

lim
|t|→∞

1

t
log
‖(T tx) · v‖0
‖v‖0

= λi (16)

The subspace V1(x) is a nilpotent subalgebra of g, and it has corresponding
unipotent subgroup U(x) of G:

Lie(U)(x) = V1(x) (17)

An application of the multiplicative ergodic theorem is, that upon choosing
some v ∈ g, then for almost every x ∈ Ω one have

lim
t→−∞

1

t
log
‖(T tx) · v‖0
‖v‖0

= λ1 (18)

Using Egoroff, we can get a subset of measure close to 1, so that we have a
uniform bound: ∥∥(T tx)∗ v

∥∥ ≥ c(v)e(λ1/2)t‖v‖ (19)

The second lemma we’ll see lets getting such a bound, non-depending on the
vector v.

2 The results

Lemma 1. There exists an inner product 〈·, ·〉′x on V1(x) and a cocycle θ :
Ω× R→ R such that for v ∈ V1(x) and t ∈ R ,〈(

T tx
)
∗ v,

(
T tx
)
∗ v
〉′
T tx

= eθ(x,t)〈v,v〉′x (20)
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Lemma 2. For every α > 0 and every η > 0 there exists t0 = t0(α, η) > 0 and
for every q1 ∈ Ω and every w ∈ g there exists a subset Q = Q (q1,w) ⊂ U+

1 with
|Q (q1) q1| ≥ (1− α)

∣∣U+
1 q1

∣∣ such that for u ∈ Q (q1) and t > t0∥∥∥(T tuq1)∗w
∥∥∥ ≥ c(α)e(λ1/2)t‖w‖ (21)

and for t > t0

d

 (
T tuq1

)
∗w∥∥∥(T tuq1)∗w
∥∥∥ ,V1

(
T tuq1

) ≤ η (22)

where d(·, ·) is the Hausdorff distance on g defined by the dynamical norm
‖ · ‖T tuq1 . (dH(X,Y ) = max

{
supx∈X infy∈Y d(x, y), supy∈Y infx∈X d(x, y)

}
)

The first lemma shows that the norm is non-reliant on the angles (conformality),
and the second lemma gives a bound like in (19), but non-relevantly on the
vector.
We will deduce the lemmas with the results from the paper by Benoist-Quint.

3 Linear Random Walks

First we recall two results from previous semester, concerning the Furstenberg
boundary map and proximal representation.

Let V be a finite dimensional real vector space. Let (V, ρ) be a real represen-
tation of G of dimension d. That is, we work in a more general context of any
finite representation.
Denote by Grd0(V ) the Grassmannian variety of d0−planes in V .
We endow it with a metric using the operator norm (seeing subspace as orthog-
onal projections).
The proximal dimension rGS

is the smallest integer such that ∃π ∈ End(V ) of
rank rGS

so that π = limn→∞ λngn, λn ∈ R, gn ∈ GS . If rGS
= 1, GS is called

proximal.

Assume GS is strongly irreducible, and mark r = rGS
. Recall that if an action

is strongly irreducible, then for subspaces {Vk}lk=1, if
⋃
Vk is stable then for

some i, Vi = V (or ∪Vk = {0}).
We will omit the suspension flow, and work in the standard Bernoulli two-sided
shift space. Recall the marking νx = limn→∞ (x1 · · ·xn)∗ ν (we’ve shown that
the limit exists).

Theorem 1. (Furstenberg boundary map)
a) There is a borel map ζ : SZ → Gr(V ) such that for µZ− almost any x ∈ SZ
for every nonzero limit point f = limλnx1 . . . xn, im(f) = ζ(x). In particular
rank(f) = r.
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b) Let ν be a µ-stationary Borel probability measure on P(V ). Then, for µZ-
almost any x ∈ SZ, ζ(x) is the smallest vector subspace Vx of V such that
νx (P (Vx)) = 1.

Corollary 1. (The proximal case)
Assume GS is proximal.
Then the µ stationary measure ν on P(V ) is unique.
In this case, we can view the boundary map as ξ : SZ → P(V ), since the planes
are of dimension 1.
Then for µZ − a.e x ∈ SZ, νx = δξ(x)(the Dirac Mass).

We have ξ(x) = x0ξ(Tx), and ξ∗µ
Z is therefore the unique µ -stationary measure

on P(V ).

So the λn are used to normalize the norm each time.
Suppose for example G = SL(n,R).
While normalizing the norm, we change the determinant, and eventually get
out of GL(n,R). So the result of the theorem is indeed meaningful.
In the next section, using the Zariski density, we’ll see that we can identify the
subspaces ζ(x).

4 Random Walks on Reductive Groups

We need to recall some results on Lie groups, before stating the two Lemmas
we will prove.

4.1 Real semisimple Lie groups and representations

Definition 1. We say that a Borel probability measure on G is Zariski dense
if GS has a Zariski dense image in the adjoint group Ad(G) ⊂ GL(g).

From now we will assume µ is a Zariski dense probability measure.

Denote the root-system decomposition as:

g = z⊕ (⊕α∈Σg
α) (23)

Where a is a Cartan subspace of g, z its centralizer (the Cartan subalgebra),
Σ = {α ∈ a∗\{0}|gα 6= {0}} the roots of non-zero weights,
gα := {y ∈ g/∀x ∈ a, adx(y) = α(x)y} the roots subspaces.

Denote by u :=
⊕

α∈Σ+ gα the subalgebra correlating to positive roots.
u is called the minimal parabolic subalgebra (or the Borel subalgebra) of Σ+.
Any subalgebra contaning u is called parabolic.
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Recall that an element g of g is unipotent, if the adjoint action Adg(x) on gln(R)
is unipotent (Adg(x)− 1 is nilpotent).
At the level of the Lie group, an element of G is unipotent if the differential of
the adjoint action x 7→ gxg−1, on g, is unipotent.
The radical of an algebraic group is the identity component of its maximal
normal solvable subgroup. The unipotent radical of a subalgebra is the set of
unipotent elements in its radical.

Using the exponential map, we define the minimal parabolic subgroup, and the
unipotent radical, of G. A reductive group, for our needs, will be a group with-
out a (non-trivial) unipotent normal subgroup.
Let P be a minimal parabolic subgroup of G, and U its unipotent radical.
Using Levi-decomposition, we then write P = ZU , where Z is a maximal re-
ductive subgroup of P .
(note that we can have here a direct product, and not a semi-direct product, as
P is a parabolic subgroup.)
Note that A, the Cartan subgroup, is a subgroup of Z. Denote by A+ the (fun-
damental) Weyl chamber of A (w.r.t the roots order, by our choice of P ).
We pick a Cartan involution on G that fixes Z. Let K be the maximal compact
subgroup of G, of points fixed by the involution.

For every character χ of a, we set the eigenspace

V χ := {v ∈ V/∀x ∈ a, ρ(x)v = χ(x)v}. (24)

The set Σ(ρ) of the characters χ is called the set of weights of V . We endow it
with partial ordering:

χ1 ≤ χ2 ⇐⇒ χ2 − χ1 is a sum of positive roots. (25)

Since ρ is irreducible, we can apply the Highest Weight Theorem and get a
largest weight χ.
We mark V0 = V χ, and d0 = dimV0.

A result in Lie groups is that the unipotent group corresponds to the highest
weight space:

V0 = V U := {v ∈ V |Uv = v} (26)

So we have a correspondence between the Highest weight space and the unipo-
tent group.

Picking the appropriate parabolic subgroup P with the needed unipotent radical
U , we’ll show a correspondence between cosets of V0 and the spaces V1(x).
We have a mapping:

G/P → Gd0(V )

η = gP 7→ Vη := gV0

(27)
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We will choose a representation so that the associated boundary map ξ(x) will
have values in the flag variety G/P . Then, for general strongly irreducible rep-
resentations, with boundary map ζ(x), we’ll have ζ(x) = ξ(x)V0. Since we have
Lie(U)(x) = V1(x), for the appropriate U we get ξ(x)V0 = V1(x).

Let us denote by V ′0 the subspace of V which is the sum of the other weight-
subspaces, so that V = V0 ⊕ V ′0 .

4.2 Iwasawa cocycle and good norms

We construct a Borel section s : G/P → G/U of the projection G/U → G/P.
That is, a borel map so that s(1) = 1 and s(x)P = x.
Let M = Z ∩K. Using Iwasawa decomposition we have G = KP = KZU . It
is possible to choose a section s such that for every k ∈ K,

s(kP ) = km(k)U with m(k) ∈M. (28)

The group Z acts by right multiplication on G/U .
We denote by σ : G × G/P → Z the Borel map given by, for every g ∈ G and
x ∈ G/P

gs(x) = s(gx)σ(g, x). (29)

Lemma 3. The continuous map σ : G×G/P → Z is a cocycle.
It is called the Iwasawa cocycle.

Proof. For g, g′ in G and η = kP in G/P with k in K, let k′ ∈ K, and x, x′ ∈ Z
so that

g′k ∈ k′x′U and gk′ ∈ KxU (30)

We have σ (g′, η) = x′ and σ (g, g′η) = x and

gg′k ∈ gk′x′U ⊂ KxUx′U = Kxx′U (31)

hence σ (gg′, η) = xx′ and σ satisfies the cocycle property.

We denote by θ : SZ → Z the map given by, for µZ -a.e. x ∈ SZ

θ(x) = σ (x0, ξ(Tx)) (32)

We introduce the bounded function θR : SZ → R given, for µZ -a.e. x ∈ SZ , by

θR(x) = log |χ(θ(x))| (33)

7



Remark. Though it isn’t used in the paper of Eskin-Lindenstrauss, let us point
out the following observation, which is used in the original paper of Benoist-
Quint.
It can be shown that the multiplicative ergodic theorem can applied to the
cocycle σ. Using the Furstenberg formula for the first Lyapunov exponent and
its positivity, that we’ve seen previous semester, we get that

0 < λθ1 =

∫
SZ
θR(x)dµZ(x) (34)

for the first lyapunov exponent λθ1 of the cocycle θ.

We will choose a K-invariant norm on V , following [BQbook] Lemma 5.33:

Lemma 4. a) There exists a good norm on V i.e. a K-invariant Euclidean
norm such that, for all a in A, ρ(a) is a symmetric endomorphism.
b) For such a good norm, one has, for all g in G, η in P and v in Vη

i) χ(κ(g)) = log(‖ρ(g)‖)
ii) χ(σ(g, η)) = log ‖ρ(g)v‖‖v‖

(35)

κ(g) being the cartan projection of g to A+.

This norm has a corresponding inner-product ([BQbook], lemma 5.18), which
we’ll refer to at the end.

4.3 Random walks on real Lie groups

We now wish to apply the results on Linear random walks in the current context.
We will show the following:

Corollary 2. There is a unique borel map ξ : SZ → G/P such that, for µZ

-a.e. x ∈ SZ ,
ξ(x) = x0ξ(Tx) (36)

The image measure ξ∗µ
Z is therefore the unique µ -stationary measure on G/P.

Theorem 2. There are borel maps ζ : SZ → Grd0(V ), x → Vx and ζ ′ : SZ →
Grd−d0(V ), x 7→ V ′x, such that:
0) The proximal dimension equals d0, and Vx = ξ(x)V0.

a) For µZ -a.e. x ∈ SZ, any accumulation point m of the sequence
(

x0···xn

‖x0···xn‖

)
n

,

has as its image Im (m) = Vx and is an isometry on ker(m)⊥.

b) For µZ -a.e. x ∈ SZ, any accumulation point m′ of the sequence
(

xn···x0

‖xn···x0‖

)
n

,

has ker (m′) = V ′x and is an isometry on ker (m′)
⊥

.
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c) For any hyperplane W ⊂ V, we have µZ ({x ∈ SZ : Vx ⊂W
})

= 0.

d) For any nonzero v ∈ V, we have µZ ({x ∈ SZ : v ∈ V ′x
})

= 0.

e) For any W ∈ Grd0(V ), we have µZ ({x ∈ SZ : W ∩ V ′x 6= 0
})

= 0.

For showing the corollary, we use Tits representation theorem ([Tits 1971]).
Denote by Π, the simple root system.

Lemma 5. For every α in Π, there exists a proximal irreducible algebraic repre-
sentation (ρα, Vα) of G whose highest weight χα is a multiple of the fundamental
weight $α associated to α. These weights(χα)α∈Π form a basis of the dual space
a∗. Moreover, the product of the maps given by

G/P →
∏
α∈Π

P (Vα) (37)

is an embedding in this product of projective spaces.

We wish to combine this result with the corollary from section 3. We have
a unique stationary measure for each P (Vα). We need to combine this with the
following ([BQbook], lemma 1.24):

Lemma 6. Let X,X1, . . . , Xk be compact metrizable topological spaces, all of
them equipped with a continuous action of a second count- able locally compact
semigroup G and, let π : X → X1 × . . . × Xk be a continuous injective G-
equivariant map. Suppose, for any 1 ≤ i ≤ k there exists a unique µ -stationary
Borel probability measure νi on Xi and νi is µ -proximal. Then, there exists a
unique µ-stationary Borel probability measure on X and it is µ-proximal.

Now, we will show the theorem.

Proof. We emphasize that following is the part where the Zariski-density is
needed.
From Zariski density, the set of loxodromic elements is also Zariski dense, and
in particular - there exists a loxodromic element. (Theorem 5.36 [BQbook]).
An element g of G is loxodromic if and only if, for all α in Π, the element ρα(g)
is proximal in Vα. (Lemma 5.37 [BQbook])
If this happens, g has an attracting fixed point ξ+

g on the flag variety P of G.
(Lemma 5.39 [BQbook]).
Going from the flag variety to G, it can be shown that the proximal dimension
is d0. Moreover, one can get Vx = ξ(x)V0.

Also, from the ad-simplicity, it also can be shown that the Zariski density gives
that GS is strongly irreducible.

Now, using the theorem from section 3, we almost have (a) and (c). We need
to show that each accumulation point is an isometry.
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Using the good norm from the lemma, for v ∈ Vx we have ‖ρ(g)‖ = ‖ρ(g)v‖
‖v‖ .

Now since each time we normalize (we use x0···xn

‖x0···xn‖ ), then we get ‖ρ(g)v‖ = ‖v‖.

For showing b) and d) we’ll switch to a dual representation.
Note that in the previous semester, we have proved the results from previous
section just for GL(V ). Still, they hold for general real Lie groups.
For simplicity, we’ll prove the rest of the theorem for GL(V).
b) For g ∈ GL(V ) we denote by g∗ ∈ GL (V ∗) the adjoint operator of g. The
adjoint subsemigroup G∗S ⊂ GL (V ∗) is also strongly irreducible and one has

rGS = rG∗S (38)

Hence we apply (a) to the image measure µ∗ of µ by the adjoint map. This tells
us that, for µZ -almost any x in SZ and any λn in R, any nonzero limit value
of λnx

∗
1 · · ·x∗n is a rank d0 operator in End (V ∗) whose image ζ∗(x) ∈ Gr (V ∗)

does not depend on the limit value. Let Vx ⊂ V be the vector subspace

Vx := (ζ∗(x))
⊥

(39)

Any limit value of λnxn · · ·x1 is a rank d0 operator in End (V ) whose kernel is
Vx.
d) Note that, by construction, for µZ -almost any x in SZ, one has

ζ∗(Tx) = (x∗1)
−1
ζ∗(x). (40)

So the Borel probability measure ν∗ on Gr (V ∗), the image of µZ by the map
ζ∗, is µ∗ -stationary. The result now follows from (c) applied to ν∗.
e) Assertion e) is deduced from d by passing to an irreducible sub- representation
of the represention of G on ∧d0V generated by the line of highest weight ∧d0V0.

5 Proof of the main results

5.1 Proof of Lemma 1

We’ll prove of Lemma 1. We show the following:

Lemma 7. For µZ -a.e. x ∈ SZ, for every w ∈ Vx, we have∥∥x−1
0 w

∥∥ = e−θR(x)‖w‖ (41)

Proof. By the definition of θ, for µZ -a.e. x ∈ SZ, we have

x0s(ξ(Tx)) = s(ξ(x))θ(x) (42)

Since w is in Vx, we can write w = s(ξ(x))v with v ∈ V0. (Vx = ξ(x)V0)
We note that this expression makes sense because U acts trivially on V0.
Now we get the following equations:∥∥x−1

0 w
∥∥ =

∥∥x−1
0 s(ξ(x))v

∥∥ =
∥∥θ(x)−1v

∥∥ = e−θR(x)‖v‖ = e−θR(x)‖w‖ (43)
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Where the third step is since χ(σ(g, η)) = log ‖ρ(g)v‖‖v‖ , and the last step is because

the norm is K-invariant.

For proving Lemma 1, we identify ξ(x)V0 = V1(x). We take the associated inner-
product to this norm (that we’ve mentioned earlier). Now applying Lemma 7
iteratively, we get Lemma 1 (and also with the suspension flow).

5.2 Proof of Lemma 2

For proving Lemma 2, we’ll show the following Corollary (which is very close):

Corollary 3. a) For any α > 0, there are r0 > 1, n0 > 1, such that for any
v ∈ V \{0}, we have

µZ
{
x ∈ SZ : ∀n > n0, ‖xn · · ·x0v‖ >

1

r0
‖xn · · ·x0‖ ‖v‖

}
> 1− α (44)

b) For every α > 0 and η > 0, there exists n0 > 1, such that, for every v ∈
V ∧ {0}, and every W ∈ Grd0(V ), we have

µZ {x ∈ SZ : ∀n > n0, d (Rxn · · ·x0v, xn · · ·x0W ) 6 η
}
> 1− α (45)

In order to prove the corollary, we will need the following lemma in linear
algebra. Denote

Od0(V ) =
{
π ∈ End(V ) : rank(π) = d0 and π|(kerπ)⊥ is an isometry

}
(46)

This is a compact subset of End (V ).

Lemma 8. a) For any ε > 0, there are r0 > 1, ε′ > 0 such that for any
g ∈ GL(V ) and π ∈ Od0(V ) with ‖g − π‖ < ε′, for any v ∈ V \{0} with
d(Rv, kerπ) > ε we have ‖gv‖ > 1

r0
‖v‖.

b) For any ε > 0 and η > 0, there is ε′ > 0 such that, for every g ∈ GL(V ) and
π ∈ Od0(V ) with ‖g − π‖ 6 ε′ we have, for all v ∈ V ∧ {0} and W ∈ Grd0(V ),
if d(Rv, ker π) > ε and infw∈W\{0} d(Rw, kerπ) > ε, then d(Rgv, gW ) 6 η.

Proof:
a). Otherwise, we can find sequences πn in Od0(V ), gn ∈ GL(V ) and vn ∈ V
with ‖vn‖ = 1, such that ‖gn − πn‖ → 0, d (Rvn, kerπn) > ε and ‖gnvn‖ → 0.
By compactness, we can assume by passing to subsequences that the πn con-
verge to π ∈ Od0(V ) and vn converge to v ∈ V, ‖v‖ = 1. Our assertions imply
that v is simultaneously in ker π and is of distance at least ε from ker π, a
contradiction.
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b). The argument is similar to the one used for proving a). �

Proof of Corollary 3:
a) By Theorem 2(b), for any α > 0, there is ε > 0 such that for any v ∈ V \{0}

µZ {x ∈ SZ : d (Rv, V ′a) > ε
}
> 1− α/2. (47)

On the other hand, by Theorem 2(d) for any ε′ > 0, there is n0 > 1 such that

µZ
{
x ∈ SZ : ∀n > n0, d

(
xn · · ·x0

‖xn · · ·x0‖
, Od0(V )

)
< ε′

}
> 1− α/2. (48)

It now suffices to apply Lemma 8(a).
b) By Therorem 2(e), for any α > 0, there is ε > 0 such that for W ∈ Grd0(V ),

µZ
{
x ∈ SZ : inf

w∈W\{0}
d (Rw, V ′x) > ε

}
> 1− α/2. (49)

It suffices to apply, as above, Theorem 2(d) 5.2, and Lemma 8(b).�

What’s left is to deduce Lemma 2 from Corollary 3.
Note that as we’ve seen in (19), picking v = (1, 1, ..., 1), for each α > 0 there
is a subset of measure > 1 − α so that ‖xn · · ·x0‖ grows according to the first
lyapunov exponent. Taking λ1/2 we get the uniform bound in the first estimate∥∥(T tuq1) ,w∥∥ ≥ c(α)e(λ1/2)t‖w‖ (50)

This time, the bound holds for every vector (that is c is non-reliant on the
vector).
Note that by the result from previous semester, the first Lyapunov exponent is
positive, so this is indeed meaningful.
In the second estimate, set W = V1 (uq1) = V1 (q1).
What’s left is to convert the subset of points x ∈ SZ , of measure 1−α, in a subset
of U+

1 upon choosing some x ∈ SZ . We do so by choosing all permutations Q (x)
that keep Q (x)x in the previous subset of SZ.
Lastly, we see that changing to the suspension flow, the results hold the same.
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