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In this work, we consider the problem of solving Ax® =p® k=1, K,
where b*+D = f(x®). We show that when A is a full n x n matrix and K >cn,
where ¢ <« 1 depends on the specific software and hardware setup, it is faster
to solve Ax® =p® for k=1,..., K by explicitly evaluating the inverse matrix
A~! rather than through the LU decomposition of A. We also show that the
forward error is comparable in both methods, regardless of the condition num-
ber of A.
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1. INTRODUCTION

One of the first things we learn in a basic numerical linear algebra course
is that in order to solve the linear system Ax =b, we should not calculate
the inverse matrix A~!. For example, we quote from Matlab’s user guide:

In practice, it is seldom necessary to form the explicit inverse of a matrix. A fre-
quent misuse of inverse arises when solving the system of linear equations. One way
to solve this is with x =inv(A) - b. A better way, from both an execution time and
numerical accuracy standpoint, is to use the matrix division operator x = A\b. This
produces the solution using Gaussian elimination, without forming the inverse.

Similar statements appear in the classical numerical analysis textbooks.
For example, Golub and van Loan [I, p. 121] say:

... As a final example we show how to avoid the pitfall of explicit inverse computa-
tion... when a matrix inverse in encountered in a formula, we must think in terms
of solving equations rather than in terms of explicit inverse formation.

Similarly, Conte and de Boor [2, p. 166] say:
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...given this simple prescription for calculating the inverse of a matrix, we hasten
to point out that there is usually no good reason for ever calculating the inverse. ...
whenever A=\ is needed merely to calculate a vector A='b (as in solving Ax = b)
or a matrix product A~'B, A~ should never be calculated explicitly.

Higham [3, p. 262] also states:

Not only is the inversion approach three times more expensive, but it is much less
stable. ...we see that matrix inversion is likely to give a much larger residual than
Gaussian elimination with partial pivoting. ..

Thus, the reasons for preferring Gaussian elimination over explicit
calculation of A~! to solve Ax =5 are performance, and accuracy and
stability.

In this study we consider the case where we want to solve the
equations

Ax®O =p® g =1,... K, (1.1)

when

1. A is a full n x n matrix.
2. Equations (1.1) have to be solved sequentially, e.g., when b*+D =
f&x®).
The standard, LU-based approach involves a preprocessing stage in which
the LU decomposition of the matrix A is calculated:
[L,U]l=1u(A). (1.2)

Then, for each right-hand-side the linear system is solved using a forward
substitution and a backward substitution:

yO=p\p®, O =p\y®  k=1,..., K. (1.3)

A second, A~'-based approach for solving problem (1.1) is to calculate the
inverse of A in a preprocessing stage:

invA =inv(A). (1.4)

Then, for each right-hand-side the linear system is solved by a single
matrix-vector multiplication (Fig. 1):

x® —inva.p®, k=1,... K. (1.5)

In this study we show that it is better to solve Eq. (1.1) using A~!
rather than through LU decomposition. In Sect. 2 we consider the perfor-
mance issue. We first show that the two methods require the same num-
ber of arithmetic operations. However, the actual performance has a lot
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Fig. 1. Average CPU time for solving Ax =b® using the backward and forward substitu-
tion (Eq. (1.3), x) and through multiplication by A~! (Eq. (1.5), O).

to do with the way that optimized computer codes, such as Intel’s MKL
Basic Linear Algebra Support (BLAS) package, handle computer architec-
ture issues, such as caching and memory allocation. Indeed, because the
data structure of a square matrix (A~!) is inherently simpler than that of
two triangular matrices (L and U), in our numerical tests we observe that
it is faster to solve these equations using A~! than through the LU decom-
position of A. In Sect. 2.4 we show that there are more efficient imple-
mentations of the LU algorithm then the one given in Egs. (1.2) and (1.3).
Even with these improvements, however, the A~! algorithm is still more
efficient.

As noted, the second argument against using A~! is accuracy and sta-
bility. This argument is based on analysis which showed that the backward
error in the A~'-based method is larger than in the LU-based method,
and that the ratio between the two increases with the condition number
of A. While there have been no such analytical results for the forward
error, it was implicitly assumed that it would behave similarly. However,
in Sec. 3, our simulations with randomly-chosen matrices, as well as with
three families of ill-conditioned matrices, suggest that this implicit assump-
tion is wrong. Indeed, we observe that the forward error is of the same
magnitude for both the A~'-based method and the LU-based method, regard-
less of the condition number of A.

In Sec. 4 we list various applications that are expected to run faster
when implemented with the A~!'-based method (quasi-Newton iterations,
inverse-power method, and spectral differentiation methods). We conclude
by showing that the inverse power method for finding the smallest eigen-
value of a 100 x 100 matrix can be 11 times faster with the A~!-based
method than with the LU-based method, and just as accurate.
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Our conclusion that using A~! is superior to using LU decomposition
applies to problems in which:

1. A is full, since when A is sparse then L and U are sparse but A~
is full.

2. Equations (1.1) have to be solved sequentially, hence only level
2 BLAS optimization (matrix-vector operations) can be used.
Indeed, when all the b% are known in advance, all the right-hand-
sides can be simultaneously solved with a block LU algorithm,
i.e., replacing (1.3) with

Y=L\B, X=U\Y,
where
B:[b(l)-~-b(K)], X:[x(l)~-~x(K)], Y:[y(l)_,_y(K)]_

In this case, the block LU algorithm is more efficient than using
X = A~!. B, since one can exploit level 3 BLAS optimization
(matrix-matrix operations).

2. PERFORMANCE
2.1. Arithmetic Operations Count

We begin with the standard count of arithmetic operations:

Lemma 2.1. The overall number of arithmetic operations needed to
solve the system (1.1) in the LU-based method is

2
Ny = §n3 +Om?) +2Kn*+O(Kn)
——

T eq.(1.3)

eq.(1.2)

and in the A~!-based method is

8
Ny1= §n3 +Om?*) +2Kn*+O(Kn)
N— ——

N ———
€q. (1.4 €q. (5

Proof. For the LU-based method the preprocessing stage involves
finding the LU decomposition of A, which requires %n3 +0 (nz) arithme-
tic operations (see [4, p. 152]). Then, solving each linear system involves
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a backward and forward substitution. Each substitution requires n® +
O(n) arithmetic operations. Therefore, an overall of 2Kn?+ O(Kn) arith-
metic operations are needed to solve (1.3).

Similarly, for the A~!'-based method the preprocessing stage involves
finding A~!, which require $n°+O (n?) arithmetic operations (see [4,
p. 161]). Then, solving each linear system requires multiplying 5® by
A~!, which requires 2n2+O(n) arithmetic operations. Therefore, 2Kn? +
O(Kn) arithmetic operations are needed to solve (1.5). a

Observation 2.1 shows that the number of arithmetic operations for
the LU-based method is smaller than for the A~!-based method for K <n,
and is the same for K >>n. More precisely,

Num~3Nya,  K<n
Nu=3%N, 0 K=, 1=0(1) @2.1)
Nlu%NA*I K>n.

2.2. Numerical Tests

The standard approach to estimate run-time of algorithms is to count
the number of arithmetic operations. Hence, Lemma 2.1 and Equ. (2.1)
seem to suggest that the LU-based method is faster than the A~'-based
method. We now show that this is not always the case.

To demonstrate this, we solved linear systems of the form (1.1) using
the LU-based and A~'-based methods. For each method and for each n=
2/, j=5,...,12, we randomly choose three different n x n matrices, for
each matrix we solve the linear system Ax=5b%® 1,000 times, sequentially,
and calculate the average CPU time per RHS. This measurement of CPU
time does not include the preprocessing time of LU decomposition or of
finding the inverse.

The tests were conducted on a Pentium 4 with 1 Mb cache and 2 GB
RAM using Matlab 7.0 R14 for Linux. In the first test we used Intel’s
MKL BLAS package. The average CPU time per RHS with the A~!-
based method is smaller by a factor of 15-35 compared with the LU-based
method (see Fig. 2), for matrix sizes varying from 32 x 32 to 4096 x 4096.

Next, we repeated the same test, but changed the software package
that Matlab uses for the linear algebra subroutines from Intel’s MKL
BLAS to ATLAS BLAS. In this case, the average CPU time for a forward
and a backward substitution did not change, but the average CPU time
for multiplication by A~! increased by a factor of ~1.2-1.9, hence the
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Fig. 2. Also plotted, is the average CPU time using ATLAS BLAS for solving Ax =
b»® using the forward and backward substitution (Eq. (1.3), o) and through multiplication
by A~! (Eq. (1.5, 9).

A~ l-based method was “only” 8-16 times faster than the LU-based
method, (see Fig. 2).

Finally, we ran a benchmark test in which we implemented the mul-
tiplication by A~! and the backward and forward substitution using a
naive straightforward non-vectorized code of a double loop. In that case,
the average CPU time is about the same for forward and backward sub-
stitution and for multiplication by A~! (see Fig. 2). As expected, the
naive implementation was slower than the MKL BLAS implementation.
The matrix-vector multiplication by A~! was 35-50 times faster (using
MKL BLAS) than with the naive implementation. On the other hand, for-
ward and backward substitution using MKL BLAS was only 1.4-2.6 times
faster than forward and backward substitution with the naive implementa-
tion.

We also conducted the same tests on a different Pentium 4 machine
(0.5MbD cache and 0.5 GB RAM using Matlab 7.0 R14 for Windows XP).
Under this configuration, all qualitative results remained the same, but
the performance ratios changed. For example, the A~!-based method was
“only” 15-20 times faster than the LU-based method using Intel’s MKL
BLAS, and 8-12 faster under ATLAS BLAS.

2.3. Data Analysis

The simulation of Sec. 2.2 shows that, for sequentially solving the
system and neglecting the preprocessing costs, the A~!-based method is
significantly faster than the LU-based method (per RHS). Since the num-
ber of arithmetic operations per RHS is the same for both methods (see
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average CPU time

10 10

Fig. 3. In addition average CPU time per RHS using a naive implementation for the LU-
based method (solid) and the A~!-based method (dashes).

Sec. 2.1), we conclude that the A~!-based method is faster because the
implementation of matrix multiplication in MKL BLAS or in ATLAS
BLAS is faster than the implementation of a forward and backward sub-
stitution. Indeed, when we used a naive implementation, there was no
performance difference between the two methods. In retrospect, the fact
that the A~!-based method is faster is not surprising since the memory
structure and indexing of a full matrix is inherently simpler than that of
a triangular matrix. Therefore, matrix multiplication can be more easily
accelerated through software and hardware optimization. In other words,
the performance difference between the two methods is due to the imple-
mentation of the numerical linear algebra software package. This con-
clusion is further supported by the observation that changing the BLAS
package leads to a change in the performance ratio from 15-35 to 8-16,
(see Fig. 3).

In the numerical experiments shown so far, we neglected the prepro-
cessing cost and considered only the cost of the solving the linear sys-
tems (1.3) and (1.5). This corresponds to the case where K > n, since
then the preprocessing costs are negligible. We now take into account the
preprocessing cost and look at the overall cost of solving (1.1) in both
methods. For example, setting K =10 and comparing the overall cost (pre-
processing+solving for 10 RHS) of the two methods, we obtain that the
A~!-based method is faster than the LU-based method for matrices of size
n <ny, and slower for n > ny,, where the threshold is ny, (K =10) =700 (see
Fig. 4). Equivalently, for a given n, we can find a threshold Ky, = K, (n),
such the overall cost for solving (1.1) is faster for the A~!-method when
K > Ky, and slower when K < Ky,.
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Fig. 4. Overall cpu time of the LU-based method (dots) and the A~!-based method
(solid) with K =10.

There is a linear relation between Ky, and n. Indeed, the overall cost
of the LU-based method is
Tlﬁreprocessmg +K- Tllu{HS :alpureprocessmgn3 +K- IBIIEHsnz + (’)(Kn, nz)’ (2'2)
where Tlﬁrepmcessmg is the preprocessing cost of (1.2) and TIEHS is the cost
of the solving the linear systems (1.3) by forward and backward substitu-
tion. The overall cost of the A~!-based method is

preprocessing RHS __preprocessing_ 3 RHS 2 2
Tinverse +K- Tinverse = Yinverse n+K-p inverse” T O(Kn,n®),
2.3)

preprocessing - .
where T, is the preprocessing cost (1.4) and

multiplication by A~!, see (1.5). Hence,

TRHS

iveree 1S the cost of

preprocessing Tpreprocessing
"l

Ko — inverse
th = TRHS _ RHS
lu

inverse
( preprocessing preprocessing)n3 + O(nz) preprocessing apreprocessing

inverse %y

— inverse Iu o).
(ﬂ[RHS —,BRHS )n2 +O(n) ﬁlRHS _ﬂRHS n+ ( )

u inverse u inverse

(2.4)

In Fig. 5 we plot the value of Ky, as a function of n. The results show
that Ky, ~0.0012n 4+ 1.25, in agreement with (2.4).

As noted, Observation 2.1 has been traditionally interpreted to imply
that the LU-based method is faster than the A~!-based method for
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Fig. 5. Ky, as a function of n (solid). Dotted line is the fitted linear curve Ky, =
0.0124n +1.25.

average CPU time
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Fig. 6. Average CPU time for solving Ax =b® using standard LU method (solid), LU with
explicit pivot matrix (dash-dotted), LU and linsolve (dotted) and A~'—method (dashed).

K =0O(n) and that the run time of the two methods is the same for K >
n. In contrast, in Fig. 6 we see that the A~!-based method is faster for
K > cn, where ¢~0.012. The reason for this disagreement is the implicit
assumption that the number of arithmetic operations is a good measure
for comparison of run times. This assumption fails, however, to capture
the large difference between ﬁﬁgie and ,BIEHS that results from the differ-
ence in implementation of matrix-vector multiplication and of forward and

backward substitutions.

2.4. Improving the LU Solver

In our numerical tests so far, we have used the most straightforward
implementation of the LU algorithm for solving (1.1). We first calculated
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the LU decomposition (1.2). Then, for each right-hand-side we solved the
linear system using a forward substitution and a backward substitution,
see equation (1.3), which are implemented by a backslash (*\’) or equiv-
alently by the ‘mldivide’ Matlab command.

As stated by the Matlab’s help, the command

[L,U]l=1u(A),

returns an upper-triangular matrix in U, and a “psychologically lower-
triangular” matrix (i.e., a potentially permuted lower triangular matrix)
in L. The “psychologically lower-triangular” form makes it harder to
efficiently implement forward substitution. A faster way is, therefore, to
enforce L to be a strict lower triangular matrix by using the command

[L,U, P]=1u(A), 2.5)

where P is the permutation matrix. Then, the solution to Ax =5 can be
obtained by

y = L\(P-D),

= . (2.6)

The additional calculations in this modification (i.e., the calculation of
P -b) are O(n), hence are negligible compared with the time saved by forc-
ing L to be triangular. Indeed, Figure 6 shows that using the strict lower-
triangular matrix is about 2.5 times faster than the standard method.

The backslash command, e.g., A\b, involves a preprocessing stage in
which the properties of the matrix A are checked in order to pick the
most appropriate solver for the problem. Thus, in the case of Eq. (2.6), the
backslash command identifies that L and U are triangular matrices and
uses backward or forward substitution to obtain the solution. Since it is
known that L and U in (2.6) are lower- and upper-triangular matrices, it
is possible to bypass the preprocessing stage by using the ‘linsolve’ com-
mand instead of the backslash command. Therefore, we use (2.5) to obtain
a strict lower-triangular matrix L, but replace (2.6) with

optLT.LT=true; % lower-triangular property, 2.7
optUT.UT =true; % upper-triangular property,
y=linsolve(L, P - b, optLT);

x =linsolve(U, y, optUT).

Figure 6 shows that using (2.5) and (2.7) is 4.6 times faster than the
standard method, i.e. Egs. (1.2) and (1.3), and 1.3 times faster than using
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a strict lower-triangular matrix without linsolve, i.e, (2.5) and (2.6). Even
after all these improvements, however, the A~' method is still considerably
faster.

3. ACCURACY AND STABILITY

The second common argument in the literature against solving Ax =b
with A~! is its numerical accuracy and stability (see citations in the Intro-
duction). As noted, this argument is based on analysis which showed that
the backward error in the A~!-based method is larger than in the LU-
based method, and that the ratio between the two increases with the con-
dition number of A. While there has been no such analytical results for
the forward error, it was implicitly assumed that it would behave similarly.
Our simulations however suggest that this implicit assumption is wrong.
Indeed, we observe that the forward error is of the same magnitude for both
the A=\-based method and the LU-based method, regardless of the condition
number of A.

3.1. Forward Error
In the A~!-based method,

jAxl _
Il =

145l
cond(A)———.

o1l
In the LU-based method x is determined by solving the linear sys-
tems (1.3), hence,

M < cond(L)cond(U)M.
flx]] 11l
Since cond(A) < cond(L)cond(U), the worst-case relative (forward) error
% is likely to be larger for the LU-based method than for the A~!-
based method. On the other hand, the roundoff error involved in matrix-
vector multiplication is greater than the roundoff error of backward and
forward substitution [4, p. 262].

We now show that, in practice, the relative error of the A~ !-based
method is only slightly larger than the relative error of the LU-based
method. To do so, we first solved linear systems of the form (1.1) using
the LU-based and A~!-based methods. For each n = 100, 200, ..., 4000,
we randomly choose 25 different n x n matrices and a solution vector x.
For each matrix A, we first generate the vector b = Ax, then solve with

each method Ax =b, calculate the relative forward error % and then
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Fig. 7. (A) Relative forward error B-xlos o £ = A=1p (solid) and x = A\b (dots), (B) Rela-
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tive backward error for the same data.

average over all 25 matrices. Results in Fig. 7A show that the forward
error of the LU-based is smaller by a factor of 2-4 than for the A~!-
based method. This 2-4 factor does not change significantly as n changes
from 100 to 4000, and cond(A) varies between 10° and 10°. In order
to see whether larger differences would appear for ill-conditioned matri-
ces, we perform the same test with Matlab’s matrix gallery of involutory
ill-conditioned matrices (Fig. 7A). In this case, the relative forward error
for the LU-based method is slightly below the error for the A~!-based
method, differing by a factor of 1-1.5, as cond(A) varies between 1 and
1016, Repeating this test for tridiagonal ill-conditioned matrices and asym-
metric ill-conditioned matrices gave nearly identical results, with factors of
1-2 and 1.4-3.5, respectively.

3.2. Backward Error

The backward error ||Ax — b| is known to be significantly larger in
the A~!-based method than in the LU-based method when A is ill-con-
ditioned [4, p. 262]. Indeed, Fig. 7B shows that the backward error of the
LU-based method is smaller by a factor of 50-200 than for the A~!-based
method, for the same matrices used to generate Fig. 7A. Similarly, Fig. 7B
shows that the backward error of the LU-based method becomes exponen-
tially smaller than for the A~!-based method, for the same ill-conditioned
involutory matrices used to generate Fig. 8A.

These results, thus, confirm that the LU-based method is superior to
the A~!-based method in terms of backward error. However, compari-
son between Fig. 7A and B and between Fig. 8A and B shows, that the
backward error is a poor prediction of the forward error.
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Remark. If the matrix A can be diagonalized, the worst-case sce-
nario is that b is the eigenvector of the maximal eigenvalue (in absolute
value) and Ab is proportional to the eigenvector of the minimal eigen-
value. However, in most applications arising from PDE, this is not the
case. The main ‘mass’ is concentrated in the lower modes, i.e. in the eigen-
vector correlated to the lower eigenvalues, while the ‘noise’ is related to the
high-frequency modes. Therefore in such applications the worst-case sce-
nario is unlikely to happen.

4. POTENTIAL APPLICATIONS

Any application that involves solving many linear systems with a con-
stant full matrix A can benefit from adopting the A~!-based approach
over the LU-based method. We now list various applications which are
potentially suitable for the A~!-based method:

1. Spectral differentiation methods for PDEs: While finite difference
methods require solving linear systems with a sparse banded matrix,
spectral methods, in many cases, require solving linear systems with
full matrices [5]. For example, when solving a parabolic PDE in an
implicit method, each time step involves solving a linear system of the
form

Dx([+Al) — F(.x(l)),

where D is a full matrix which does not vary with time 7. In this case,
if the number of time steps K > K, (n), it is faster to adopt the A~!-
based approach, i.e., we invert D at the beginning of the simulation,
and then at each step calculate
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x(z+Az) — D—l F(x(t)).

2. Modified Newton methods: Newton methods are used to find the roots

of nonlinear equations. They involve the iterations
x D = O (20, 4.1)

where J® = J (x<k)) is the Jacobian of the function F at the point
x®_ Hence, x**D is the solution of the linear system

JO e —pk)  p) — g0 0 _ (xac)) . (4.2)

The calculation of the Jacobian at every iteration is typically very
expensive. To reduce the cost of the Jacobian calculation, in the mod-
ified Newton method [6], the Jacobian is calculated only once every
several (K) iterations.

The common approach is to avoid the explicit calculation of J~!, and
find x*+D from (4.2). Our analysis shows that it is faster to use the
A~ l-based approach and calculate x**1D from (4.1) for “small” matri-
ces of size n <ny, (K).

A similar algorithm which may benefit from applying the A~!-based
method is the Update Skipping BFGS algorithm used in optimization
problems [7]. In this case, the iterations of the BFGS method are

Bix®+D = gx® _ 3y (x(">), (4.3)

where By is an approximation to the Hessian of F at the point
x® [8]. To reduce the cost of the Hessian calculation, in the Update
Skipping BFGS algorithm, By is updated only once every K steps. In
this case, Our analysis shows that it is faster to use the A~!-based
approach and calculate x**D from

2D =x®© _y, g1y (x(k)) (4.4)

for matrices of size n <ny (K).

. Inverse iteration: The smallest eigenvalue of a full matrix A (and the

[lv®+Dy

corresponding eigenvector) can be found from the sequence RTCIRG

where [4],

A =0 4.5)



Efficient Solution of A x® =p® Using A1 43

Table I. Comparison of CPU Run Time

Method Equations CPU time (seconds)
[L,U] (1.2), (1.3) 19.76
[L,U, P] (2.5), (2.6) 7.6
[L,U, P] + linsolve (2.5), (2.7) 4.62
A7l (1.4), (1.5) 1.88

The common approach is to calculate v**+D using the LU-based
method, i.e.,

Ly=v®, Uv*tD =y, (4.6)
However, in this case, calculating v**1 using the A~'-based approach
v*FD = 471, ® 4.7)

is faster if the number of iterations K > Ky, (n).

As a final example, we implement the inverse-power method (4.5) using
both methods as follows. We randomly choose 250 random 100 x 100
matrices. For each matrix we measure the overall cpu-time (preprocess-
ing and iterations) needed to calculate the smallest eigenvalue using the
inverse-power method implemented with the A~!-based method (4.7) and
the LU-based method (4.6). We stop the iterations when the relative error
is below 10~1% (with respect to the smallest eigenvalue found by Matlab’s
eig function).

In our simulations we observed that the A~!'-based method was about
11 times faster than the LU-based method (see Table I). The average
number of iterations needed for the iterations to converge was 269 in
A~ l-based method and 264 in the LU-based method. This 2% difference
is probably due to the larger roundoff errors in the A~!-based method.
Therefore, in this case, the A~!-based method is significantly faster than
the LU-based method, and just as accurate. Using the “accelerated” LU
algorithms (see Sect. 2.4) lead to a considerable reduction in the overall
CPU time, but was still 2.5 times slower than using A~
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