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Abstract

We present a systematic study of singular vortex solutions of the critical and supercritical two-dimensional nonlinear Schrödinger equation. In
particular, we study the critical power for collapse and the asymptotic blowup profile of singular vortices.
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1. Introduction

The focusing d-dimensional nonlinear Schrödinger equation (NLS)

iψt (t, x)+ ∆ψ + |ψ |
2σψ = 0, ψ(0, x) = ψ0(x), (1)

where x = (x1, x2, . . . , xd) and ∆ = ∂x1x1 + · · · + ∂xd xd , is one of the canonical nonlinear equations in physics, arising
in various fields such as nonlinear optics, plasma physics, Bose–Einstein condensates (BEC), and surface waves. The NLS
(1) is called subcritical if σd < 2. In this case, all solutions exist globally. In contrast, solutions of the critical (σd = 2)
and supercritical (σd > 2) NLS can become singular in finite time 0 < Tc < ∞, i.e., limt→Tc ‖ψ‖H1 = ∞, where

‖ψ‖H1 =

√∫
|ψ |2 dx +

∫
|∇ψ |2 dx. See, e.g., [1] for more information.

In this study we consider singular solutions of the two-dimensional NLS, which in polar coordinates is given by

iψt (t, r, θ)+ ψrr +
1
r
ψr +

1

r2ψθθ + |ψ |
2σψ = 0, ψ(0, r, θ) = ψ0(r, θ). (2)

This equation is critical when σ = 1 and supercritical when σ > 1. We focus on vortex solutions of the form

ψ(t, r, θ) = A(t, r)eimθ , m ∈ Z. (3)

It is relatively easy to produce optical vortices experimentally. As a result, vortices have been intensively studied, both theoretically
and experimentally, in the nonlinear optics literature. More recently, vortex solutions have been studied, both theoretically and
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experimentally, in Bose–Einstein condensates (BEC).1 However, almost all of this research effort has been on non-collapsing
vortices. In fact, to the best of our knowledge, the only studies of collapsing vortex solutions are those of Kruglov and co-workers [3,
4] and of Vuong et al. [5]. Therefore, there is a huge gap between the available theory on non-vortex and vortex singular NLS
solutions.

In this study, we present a systematic study of singular vortex solutions of the critical and supercritical NLS (2). In particular,
we ask to what extent the available theory for singular NLS solutions remains valid for the subset of singular vortex solutions.
Of course, all the rigorous results that were previously derived for singular NLS solutions remain valid for the special case of
vortex solutions. As we shall see, however, in some cases stronger results can be obtained for collapsing vortices (e.g., the critical
power for collapse). In addition, we find that some of the non-rigorous results for singular non-vortex solutions that were derived
using asymptotic analysis and numerical simulations (e.g., stability of blowup profiles) do change for vortex solutions. Intuitively,
the main reason for this qualitative difference is that vortex solutions must vanish at the origin, where the phase is undefined.
Therefore, singular vortex solutions that collapse at the origin are identically zero there and must have a ring profile. This is very
different from non-vortex singular solutions, whose amplitude at the collapse point increases to infinity as they collapse, regardless
of whether their peak value is at the collapse point (i.e., peak-type solution) or not (i.e., ring-type solution).

The paper is organized as follows. In Section 2, we recall the conservation laws of the NLS (2). In Section 3, we consider
stationary vortex solutions of the form ψ

stationary
m,k = Rm,k(r)eiλt+imθ .

In Section 4, we systematically study vortex solutions of the critical (σ = 1) two-dimensional NLS

iψt (t, r, θ)+ ψrr +
1
r
ψr +

1

r2ψθθ + |ψ |
2ψ = 0, ψ(0, r, θ) = ψ0(r, θ). (4)

In Section 4.1, we study the profiles Rm,k(r) of the stationary vortex solutions and in particular the ground state profile Rm,0. In
Section 4.2 we show that as in the vortex-free case, there are two types of explicit blowup solutions of the critical NLS (4): ψexplicit

Rm

with a linear blowup rate which are in H1, and ψexplicit
Gm

with a square-root blowup rate which are not is H1. However, while in the

vortex-free case, ψexplicit
R0

is a peak-type solution and ψexplicit
G0

is a ring-type solution, in the vortex case, both ψexplicit
Rm

and ψexplicit
Gm

are ring-type solutions. Moreover, unlike ψexplicit
G0

, these singular vortex ring solutions are identically zero at the singularity point

r = 0. In Section 4.3 we consider the critical power (L2 norm) for collapse in the critical NLS (4). Recall that in the non-vortex
case the critical power is equal to Pcr =

∫
|R0,0|

2 rdr , where R0,0 is the ground state solution of

R′′
+

1
r

R′
− R + R3

= 0, R′(0) = 0, R(∞) = 0. (5)

In contrast, the critical power for radially-symmetric vortex initial conditions of the form ψ0 = A0(r)eimθ is Pcr(m) =∫
|Rm,0|

2 rdr , where Rm,0 is the ground state solution of

R′′
m(r)+

1
r

R′
m −

(
1 +

m2

r2

)
Rm + R3

m = 0, R′
m(0) = 0, Rm(∞) = 0.

The critical power Pcr(m) increases with m, and is approximately given by Pcr(m) ≈ 4
√

3m. In particular, it is significantly larger
than Pcr := Pcr(m = 0) ≈ 1.86. In [3], Kruglov and Logvin estimated the value of Pcr(m) by assuming that the vortex solution
collapses with a self-similar Laguerre-Gaussian profile. We show that this estimate is a crude upper bound, and that this is due to
the use of the aberrationless approximation and the fact that the Laguerre-Gaussian profile does not provide a good approximation
of Rm,0. In addition, we provide a simple criterion to determine whether an initial profile is “close” to Rm,0, in which case the
excess power above Pcr(m) needed for collapse is “small”. We then ask what is the critical power when the initial vortex profile is
not radially-symmetric, e.g, when ψ0 = A0(x, y)eimθ where A0 is real but not symmetric in r . In Section 4.3.3 we show that in this
case, the vortex solution can collapse with power below Pcr(m) but, of course, above Pcr. This is exactly opposite from the non-
vortex case, in which deviations from radial symmetry increase the threshold power for collapse [6]. The reason for this difference
is as follows. In the vortex-free case, the ψR0,0 profile is stable under symmetry-breaking perturbations. In contrast, vortices are
unstable under symmetry-breaking perturbations and, when perturbed azimuthally, they break into a ring of filaments. Since these
filaments do not collapse at r = 0, the vorticity does not prohibit them from collapsing with the R0,0 profile. Hence, the critical
power for collapse of each of the filaments is Pcr = Pcr(m = 0). In Section 4.4 we show that as in the vortex-free case, all stationary
vortex solutions are strongly unstable. In Section 4.5 we show that as in the vortex-free case, the explicit vortex blowup solution
ψ

explicit
Rm,0

is unstable.
Section 4.6 is devoted to the study of the asymptotic blowup profiles of critical vortex solutions. In [7], Merle and Raphael proved

that all singular solutions of the critical NLS (4) with power is slightly above Pcr collapse with the asymptotic ψR0,0 profile and that

1 For a recent review on vortices in Optics and in BEC, see [2].
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their blowup rate is a square root with a loglog correction (the loglog law). Although this result was proved only for solutions with
power moderately above Pcr, it was believed that “all” stable singular solutions of the critical NLS collapse with the ψR0,0 profile
at a square-root blowup rate with a loglog correction. In 2005, we discovered singular solutions of the critical NLS that collapse
with a different self-similar profile denoted by ψG0,0 at a square-root blowup rate [8]. Since R0,0 attains its maximum at r = 0,
whereas G0,0 attains its maximum at rmax > 0, we refer to ψR0,0 and ψG0,0 as self-similar ‘peak-type’ and ‘ring-type’ solutions,
respectively. At present, it is still an open question whether the self-similar ring profile ψG0,0 is maintained all the way up to the
singularity or whether ultimately it changes into a peak-type ψR0,0 profile.

In Section 4.6.1 we prove that all singular vortex solutions collapse with a self-similar profile. We then prove a concentration
theorem for vortex solutions, namely that the amount of power that collapses into the singularity is at least the critical power Pcr(m).
This proves that radially-symmetric singular vortex solutions cannot collapse with theψR0,0 profile. We then ask what the asymptotic
profile of singular vortex solutions is. A priori, there are two possible asymptotic profiles: ψRm,0 with the loglog law blowup rate,
and ψGm,0 with a square-root blowup rate (Section 4.6.2). In Section 4.6.3, we conduct a numerical study to determine which of
these two asymptotic profiles is stable. Our simulations suggest that radially-symmetric singular vortex solutions, i.e., solutions of
the form (3), always collapse with a self-similar ψGm,0 profile at a square-root blowup rate. In particular, even a perturbed ψRm,0

vortex profile is observed to collapse with a self-similar Gm,0 profile at a square-root blowup rate. This result is surprising, since in
the vortex-free case the profile ψR0,0 is a strong attractor, and therefore a perturbed ψR0,0 profile collapses with a self-similar ψR0,0

profile at a faster-than-a-square-root blowup rate.
As noted, our simulations suggest that “all” radially-symmetric H1 singular vortex solution of the critical NLS collapse with

the ψGm,0 profile at a square-root blowup rate. The ψGm,0 profile, however, has an infinite power (L2 norm). This seems to suggest
that ψGm,0 cannot be the asymptotic profile of H1 vortex solutions of the critical NLS. However, in Section 4.6.4, we show that the
collapsing solution is only quasi-self-similar, i.e., the self-similar profile ψGm,0 characterizes only the collapsing ring region and
not the whole solution. Therefore, the infinite-power tail of the vortex profile Gm,0 may be “irrelevant” to the NLS ring solutions.
We recall that a similar situation appears in the vortex-free case m = 0, where ψG0,0 characterizes only the collapsing ring region
and not the whole solution so that the infinite-power tail of ψG is also “irrelevant” [8]. The numerical simulations in [8] show that
H1 ring solutions of the NLS collapse with an asymptotic quasi-self-similar blowup profile ψG0,0 up to focusing levels of 1016.
However, it is impossible to determine numerically whether these solutions maintain a ring profile all the way until the singularity
or whether at some exceedingly large focusing factor the ring structure breaks up and they collapse with the ψR0,0 profile. It is
therefore an open question whether there exist H1 non-vortex solutions of the NLS that collapse with the self-similar ring profile
ψG0,0 at a square-root rate. The surprising observation that the finite-power vortex solutions which start close to ψRm,0 collapse as
ψGm,0 suggests that ψGm,0 may, indeed, be the asymptotic quasi-self-similar profile of H1 vortex solutions of the critical NLS all
the way up to the singularity. However, as in the vortex-free case, at present, whether this is indeed the case is an open question.

As noted, in Section 4.6.3 we observed numerically that the self-similar collapsing ψGm,0 profile is stable with respect to
radially-symmetric perturbations of the form g(r)eimθ . In Section 4.6.6, we ask if the collapsing ψGm,0 profile is also stable in the
general case, i.e., under asymmetric (azimuthal) perturbations. To answer this question analytically we use the azimuthal instability
method [9,10] developed by Soto-Crespo and co-workers. This, however, requires some modifications to the method, since this
method has only been derived for and applied to stationary vortex solutions. We show that collapsing vortices are unstable with
respect to symmetry-breaking perturbations and that they break into a ring of filaments. Moreover, our analysis leads to a prediction
of the number of filaments, which is in good agreement with our simulations.

The above results give rise to the following interesting scenario. Let us consider a slightly perturbed ψRm,0 initial condition. If the
initial deviation from radial-symmetry is sufficiently small, then initially the solution would approach the self-similar ring profile
ψGm,0 while collapsing. Subsequently, due to the azimuthal instability of ψGm,0 , the solution would break into a ring of filaments,
each of which would collapse with the non-vortex ψR0,0 profile.

In Section 5, we study singular vortex solutions of the supercritical NLS. Recall that there are two known stable asymptotic
profiles of non-vortex singular solutions of the supercritical NLS: The self-similar peak-type profile ψS0 which collapses at a
square-root blowup rate, and the self-similar ring-type profile ψQ , recently discovered in [11], which collapses at a σ/2 blowup
rate. In Section 5.2, we show that there are two possible asymptotic profiles for non-vortex solutions of the supercritical NLS:
ψSm,0 which collapses at a square-root blowup rate, and ψQm which collapses at a σ/2 blowup rate.2 In Section 5.3, we conduct a
numerical study in order to determine which of these two asymptotic profiles is stable. Our simulations suggest that ψQm is a strong
attractor for radially-symmetric vortex solutions of the supercritical NLS, while ψSm,0 is unstable. Note that this is the same as in
the critical NLS, where ψGm , the vortex analog of the ring-type solution, is stable, while ψRm , the vortex analog of the peak-type
solution, is unstable.

In Section 6 we describe the numerical methods used in this study. Generally, the methods used for vortex simulations are the
same methods used for non-vortex ring solutions in [8]. However, the simulations in the vortex case are more demanding than

2 In [12], Budd et al. found ring (multi-bump) solutions of the supercritical NLS which are different from ψQm and ψSm . These solutions, however, turned out to
be unstable.
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in the vortex-free case. The reason is that vortex solutions vanish at the origin, hence as they collapse the amplitude difference
between the origin and the ring peak becomes larger and larger, contributing to huge gradients in the solution. In contrast, the value
of non-vortex rings at the origin increases at the same rate as the maximal ring amplitude increases as it collapses. Hence, the
amplitude difference between the origin and the ring peak remains constant during the collapse and is typically “only” two orders
of magnitude.

The most surprising observation of this study is that the critical ψRm,0 profile and the supercritical ψSm,0 profile are unstable and
therefore “all” critical vortices collapse with the ψGm,0 profile at a square-root blowup rate and “all” supercritical vortices collapse
with the ψQm profile at a σ/2 blowup rate. These observations are surprising, since in the vortex-free case ψR0,0 and ψS0,0 are
stable asymptotic blowup profiles and in some sense are even “more stable” than ψG0,0 and ψQ0,0 since they are also stable under
symmetry-breaking perturbations. This observation may also be relevant to the open question of whether there exist H1 non-vortex
(m = 0) or vortex solutions of the NLS that collapse with the self-similar ring profile ψGm,0 . Indeed, this problem might be easier
to analyze in the vortex case, since ψGm,0 seems to be the only possible asymptotic blowup profile of finite-power vortex solutions.
In addition, this open problem may be easier to analyze in the vortex case from a technical point of view, since the ψGm,0 vortex
profile is self-similar not only in the ring region (as in the case of ψG0,0 ) but also around the origin (Section 4.6.4). Therefore, the
solution of this problem in the vortex case may provide the key to the solution in the non-vortex case.

2. Conservation laws

The two-dimensional NLS (2) has the following conservation laws:

(1) Power (mass/L2 norm) conservation: P(t) ≡ P(0), where

P(t) = ‖ψ‖
2
2.

(2) Hamiltonian conservation: H(t) ≡ H(0), where

H(t) = ‖∇ψ‖
2
2 −

1
σ + 1

‖ψ‖
2σ+2
2σ+2.

(3) Angular momentum conservation: M(t) ≡ M(0), where

M(t) =

∫
x × Im(ψ∇ψ∗) dx.

We also recall that solutions of the NLS (2) satisfy the Variance identity [13]

Vt t = 8
[

H(t)−
σ − 1
σ + 1

‖ψ‖
2σ+2
2σ+2

]
,

where V (t) = ‖xψ‖
2
2 and H(t) is the Hamiltonian of ψ . In the critical case σ = 1, the variance identity reduces to

Vt t = 8H. (6)

Let us consider a vortex initial condition with winding number (topological charge) m, i.e.,

ψ0(r, θ) = A0(r)eimθ , m ∈ Z. (7)

In this case, the solution remains a vortex with winding number m:

Lemma 1. Let ψ be a solution of the NLS (2) with the initial condition (7). Then,

ψ(t, r, θ) = A(t, r)eimθ , (8)

where A(t, r) is the solution of

iAt (t, r)+ Arr +
1
r

Ar −
m2

r2 A + |A|
2σ A = 0, A(0, r) = A0(r). (9)

Proof. Substituting ψ = A(t, r)eimθ into the NLS gives that A is a solution of (9). Since θ does not appear in (9), A is independent
of θ . Since ψ = A(t, r)eimθ is a solution of the NLS, it follows from the uniqueness of NLS solution that (8) is the unique
solution. �

In light of Lemma 1, the NLS with the vortex initial condition (7) is equivalent to Eq. (9). The stability of these vortex solutions
of the NLS (2) under perturbations of the initial condition which do not preserve the form (7) will be discussed in Section 4.6.6.
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Lemma 2. Let ψ be a solution of the NLS (2) with a vortex initial condition ψ0 = A0(r)eimθ . Then,

(1) P(ψ) = P(A).

(2) ‖∇ψ‖
2
2 = ‖

d
dr A‖

2
2 + m2

∥∥ A
r

∥∥2
2.

(3) ‖ψ‖
2
H1 = ‖A‖

2
2 + ‖

d
dr A‖

2
2 + m2

∥∥ A
r

∥∥2
2 .

(4) H(ψ) = H(A)+ m2
∥∥ A

r

∥∥2
2.

(5) If ψ(t, ·) ∈ H1, then A(t, ·) ∈ F where

F =

{
f : R+

→ C
∣∣∣∣ f 6≡ 0, f,

f

r
, fr ∈ L2

}
. (10)

(6) M(ψ) = m P(A).

Proof. See Appendix A. �

3. Stationary vortex solutions (ψ stationary
m,k )

We can look for a stationary vortex solution of the NLS (2) of the form ψλm = Rλm(r)e
iλt+imθ . Here dθ

dt =
λ
m is the rotation speed,

and Rλm(r) is the solution of

(Rλm)
′′(r)+

1
r
(Rλm)

′
−

(
λ+

m2

r2

)
Rλm + (Rλm)

2σ+1
= 0, (Rλm)

′(0) = 0, Rλm(∞) = 0. (11)

Let us define

Rλm = λ
1

2σ Rm

(√
λr
)
. (12)

Then, Rm is the solution of

R′′
m(r)+

1
r

R′
m −

(
1 +

m2

r2

)
Rm + R2σ+1

m = 0, R′
m(0) = 0, Rm(∞) = 0. (13)

Therefore, up to scaling, the vortex profile Rλm is independent of λ. Hence, without loss of generality, we can assume that λ = 1
and m > 0. In this case,

ψ
stationary
m = Rm(r)eit+imθ (14)

rotates anti-clockwise at a speed of 1/m.
We now consider the behavior of Rm(r) near r = 0:

Lemma 3. Let Rm(r) be a solution of (13). Then Rm(r) = rmqm(r), where qm(0) 6= 0 and qm(r) is the analytic solution of

q ′′
m(r)+

2m + 1
r

q ′
m − qm + r2σmq2σ+1

m = 0, q ′
m(0) = 0, qm(∞) = 0. (15)

Proof. See Appendix B. �

The following results are known:

(1) For any integer m, any σ > 0, and any k = 0, 1, . . ., there exists a solution Rm,k(r) of (13) in H1 that has exactly k nodes in
(0,∞) [14].

(2) Uniqueness for k = 0: For any integer m and for any σ > 0, there exists a unique solution Rm,k=0 of (13) in H1 which is
positive in (0,∞) [15]. Uniqueness for k ≥ 1 is open.

(3) For any integer m, any σ > 1 (i.e., the supercritical NLS), and any k = 0, 1, . . ., the stationary vortex solution (14) is linearly
unstable under perturbations of the initial condition of the form g(r)eimθ [15,16].

(4) The positive vortex solution Rm,0 := Rm,k=0 of (13) can be approximated as follows [17]:

Lemma 4.

Rm,0(r) ≈

(
1 +

m2

r2
max

) 1
2σ

(1 + σ)
1

2σ sech
1
σ

(√
1 +

m2

r2
max

σ(r − rmax)

)
, m � 1, (16a)
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Fig. 1. The ground state profile Rm,0(r) of Eq. (18) for m = 1, 2, 4, and 6 (solid). The dashed curve is the approximation (19).

where

rmax ≈

√
2
σ

m. (16b)

This result is proved in [17, Lemma 3] by expansion in m � 1.
In addition, the following scaling laws have been found numerically [18] for k → ∞,

qm,k(0) ∼ k
1+mσ

2 , ‖Rm,k‖2 ∼ k, ‖∇ Rm,k‖2 ∼ k.

4. Critical case (σ = 1)

We now consider vortex solutions ψ = A(t, r)eimθ of the two-dimensional critical NLS (4). In this case, Eq. (9) for A(t, r)
becomes

iAt (t, r)+ Arr +
1
r

Ar −
m2

r2 A + |A|
2 A = 0, A(0, r) = A0(r). (17)

4.1. Ground state vortex profile (Rm,0)

In the critical case, Eq. (13) becomes

R′′
m(r)+

1
r

R′
m −

(
1 +

m2

r2

)
Rm + R3

m = 0, R′
m(0) = 0, Rm(∞) = 0. (18)

As noted, this equation has an enumerable number of solutions {Rm,k}
∞

k=0 in F .

Definition 5. The ground state of (18) is the minimal power solution of Eq. (18) in F .

Lemma 6. The ground state of (18) is given by Rm,0.

Proof. See Appendix C. �

By Lemma 4, the profile of the ground state of (18) can be approximated as

Rm,0(r) ≈
√

3 sech
(

r − rmax
√

2/3

)
, m � 1, (19)

where rmax ≈
√

2m.
A comparison between Rm,0 and the approximation (19) is given in Fig. 1. As expected, since the approximation (19) was

derived by expansion in m � 1, it becomes more accurate as m increases.

For later reference (see Section 4.3.1), we note that for Rλm,0(r) =
√
λRm,0

(√
λr
)

, see Eq. (12),

Rλm,0(r) ≈ `λ sech

(
r − rλm,0

Lλ

)
, m � 1, (20)

where `λ ≈
√

3λ, Lλ ≈

√
2

3λ , r
λ
m,0 ≈

√
2m

√
λ
.
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4.2. Explicit blowup solutions

Recall that in the case m = 0 there are two types of explicit blowup solutions [8]:

(1) A peak-type solution ψexplicit
R with a linear blowup rate, which is in H1.

(2) A ring-type solution ψexplicit
G with a square-root blowup rate, which is not is H1.

We now show that this is also the case for m > 0, namely, there are two types of explicit blowup solutions:

(1) ψexplicit
Rm

with a linear blowup rate, which is in H1.

(2) ψexplicit
Gm

with a square-root blowup rate, which is not is H1.

Unlike the vortex-free case, however, both solutions are ring-type.

4.2.1. Linear blowup rate (ψexplicit
Rm

)
The critical NLS (4) is invariant under the following lens (pseudo-conformal) transformation [19]. Let ψ be a solution of the

critical NLS (4), let

ψ̃(t, r, θ) =
1

L(t)
ψ(τ, ρ, θ) exp

(
i
L t

L

r2

4

)
, (21a)

where

ρ =
r

L(t)
, τ =

∫ t

0

ds

L2(s)
, (21b)

and L(t) = fc(Tc − t). Then, ψ̃ is also a solution of the NLS (4).
Applying the lens transformation (21) to the stationary vortex solutions ψ stationary

m,k = Rm,k(r)eit+imθ gives rise to the explicit
vortex blowup solutions

ψ
explicit
Rm,k

(t, r, θ) =
1

L(t)
Rm,k

(
r

L(t)

)
e

i
∫ t

0
ds

L2(s)
+imθ+i Lt

L
r2
4 , L(t) = fc(Tc − t), (22)

where fc > 0, and Rm,k is a nontrivial solution of (18). Clearly, ψexplicit
Rm,k

blow up at r = 0 as t → Tc, since for all ε > 0,

lim
t→Tc

∫
r<ε

|∇ψ
explicit
Rm,k

|
2 rdrdθ = ∞. (23)

Since Rm,k(0) = 0, see Lemma 3, it follows that ψexplicit
Rm,k

(t, r = 0, θ) ≡ 0. Hence, ψexplicit
Rm,k

are singular solutions that vanish at the
singularity point r = 0. This is different from all non-vortex singular NLS solutions, e.g., the R profile and the G profile solutions,
which become infinite at the singularity point [8,1].

The blowup rate of the explicit blowup solutions is linear, since

‖∇ψ
explicit
Rm,k

‖
−1
2 ∼ c(Tc − t), t → Tc,

where c = fc/‖∇ Rm,k‖2.
The phase of the explicit blowup solutions at a given rescaled radius ρ = r/L(t) is

θ(t) = −
1
m

∫ t

0

ds

L2(s)
−

L L t

4m
ρ2

= θ(0, ρ)−
f 2
c

4m
ρ2t − θ̃ (t), (24)

where

θ(0, ρ) =
f 2
c

4m
ρ2Tc, θ̃ (t) =

1
m

∫ t

0

1

L2 =
1

m f 2
c

1
Tc − t

.

The phase is composed of the two radially-dependent terms θ(0, ρ)− f 2
c

4m ρ
2t , and the uniform phase term −θ̃ (t). The second phase

term −
f 2
c

4m ρ
2t increases linearly in time and distorts the phase of the vortex into a spiral form, see Fig. 2. As t → Tc,

θ(t, ρ) ∼ θ(0, ρ)−
f 2
c

4m
ρ2Tc − θ̃ (t), θ̃ (t) → ∞. (25)
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Fig. 2. Im

[
Rm=1,k=0(ρ)e

iθ+iτ−
f 2
c
4 ρ2t

]
with fc = 0.75 and Tc = 5 at A: 1/L = 1 (t = 0), B: 1/L = 2 (t = 2.5), C: 1/L = 10 (t = 4.5),

D: 1/L = 100 (t = 4.95).

Therefore, near the singularity (i.e., for t ∼ Tc) the radial phase distortion “freezes” and the phase simply rotates uniformly at the
rotation speed d

dt θ̃ (t) = −
1
m

1
L2 , which increases to infinity as the vortex collapses,3 see Fig. 2(C) and (D).

4.2.2. Square-root blowup rate (ψexplicit
Gm

)
Let us consider explicit blowup solutions of the critical NLS (4) of the form

ψ(t, r, θ) = ψAm (t, r, θ),

where

ψAm (t, r) =
1

L(t)
Am(ρ)eiτ+imθ+iL L t

ρ2
4 , τ =

∫ t

0

ds

L2(s)
, ρ =

r

L(t)
. (26)

Note that ψAm is of the form (22), except that we do not necessarily assume a linear blowup rate.
Substitution of ψAm into the critical NLS (4) gives the following equation for Am

A′′
m(ρ)+

1
ρ

A′
m −

(
1 +

m2

ρ2

)
Am −

1
4
β(t)ρ2 Am + A3

m = 0, β(t) = L3L t t . (27)

Since Am(ρ) is independent of t , β(t) ≡ β0. Hence, the equation for L(t) is

L t t = −β0/L3. (28)

If β0 = 0, then Eq. (27) for Am becomes Eq. (18) for Rm , and L is linear in t , i.e., Am = Rm and we recover the blowup solutions
ψ

explicit
Rm

. If β0 > 0, then by multiplying (28) by L t and integrating we obtain that (L L t )
2

= β0 + C0L2. Since limt→Tc L(t) = 0,

lim
t→Tc

(L L t )
2

= β0.

Hence, the blowup rate is a square root, i.e., L(t) ∼ fc
√

Tc − t , where f 2
c = 2

√
β0. In this case, we denote Am = Gm , and the

equation for Gm is

G ′′
m(ρ)+

1
ρ

G ′
m −

(
1 +

m2

ρ2 −
f 4
c

16
ρ2
)

Gm + G3
m = 0. (29)

Therefore,

ψ
explicit
Gm

(t, r) =
1

L(t)
Gm(ρ)eiτ+imθ−i f 2

c
8 ρ

2
, (30a)

where

L(t) = fc
√

Tc − t, τ =

∫ t

0

ds

L2(s)
, ρ =

r

L(t)
, (30b)

and Gm is the solution of (29), is an explicit blowup solution that has a square-root blowup rate.

3 The acceleration of the uniform rotation speed follows from the conservation of angular momentum. Indeed, as the power (mass) of the vortex contracts into a
smaller region, the rotation speed must become faster in order to conserve angular momentum.
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Fig. 3. Solutions of (29) with m = 2 and fc = 0.35 for various values of g0: A: g0 = 6.5 × 10−7. B: g0 = 2 × 10−5. C: g0 = 3.5 × 10−4.

Lemma 7. Let Gm(r) be a solution of (29). Then Gm(r) = rm gm(r), where g0 = gm(0) 6= 0 and gm(r) is the analytic solution of

g′′
m(r)+

2m + 1
r

g′
m −

(
1 −

f 4
c

16
r2
)

gm + r2m g3
m = 0, g′

m(0) = 0, gm(∞) = 0. (31)

Proof. The proof of Lemma 7 is identical to the proof of Lemma 3 in Appendix B. �

A systematic study of Eq. (29) was conducted in [8, Section 4] for the case m = 0. We now present a similar study for the case
m > 0.

Solutions of Eq. (29) depend on the parameters fc and g0, see Lemma 7.

Lemma 8. All solutions of (29) are decaying as ρ → ∞. Moreover,

Gm(ρ) ∼
cG

ρ
cos

(
f 2
c

8
ρ2

−
2

f 2
c

log ρ
)

+O
(

1

ρ2

)
, ρ → ∞. (32)

Proof. The result was proved in [20, Theorem 1.1] for the case m = 0. The proof for m > 0 is identical. �

Lemma 8 implies that for any choice of fc and g0 the solutions of (29) are decaying as ρ → ∞, and that Gm has an oscillatory
tail of magnitude cG . Fig. 3 shows solutions of Eq. (29) with fc = 0.35 for various values of g0. In general, these solutions can be
separated into two regions:

(1) A ring region, in which Gm is positive with one or several rings.
(2) A tail of decaying-to-zero oscillations (in accordance with Lemma 8).

The tails of the solutions in Fig. 3 are of significant magnitude. Clearly, we are interested in solutions of the Gm equation that look
as in Fig. 1 and not as in Fig. 3, i.e., without the oscillatory tail. Since the amplitude of the decaying oscillations is governed by cG ,
see Eq. (32), we can equivalently say that we are interested in ring solutions of Eq. (29) with the smallest-possible tail (i.e., cG).
Therefore, following [8] we define the single-ring profile of Eq. (29) with a given value of fc as the single-ring solution with the
value of g0 that gives rise to the smallest-possible value cG . More generally, the k-ring profile is the k-ring solution of (29) with the
minimal value of cG .4 Fig. 4 shows a graph of the tail magnitude cG as a function of g0 for m = 2 and fc = 0.35. In general, cG is
O(1), but it sharply falls into minimum points at several locations.5 Let us denote the values of g0 at the minimum points by, going
from left to right, g(1)0 , g(2)0 , g(3)0 , . . .. Plotting the corresponding Gm profiles shows that g0 = g(k)0 corresponds to a k-ring profile

(see Fig. 5), which we denote by Gm,k . Let us denote by g(k)0 ( fc) the value of g0 for which the solution of Eq. (29) is a k-ring
profile, according to the above definition of ring profiles. Therefore, Eq. (29) gives rise to one-parameter families of k-ring profiles
which are determined by ( fc, g(k)0 ( fc)). As g0 decreases, the ring radius rmax, i.e. the location of its peak, increases. Therefore, the
family of k-ring vortices can also be parameterized by the vortex radius, see Fig. 6(A).

Lemma 8 implies that all solutions of Eq. (29) have infinite power (L2 norm) due to the slowly decaying oscillatory tail. Note
that, in particular, this is true for the k-ring solutions of Eq. (29), since, in this case, the value of cG is small but not zero. Therefore,
the explicit blowup solutions ψexplicit

Gm
are not in H1.

In Section 4.6.4 we will see that it makes sense to consider the G profile only in the ring region, and to define the power of ψG
as the power in the ring region. One possible definition for the transition point ρtransition between the ring region and the tail region
is where the coefficient of Gm in (29) changes sign. In this case we denote,

Pring =

∫ ρtransition

0
|ψGm |

2ρ dρ, (33)

4 The minimal value of cG can be close to, but not equal to, zero (see Fig. 4). Indeed, from Lemma 8 it follows that if cG = 0 then Gm ≡ 0. Therefore, a k-ring
solution of (29) does have an oscillating tail, but its magnitude is minimal.

5 Other choices of m and fc give rise to the same qualitative picture (data not shown).
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Fig. 4. Graph of cG as a function of g0 for m = 2 and fc = 0.35.

Fig. 5. Solutions of (29) with m = 2 and fc = 0.35. A: single-ring solution with g0 = g(1)0 ≈ 6.99×10−7. B: double-ring solution with g0 = g(2)0 ≈ 2.07×10−5.

C: triple-ring solution g0 = g(2)0 ≈ 4.14 × 10−4.

Fig. 6. Single-ring solutions of Eq. (29) with m = 2 and initial condition g0 varying between 10−8 and 6 × 10−4. A: Ring radius rmax as a function of g0 on
a semi-logarithmic scale. The dashed curve is the fitted line rmax ≈ 1.95e−1.07g0 . The two lines are indistinguishable. B: Normalized ring power Pring/Pcr as a

function of rmax. Dashed curve is the fitted line Pring/Pcr ≈ 3.85e1.81rmax . The two lines are indistinguishable.

where ρtransition =
2
√

2+

√
4+ f 4

c m2

f 2
c

is the solution of 1 +
m2

ρ2 −
f 4
c

16 ρ
2

= 0. Recall, that as g0 decreases the vortex radius increases.

Hence, its power increases. Therefore, the family of k-ring vortices can also be parameterized by the vortex ring power Pring, see
Fig. 6(B).

The phase of the explicit blowup solutions ψexplicit
Gm

at a given rescaled radius ρ = r/L(t) is

θ(t) = −
1
m

∫ t

0

ds

L2(s)
−

L L t

4m
ρ2

= θ(0, ρ)− θ̃ (t), (34)

where

θ(0, ρ) =
f 2
c

8m
ρ2, θ̃ (t) =

1
m

∫ t

0

ds

L2(s)
=

1

m f 2
c

log
(

1
Tc − t

)
.
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Fig. 7. Im

[
Rm=1,k=0(ρ)e

iθ+iτ+
f 2
c
8 ρ2

]
with fc = 1.75 and Tc = 1 at A: 1/L = 1 (t = 0), B: 1/L = 5 (t ≈ 0.96), C: 1/L = 10 (t ≈ 0.990),

D: 1/L = 100 (t ≈ 0.999).

The phase is composed of a radially-dependent spiral term θ(0, ρ) whose value depends on fc, and a uniform phase term −θ̃ (t).
Note that, unlike ψexplicit

Rm
, the phase distortion remains constant for all t > 0, see Fig. 7.

4.3. Critical power for collapse Pcr(m)

The minimal power for collapse in the critical NLS was found by Weinstein [21]:

Theorem 9. Let ψ be a solution of the critical NLS (4) whose initial conditionψ0 is in H1. Then, a necessary condition for collapse
is that ‖ψ0‖

2
2 ≥ Pcr, where Pcr = ‖R‖

2
2 is the power of the ground state of (5).

The result of Theorem 9 is valid for any initial condition. We now generalize this result for the special case of vortex initial
conditions:

Theorem 10. Let ψ be a solution of the critical NLS (4) whose initial condition ψ0 is a vortex profile (7) with winding number m.
Then, a necessary condition for collapse is that ‖ψ0‖

2
2 ≥ Pcr(m), where Pcr(m) = ‖Rm,0‖

2
2 is the power of the ground state of

(18).

Corollary 11. A necessary condition for collapse in Eq. (17) is that ‖A0‖
2
2 ≥ Pcr(m).

The proof of Theorem 10 uses Hamiltonian conservation together with the appropriate Gagliardo–Nirenberg inequality to find an a
priori bound for ‖∇ψ‖

2
2. At the heart of the proof are the following Lemmas:

Lemma 12. Let Jm[ f ] be given by

Jm[ f ] =
‖∇ f ‖

2
2‖ f ‖

2
2

‖ f ‖
4
4

+ m2 ‖ f/r‖
2
2‖ f ‖

2
2

‖ f ‖
4
4

. (35)

Then, inf f ∈F Jm[ f ] is attained, where F is defined in (10).

Proof. See Appendix D. �

Lemma 13. The optimal constant Cm in the Gagliardo–Nirenberg inequality

‖ fm‖
4
4 ≤ Cm‖∇ fm‖

2
2‖ fm‖

2
2, (36)

where

fm = f (r)eimθ
∈ H1, (37)

is given by Cm = 2/‖Rm,0‖
2
2, where Rm,0 is the ground state solution of (18).

Proof. The optimal constant Cm is given by

Cm =
1

inf
06≡ f (r)eimθ= fm∈H1

J [ fm]
, J [ fm] =

‖∇ fm‖
2
2‖ fm‖

2
2

‖ fm‖
4
4

. (38)

Since J [ fm = eimθ f (r)] = Jm[ f ] and since the infimum of Jm[ f ] is attained (Lemma 12),

Cm =
1

inf
06≡ f ∈F

Jm[ f ]
=

1
min

06≡ f ∈F
Jm[ f ]

. (39)

To finish the proof, we find the extremals of Jm[ f ] and show that Rm,0 minimizes Jm[ f ], see Appendix E. �
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Table 1

Critical power Pcr(m) =
∫

∞

0 |Rm,0|
2 rdr

m 1 2 3 4 5 6 7 8 9 10

Pcr(m) 7.68 14.26 21.05 27.90 34.78 41.67 48.57 55.48 62.45 69.14

Proof of Theorem 10. Following [21], from the conservation of the Hamiltonian and of the power, and from the
Gagliardo–Nirenberg inequality (36), it follows that

‖∇ψ‖
2
2 ≤ H(0)+

Cm

2
‖ψ0‖

2
2‖∇ψ‖

2
2, (40)

for ψ = A(t, r)eimθ
∈ H1. A sufficient condition for global existence, i.e., for ‖∇ψ‖ to be bounded, is Cm

2 ‖ψ0‖
2
2 < 1. Hence

Pcr(m) =
2

Cm
. (41)

By Lemma 13, 2
Cm

= ‖Rm,0‖
2
2. Hence, Pcr(m) = ‖Rm,0‖

2
2. �

Remark 14. The result of Theorem 10 is sharp in the sense that singular vortex solutions with initial condition ψ0 = A0(r)eimθ

with power less than Pcr(m) do not exist, but singular vortex solutions with exactly the power Pcr(m) (ψexplicit
Rm,0

) do exist.

The critical power Pcr(m) can also be defined as the minimal power of all vortex profiles with a non-positive Hamiltonian:

Corollary 15.

Pcr(m) = min
06≡ψ0= f (r)eimθ∈H1

{
‖ψ0‖

2
2|H(ψ0) ≤ 0

}
. (42)

Proof. From (40) and (41) it follows that

Pcr(m)− ‖ψ0‖
2
2

Pcr(m)
‖∇ψ0‖

2
2 ≤ H(ψ0).

Hence, if H(ψ0) ≤ 0 then ‖ψ0‖
2
2 ≥ Pcr(m). Therefore,

Pcr(m) ≤ inf
06≡ψ0= f (r)eimθ∈H1

{
‖ψ0‖

2
2|H(ψ0) ≤ 0

}
.

Since H(Rm,0eimθ ) = 0 and ‖Rm,0eimθ
‖

2
2 = Pcr(m), the result follows. �

Theorem 10 shows that the critical power Pcr(m) increases with m:

Corollary 16. Pcr(m) is monotonically increasing in m, i.e.,

Pcr(0) < Pcr(1) < Pcr(2) < · · · .

Proof. By (35), (39) and (41), Pcr(m) = 2 min f ∈F Jm[ f ] = 2 min f ∈F

[
‖∇ f ‖

2
2‖ f ‖

2
2

‖ f ‖
4
4

+ m2 ‖ f/r‖
2
2‖ f ‖

2
2

‖ f ‖
4
4

]
. Since for any f the

functional Jm[ f ] is monotonically increasing in m, Pcr(m) is also monotonically increasing in m. �

The value of Pcr(m) =
∫

|Rm,0|
2 rdr for m = 1, . . . , 10 is listed in Table 1. We can also derive an analytic approximation for

Pcr(m) by using the approximation (19):

Pcr(m) =

∫
∞

0

∣∣Rm,0
∣∣2 rdr ≈ 3

∫
∞

0
sech2

(
r −

√
2m

√
2/3

)
rd r = 2 log(e2

√
3m

+ 1).

Therefore, Pcr(m) ≈ 4
√

3m, for m � 1.
Fig. 8 shows that the critical power is well approximated by 4

√
3 m, and that the approximation improves as m increases. Already

for m = 2 the approximation error is less than 3%, and for m ≥ 5 the error is below 0.4%.
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Fig. 8. Critical power Pcr(m) =
∫

∞

0 |Rm,0|
2 rdr as a function of m (◦). The solid line is 4

√
3 m.

Table 2

P(m)th [ f ] for various input profiles

m Input profile (f)
Laguerre-Gaussian (Eq. (44)) sech (Eq. (45)) “Modified” sech (Eq. (48))

1 7.73 (+0.65%) 9.19 (+19.66%) 7.69 (+0.13%)
2 14.66 (+2.80%) 14.9 (+4.48%) 14.39 (+0.91%)
3 22.52 (+7%) 21.44 (+1.9%) 21.20 (+0.71%)
4 30.97 (+11%) 28.71 (+2.9%) 27.99 (+0.32%)
5 39.65 (+14%) 37.92 (+9%) 34.84 (+0.17%)
6 49.60 (+19%) 47.52 (+14%) 41.81 (+0.34%)
7 59.27 (+22%) 57.49 (+18%) 48.68 (+0.23%)
8 69.69 (+26%) 69.19 (+25%) 55.53 (+0.09%)
9 80.56 (+29%) 84.28 (+35%) 62.51 (+0.1%)

10 91.96 (+33%) 97.90 (+30%) 69.20 (+0.09%)

The value in parentheses is (P(m)th − Pcr(m))/Pcr(m).

4.3.1. Threshold power for collapse
Let us consider the one-parameter family of initial conditions

ψ0 = c f (r)eimθ , (43)

for the critical NLS (4). Since H(ψ0) = c2
[
H
(

f eimθ
)
− (c2

− 1)‖ f ‖
4
4

]
, there exists a threshold value cH = cH ( f ) such that for

all c > cH , H(ψ0) < 0 and hence by the variance identity (6), the solution becomes singular. Therefore, there exists a threshold
value cth ≤ cH , such that the critical NLS solution with initial condition (43) becomes singular if c > cth , or, equivalently, if
‖ψ0‖

2
2 > P(m)th [ f ] = c2

th‖ f ‖
2
2. Therefore, P(m)th [ f ] is the threshold power for collapse for the initial condition (43). By Theorem 10,

Pcr(m) ≤ P(m)th [ f ] ≤ P(cH f ).

In the case of non-vortex solutions (m = 0), Merle [22,23] showed that if f 6≡ Rλ0,k=0, then P(m)th [ f ] > Pcr. Numerical
simulations suggested that the threshold power for collapse of radially-symmetric initial conditions is usually only a few percent
above the critical power Pcr = Pcr(m = 0) [24]. For example, the threshold power of Gaussian input beams of the form ψ = c e−r2

is P(m=0)
th = 1.017Pcr.

We now consider the threshold power of various vortex initial conditions, and ask under what condition the threshold power is
close to the critical power Pcr(m). Of course, when f = Rm,0 then Pth[ f ] = Pcr(m) since Pcr(m) = P( f ) and H

(
f eimθ

)
= 0.

We now calculate the threshold power of the Laguerre-Gaussian profiles

f = c rme−r2
, (44)

which are the vortex modes of the linear Schrödinger equation. To do that, we solve the NLS with the initial condition (44) and
gradually increase c until, at cth , the solution collapses. In this case, the threshold power P(m)th [ f ] is close to the critical power

Pcr(m) for m = 1 but as m increases, the threshold power P(m)th [ f ] increases faster than the critical power, see Table 2. Similarly,
in the case of the input profile

f = cr2 sech(r − 5), (45)
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Fig. 9. Illustration of ring radius rmax and width L .

the threshold power is close to Pcr(m) only for m = 2, 3, 4, see Table 2. Note that the r2 term ensures that the profile vanishes at
r = 0.

To understand these observations, we note that from the definition of cH , one can derive the relation [6] P(cH f ) = 2Jm[ f ],
where Jm is given by (35). In addition, from (39) and (41) we have that 2Jm[Rλm,0] = Pcr(m). Therefore, we see that

2Jm[Rλm,0] ≤ P(m)th [ f ] ≤ 2Jm[ f ]. Hence, the closer f is to
{

Rλm,0

}
λ∈R+

in H1, the closer P(m)th [ f ] is to Pcr(m).

To estimate the distance between f and
{

Rλm,0

}
λ∈R+

in H1, let us consider a profile of the form

f = Q

(
r − rmax

L

)
, (46)

where Q(ρ) attains its maximum at ρ = 0. This profile is characterized by the width L and the radius rmax, see Fig. 9. By (20), the

family
{

Rλm,k

}
λ∈R+

is characterized by

radius/width = rλmax/Lλ =
√

3m. (47)

Therefore, for a profile ψ0 of the form (43), where f is of the form (46), to be “close” to the family
{

Rλm,k

}
λ∈R+

, f has to satisfy

(47) to “leading order”.
The Laguerre-Gaussian modes (44) are characterized by radius/width =

√
m/2. This ratio is close to (47) only for m ≈ 1,

explaining why the threshold power of Laguerre-Gaussian modes is close to Pcr(m) only for m = 1. Similarly, the sech profile (45)
is characterized by radius/width = 5. Since the radius/width of Rλm is equal to

√
3m, the ratio is close to 5 for m =

5
√

3
≈ 2.88, see

Eq. (47). This explains why the threshold power of the sech profile (45) is closest to Pcr(m) for m = 3.
We can “fix” the sech profile (45) so that “it behaves like the Rλm,0 profile”, i.e., it satisfies (47) to leading order, as follows:

f =
√

2
(

r
√

3m

)2

sech
(

r −
√

3m
)
. (48)

Indeed, the threshold power of the “modified” sech profile (48) is less than 1% above the critical power for m = 1, . . . , 10, see
Table 2.

Therefore, we conclude that the threshold power of initial conditions of the form (46) is close to the critical power only for
profiles that are close to Rλm,0 in the ring region, i.e., those that satisfy (47) “to leading order”. Note, in particular, that the profile
of the initial condition outside the ring region has a minor effect on the threshold power. For example, the threshold power of the
“modified” sech profile (48) is closest to the critical power at m = 3, even though Rλm=3,0 ∼ c r3 near the origin r = 0, while the

“modified” sech profiles behave as r2 near the origin.

4.3.2. Kruglov’s estimate of the critical power
In [3], Kruglov and Logvin estimated the critical power for vortex collapse by assuming that the vortex solution collapses with

a self-similar Laguerre-Gaussian profile

ψY (z, r, θ) =
1
L

Y
( r

L

)
eiτ+imθ+i Lz

L
r2
4 , τ =

∫ t

0

ds

L2(s)
, L =

√
Tc − t, (49)

where Y (r) = crme−ηr2
.
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Fig. 10. Numerical estimate of the critical power (◦) (data taken from [3]), analytic estimate I (m)cr , see Eq. (50) (solid curve), critical power Pcr(m) =∫
∞

0 |Rm,0|
2rdr , denoted by (×). The dotted line is 4

√
3m.

The parameters c and η were determined from the condition that Y is an extremal of the averaged action integral

S =

∫
∞

0
L̃
(

dY

dr
, Y

)
rdr, L̃ =

∫
∞

t=−∞

∫ 2π

θ=0
L
(

dψ
dr
,

dψ
dθ
,

dψ
dt
, ψ

)
dθdt,

where L is the Lagrangian of the NLS (4) and L̃ is the averaged Lagrangian. Based on this calculation, the critical power was
determined by Kruglov and Logvin to be equal to

I (m)c =
22m+1m!(m + 1)!

(2m)!
. (50)

In [3], Kruglov and Logvin also estimated the critical power numerically for m = 1, 2, 3 and 4. The numerical results in [3]
agree with our analytic calculation of Pcr(m), but not with his estimate I (m)c , see Fig. 10. To understand why this is the case, we
note that the derivation of I (m)c is based on the following two assumptions:

(1) The collapsing vortex is a self-similar solution.
(2) The self-similar blowup profile is a Laguerre-Gaussian mode.

The first assumption is equivalent to the assumption that the variance V =
∫

|x |
2
|ψ |

2 dx vanishes exactly at the singularity point.
From the variance identity (6), this can occur only if H(Y ) ≤ 0. Indeed, the critical power estimate (50) can be immediately
obtained from the condition H(Y ) = 0, since

H(Y ) = 0 H⇒
c

√
η

= 2m+1

√
2m+1(m + 1)!

(2m)!
H⇒ ‖ψY ‖

2
2 =

22m+1m!(m + 1)!
(2m)!

.

Hence, the critical power estimate I (m)c can be reformulated as

I (m)c = inf
{
‖Y‖

2
2

∣∣∣Y = crme−ηr2
6≡ 0, H(Y eimθ ) ≤ 0

}
. (51)

In Corollary 15, we showed that the critical power Pcr(m) can be defined by (42). Therefore, the critical power estimate (51) can
be viewed as (42) with the additional constraint Y = crme−ηr2

. Since the minimum of (42) is attained by Rλm,0, the estimate I (m)c

can be close to Pcr(m) only if the test function Y is close to the minimizers Rλm,0. However, in Section 4.3.1 we saw that Laguerre-
Gaussian modes are not a good approximation of Rλm,0 and that as m increases this approximation becomes less and less accurate.

Indeed, Fig. 10 shows that the estimate I (m)c is closest to Pcr(m) for m = 1 and becomes less and less accurate as m increases.

4.3.3. Critical power for non-radial vortex initial conditions
Theorem 10 holds only for initial conditions of the form ψ0 = A0(r)eimθ , or equivalently for any initial condition of (17).

In contrast, non-radial vortex initial conditions (i.e., those for which A0 is not radially-symmetric) can collapse with power only
slightly above Pcr(0), hence with power significantly below Pcr(m):

Lemma 17. Let ε > 0. Then, there exists ψ0 = A0(x, y)eimθ where A0 is a real function such that ‖ψ0‖
2
2 < Pcr(0) + ε and the

solution of the critical NLS (4) with the initial condition ψ0 becomes singular in a finite time.
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Fig. 11. Solution of the NLS (4) with initial condition (52) at A: t = 0, B: t = 0.54, C: t = 1. The dashed curve is the circle x2
+ y2

= 32. The solid line connects
the origin with the center of mass of the initial condition.

Proof. Let x = (x, y) and let ψ0 = (1 + ε)u(x; x0)eimθ where u(x; x0) = v(|x|)R(x − x0), Rm=0,0 is the ground state of (5), and
v is a smooth function that behaves like |x |

m near x = 0, is monotonically increasing in |x | and is identically one outside the unit
circle. The Hamiltonian of ψ0 is given by

H(ψ0) = H ((1 + ε)u(x; x0))+ (1 + ε)2m2
∥∥∥∥u(x; x0)

|x|

∥∥∥∥2

2

= (1 + ε)2 ‖∇u(x; x0)‖
2
2 − (1 + ε)4 ‖u(x; x0)‖

4
4 +

(1 + ε)2m2

|x0|
2

∥∥∥∥∥ u(x)
|1 +

x
x0

|

∥∥∥∥∥
2

2

= (1 + ε)2
[

H(u(x; x0))− ε(2 + ε) ‖u(x; x0)‖
4
4

]
+
(1 + ε)2m2

|x0|
2

∥∥∥∥∥ u(x)
|1 +

x
x0

|

∥∥∥∥∥
2

2

.

Since for a fixed ε, lim|x0|→∞
1

|x0|
2

∥∥∥∥ u(x)
|1+

x
x0

|

∥∥∥∥2

2
= 0 and lim|x0|→∞ H(u(x; x0)) = H(Rm=0,0) = 0, if follows that for large enough

values of |x0|, H(ψ0) < 0 and hence by the variance identity (6) the solution collapses. Since, in addition lim|x0|→∞ ‖ψ0‖
2
2 =

(1 + ε)2 Pcr(0), the result follows. �

To demonstrate numerically the result of Lemma 17, we solve the NLS (4) with the initial condition

ψ0 = 2.8
−(x−3)2−(y−3)2

exp tanh2(4x2
+ 4y2)ei2θ , (52)

whose power is ‖ψ0‖
2
2 ≈ 1.05Pcr(0) ≈

1
7 Pcr(2). In Fig. 11 we see that the corresponding solution undergoes collapse. Therefore,

this confirms that non-radial vortex initial conditions with power slightly above Pcr(0), hence with power significantly below
Pcr(m), can collapse.

The difference between Theorem 10 and Lemma 17 is due to the location of the collapse point. In the case of Theorem 10,
because of radial symmetry, the collapse point has to be at the origin. Since the vorticity “forces” the solution to behaves as rm

near the origin (see Lemma 3), it cannot collapse with the R profile, but only with the Rm profile.6 “As a result”, the critical power
for collapse increases from Pcr(0) to Pcr(m). However, when the collapse point is not at r = 0, the vorticity does not prohibit
the solution from collapsing with the R profile since locally near the collapse point xc = rceimθc 6= 0 the vorticity only “adds”
a constant phase term eimθc , hence the critical power for collapse at xc is Pcr(0). This intuitive explanation agrees with previous
observations that the critical power is determined only by the local properties near the collapse point. Thus, for example, in the
inhomogeneous NLS, iψt + ∆ψ + k(x)|ψ |

2ψ = 0 the critical power for collapse at xc depends only on k(xc) [25], and the critical
power for collapse for the NLS (4) on bounded domains is the same as in free space [26].

6 See also Section 4.6.1.
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Fig. 12. Solution of the critical NLS (4) with slightly elliptic initial condition (53) at A: t = 0, B: t = 2.19, C: t = 3.45.

So far we only considered the collapse of non-radial vortex solutions whose “center of mass” is far from the origin. We now
show that non-radial vortex solutions whose center of mass is at r = 0 can also collapse with power below Pcr(m). In Fig. 12 we
solve the NLS (4) with the slightly elliptic initial condition

ψ0 = 0.98R2

(√
x2 + (1.01 · y)2

)
ei2θ , (53)

whose power is ‖ψ0‖
2
2 ≈ 0.95Pcr(2). In this case, the center of mass of the solution x(t) =

1
‖ψ‖

2
2

∫
x|ψ |

2 remains at x = 0 for all t .

Indeed,

Lemma 18. Let ψ be a vortex solution of the NLS with an initial condition of the form ψ0 = A0 (x, y) eimθ , where A0 is real and

A0(−x, y) = A0(x, y) = A0(x,−y) = A0(−x,−y). (54)

Then, x(t) ≡ 0.

Proof. See Appendix F. �

Because the ring is azimuthally unstable (see Section 4.6.6), it breaks into two filaments which subsequently undergo collapse.
The center of each of these filaments is not at r = 0, and therefore each of them collapses with the critical power Pcr(0).
Note that when A0 satisfies condition (53) or (54) and m is even, the initial condition is symmetric under the transformation
(x, y) → (−x,−y). Hence, the NLS solution preserves this symmetry for all t > 0. Therefore, filaments which are not at the
origin must appear in pairs which are symmetric with respect to the origin, as can be seen in Fig. 12. In this case, the critical power
for collapse is at least 2Pcr(0).

4.4. Blowup instability of stationary vortex solutions

The instability of stationary vortex solutions was proved for the supercritical case in [15–17]. We now prove that in the critical
case, stationary vortex solutions are also unstable. We begin with the following Lemma:

Lemma 19. Let

ψ
stationary
m,k = eit Rm,k(r)eimθ , (55)

where Rm,k is a solution of Eq. (18) with k nodes in (0,∞). Then,

(1) For any k, the Hamiltonian of ψ stationary
m,k is zero, i.e, H(ψ stationary

m,k ) = 0.

(2) ψ stationary
m,k=0 has exactly the critical power, i.e., ‖ψ

stationary
m,k=0 ‖

2
2 = Pcr(m).
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Fig. 13. Solution of the critical NLS (4) for the initial conditions (56) for ε = 0 (dashed), ε = −0.01 (dots), and ε = 0.01 (solid).

Proof. (1) Since V (ψ stationary
m,k (t)) ≡ V (ψ stationary

m,k (t = 0)), it follows from the variance identity (6) that 0 =
1
8 Vt t = H(ψ stationary

m,k ).

(2) From Theorem 10, ‖ψ
stationary
m,0 ‖

2
2 = ‖Rm,0‖

2
2 = Pcr(m). �

The following lemma shows that the critical stationary vortex solutions ψ stationary
m,k are strongly unstable:

Lemma 20. Let ψ stationary
m,k be a stationary vortex solution (55) of the critical NLS (4). Then, ψ stationary

m,k is strongly unstable, i.e., for
any ε > 0, the NLS solution with initial condition

ψ0 = (1 + ε)ψ
stationary
m,k (t = 0), (56)

blows up at a finite time.

Proof. The Hamiltonian of ψ0 is H(ψ0) = (1 + ε)2
[
H(Rm,k)− ε(2 + ε)‖Rm,k‖

4
4

]
.

Since H(Rm,k) = 0, H(ψ0) = −ε(1 + ε)2(2 + ε)‖Rm,k‖
4
4 < 0. Therefore, by the variance identity (6), ψ blows up at a finite

time. �

As noted in Section 3, Mizumachi [15–17] proved that the stationary vortex solutions ψ stationary
m,k are linearly unstable in the

supercritical case. Lemma 20 thus extends this result to the critical case.
In the case of the ground state stationary vortex ψ stationary

m,0 , the solution of the critical NLS (4) with initial condition (56) with
−1 < ε < 0 exists globally and decays with propagation:

Lemma 21. Let ψ be a solution of the critical NLS (4) with initial condition (56) with −1 < ε < 0. Then, ψ exists globally. In
addition, for all 2 ≤ p < ∞,

‖ψ‖
p
p ≤

C p

t p−2 , 0 ≤ t < ∞, (57)

where C p is a constant that depends on p.

Proof. Since the power of Rm,k=0 is exactly the critical power (see Lemma 19),

P(ψ0) = (1 + ε)2 Pcr(m) < Pcr(m).

Therefore, by Theorem 10, ψ exists globally. The proof of the decay estimate (57) for any initial condition that satisfies P < Pcr(m)
is identical to the one given by Weinstein [27] for the case m = 0. �

The results of Lemmas 20 and 21 are illustrated in Fig. 13.

4.5. Instability of the explicit vortex blowup solutions

In the vortex-free case, the explicit blowup solution ψexplicit
R0,0

where R0,0 is the ground state solution of (5) is unstable, i.e., when
slightly perturbed it either exists globally [21] or it may collapse, but not with a linear blowup rate [7]. No such proof exists for the
instability of the excited state blowup solutions ψexplicit

R0,k
for k > 0. However, numerical simulations show that they are unstable and

when perturbed, collapse with the R0,0 profile. In the case of the explicit ring blowup solutionsψexplicit
G0,k

, numerical simulations show

that multi-ring solutions (k > 0) collapse with a self-similar single-ring profile G0,0, hence are unstable. The single-ring ψexplicit
G0,0

solutions are “stable” in the sense that they collapse with a quasi-self-similar G0,0 ring profile at a square-root blowup rate [8].
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We now consider the instability of the explicit vortex blowup solutions. In the case of ψexplicit
Rm,0

, where Rm,0 is the ground state
solution of (18), instability can also be proved analytically:

Corollary 22. Let ψ be a solution of the critical NLS (4), with ψ0 = (1 − ε)ψ
explicit
Rm,0

(t = 0), and 0 < ε < 1. Then, ψ exists
globally.

Proof. This follows by applying Lemma 21 to the explicit blowup solution ψexplicit
Rm,0

. �

In Section 4.6.3 we show numerically that if ψ0 = (1+ε)ψ
explicit
Rm,0

then the solution collapses with a self-similar Gm,0 single-ring
profile at a square-root blowup rate. We also observe numerically that the solution collapses with a self-similar Gm,0 single-ring
profile for the perturbed multi-ring solution ψ0 = (1 + ε)ψ

explicit
Rm,k

(data not shown) and ψ0 = (1 + ε)ψ
explicit
Gm,k

. Hence, both ψexplicit
Rm,0

and the multi-ring vortices ψexplicit
Gm,k

and ψexplicit
Rm,k

are unstable. Therefore, the vortex case is similar to the non-vortex case, in the
sense that only ψGm,0 is “stable”, but different in the sense that when slightly perturbed, ψRm,k (k = 0, 1, . . .) collapses with a
self-similar R0,0 profile when m = 0 but with a self-similar Gm,0 profile when m > 0.

4.6. Asymptotic blowup profiles of vortex solutions (critical NLS)

4.6.1. Rigorous results
In Section 4.3 we saw that the minimal input power for collapse of vortices in the critical NLS is Pcr(m). We now show that the

amount of power that collapses into the singularity point is also at least Pcr(m). To do so, following Weinstein [21], we first prove
that near the singularity the solution converges to a self-similar vortex blowup profile:

Theorem 23. Let ψ be a solution of the critical NLS (4) with vortex initial condition ψ0 = A0(r)eimθ in H1, that blows up at a
finite distance Tc. Let

L(t) = ‖∇ψ‖
−1
2 , (58)

and let

S(ψ) = L(t)eiγ (t)ψ(t, L(t)r, θ), γ (t) ∈ [0, 2π). (59)

Then, for any sequence tk → Tc, there is a subsequence tk j such that S(ψ)(tk j , r) −→ Ψ(r) strongly in L p for all 2 < p < ∞.
Furthermore, ‖Ψ‖

2
2 ≥ Pcr(m) where Pcr(m) = ‖Rm,0‖

2
2.

Proof. See Appendix H. �

Theorem 23 implies that the amount of power that collapses into the singularity is at least the critical power Pcr(m)7:

Theorem 24 (Concentration Theorem). Under the conditions of Theorem 23, for all ε > 0,

lim inf
t→Tc

‖ψ‖
2
L2(r<ε) ≥ Pcr(m).

Proof. See Appendix I. �

Therefore ψ undergoes a strong collapse with at least the critical power Pcr(m). In particular, singular vortex solutions of the
critical NLS (4) cannot collapse with the ψR0,0 profile whose power is Pcr < Pcr(m).

4.6.2. Two potential attractors
In Section 4.6.1 we showed that that stable singular vortex solutions of the critical NLS collapse with a self-similar profile

differently from ψR0,0 . We now ask what is the asymptotic blowup profile of H1 vortex solutions of the critical NLS.

In Section 4.2 we saw that the critical NLS has two families of explicit vortex blowup solutions: ψexplicit
Rm

and ψexplicit
Gm

. However,

ψ
explicit
Rm

are unstable and ψexplicit
Gm

have an infinite L2 norm. Therefore, the asymptotic blowup profile of H1 vortex solutions is

different from ψ
explicit
Rm

and from ψ
explicit
Gm

.
Let us consider blowup solutions of the critical NLS (4) that have the asymptotic form ψ(t, r, θ) ∼ ψAm (t, r, θ), where ψAm

is of the form (26). Note that, in contrast to Section 4.2, ψAm is now considered as the limiting asymptotic profile and not as an
explicit blowup solution, i.e., we do not assume that ψ ≡ ψAm . Following the analysis in Section 4.2, Am is the solution of (27)
and limt→Tc (L L t )

2
= β0.

7 This is a generalization of the Concentration Theorem of Merle and Tsutsumi [28] and Weinstein [21].
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Fig. 14. Solid line: R2(r). Dashed line: G2(r) with fc = 0.2855 and g0 = 0.1737. The two lines are indistinguishable.

Therefore, there are two possibilities:

(1) β0 = 0: This is the case of a faster-than-a-square-root blowup rate, i.e., L(t)
√

Tc−t
→ 0. In this case, we denote Am(ρ) = Rm(ρ),

where Rm is the solution of (18).
(2) β0 > 0: In this case the blowup rate is a square root, i.e., L(t) ∼ fc

√
Tc − t where f 2

c = β0/2. In this case, we denote
Am(ρ) = Gm(ρ), where Gm is the solution of (29).

Thus, there are two potential asymptotic blowup vortex profiles of the NLS, ψRm and ψGm .
In the case of non-vortex solutions (m = 0) there are also two blowup profiles, ψR and ψG . It is very easy to distinguish between

these two blowup profiles numerically, since:

(1) Solutions collapsing with ψR are peak-type solutions, i.e., the maximum of R is attained at r = 0, and they decrease
monotonically for 0 ≤ r < ∞, whereas ψG solutions are ring-type solutions, i.e., they attain their global maximum at some
rmax > 0 and decreases monotonically away from rmax.

(2) The power collapsing into the singularity is ≈ Pcr for solutions collapsing with ψR , but significantly higher than Pcr for
solutions collapsing with the ψG profile.

Unfortunately, one cannot use these characteristics to distinguish between ψRm and ψGm , since:

(1) Both ψRm and ψGm are ring-type. Moreover, with a proper choice of fc, the Gm profile can be extremely close to the Rm profile,
see, e.g., Fig. 14.

(2) Since Gm can be extremely close to Rm , collapse with ψGm is possible at powers extremely close to Pcr(m).

Therefore, we reach the conclusion that the best way to distinguish numerically between a ψRm collapse and a ψGm collapse
is as follows. Recall that solutions collapsing with ψRm have a faster-than-a-square-root blowup rate, while solutions that collapse
with ψGm have a square-root blowup rate. Therefore, following [8] we monitor L L t , since limt→Tc L L t = − f 2

c /2 goes to a zero in
the first case but to a negative constant in the second case. In addition, when

fc =

√
−2 lim

t→Tc
L L t > 0, (60)

we can gain additional confidence that the solution indeed collapses with the ψGm profile as follows. We search for the value of fc
for which Gm has the best match with the self-similar profile of the collapsing solution, and confirm that it agrees with the value of
fc obtained from the blowup rate using (60).

4.6.3. Simulations
We now present numerical investigations of collapsing critical vortex solutions, to see whether ψGm and/or ψRm are attractors.

All the simulations presented in this section are for m = 2. We repeated these simulations for the cases of m = 1 and m = 4, and
received similar results (data not shown).

We first solve Eq. (4) with the initial condition

ψ0 = 1.02Rm,0(r)eimθ , m = 2, (61)

and observe that the numerical solution indeed collapses with a ring profile (see Fig. 15(A)). In order to check for self-similarity, in
Fig. 15(B) we rescale the numerical solution according to

ψrescaled =
1

L(t)
ψ

(
r

L(t)

)
, L(t) =

max
r

|ψ0|

max
r

|ψ |
. (62)
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Fig. 15. A: Solution of (17) with initial condition (61) at t = 0 (dots, L−1
= 1), t = 6.03 (solid, L−1

= 1.49) and t = 7.52 (dashes, L−1
= 2.8). B: The second

and third lines from A at focusing levels L−1
= 1.49, 2.8, normalized according to (62). Also plotted is the solution at the focusing level of L−1

= 5.28 × 1014

(dash–dots). All three lines are indistinguishable.

Fig. 16. L L t as a function of focusing factor 1/L(t) for the solution of Fig. 15.

Fig. 17. A: Solid line: Self-similar profile from Fig. 15(B). Dashed line: G2,0(r) with fc = 0.4652 and g0 = 0.14. The two lines are indistinguishable. The dotted
line is R2,0(r).

As expected, the normalized solution remains unchanged while focusing by a factor of 1014, indicating that the solution indeed
undergoes self-similar collapse.

In order to find the blowup rate of the solution, in Fig. 16 we plot L L t as a function of 1/L . Since limt→Tc L L t = −0.1092 < 0,
this indicates that L ∼ fc

√
Tc − t with fc ≈

√
−2 · 0.1092 = 0.4673, see Eq. (60). Therefore, Fig. 16 suggests that the solution

that started with a perturbed R2,0 profile collapsed the self-similar G2,0 profile. To confirm that this is indeed the case, we search for
the value of fc that yields the G2,0 profile that has the best fit to the self-similar profile of Fig. 15, and see that there is an excellent
match between the two profiles, see Fig. 17. In contrast, the self-similar profile of the collapsing solution does not agree as well
with R2,0(r). In addition, there is an excellent agreement, of less than 0.5% difference, between the value of fc = 0.4652 of the
best-fitting G2,0 profile and the value of fc = 0.4673 obtained from the blowup rate, see Eq. (60). Therefore, we conclude that the
perturbed R2,0 vortex profile collapses with a self-similar G2,0 profile at a square-root blowup rate.
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Fig. 18. Solution of (17) with initial condition (63). A: Solution rescaled according to (62), at t = 0 (L−1(t) = 1, dots), at t = 21.62 (L−1(t) = 1.82, solid),
t = 25.87 (L−1(t) = 3.70 × 107, dash–dots), and at L−1(t) = 9.37 × 1014, (time t differs only in the 14th digit, dashes). The four lines are indistinguishable. B:
L L t as a function of focusing factor 1/L(t).

Fig. 19. Solution of the NLS (17) with the Laguerre-Gaussian initial condition ψ0 =
1
3 r2e−(r/4)2+i2θ , rescaled according to (62). A: t = 0, L−1(t) = 1; B:

t = 1.09, L−1(t) = 3.76; C: t = 1.44, L−1(t) = 5.30; D: t = 1.77, L−1(t) = 26.3. Dashed curve in A–D is the G2 vortex profile with fc ≈ 0.410 and
g0 = 5.07 × 10−5.

We now study the collapse of the explicit blowup solution ψGm . In order to construct the corresponding initial condition we first
derive a simpler form of (30). To do so, we apply the dilation symmetry ψ̃ = λψ(λ2t, λr) with λ = fc

√
Tc to (30). Then at t = 0,

ψ0 = G2,0(r)e2iθ−i f 2
c r2/8. (63)

We set g0 = 0.14 and fc ≈ 0.4652 which corresponds to the G2,0 profile of Fig. 17. Fig. 18(A) shows that the asymptotic
self-similar profile is the same as the initial G2,0 profile. In Fig. 18(B) we see that limt→Tc L L t = −0.1083, indicating that
L ∼ fc

√
Tc − t with fc = 0.4654, see (60), i.e., the blowup rate is a square root and the value of fc has less than 0.05% difference

with the value of fc of the G2,0 profile. Therefore, we conclude that the solution collapsed with the ψG2,0 profile at a square-root
blowup rate. This observation is not surprising since the solution ψG2,0 is known analytically. However, the fact that the numerical
solution maintained a self-similar profile while focusing over 15 orders of magnitude suggests that the self-similar single-ring G2,0
profile is stable.

To see that ψGm,0 is a strong attractor, we solve the NLS (4) with a Laguerre-Gaussian initial condition ψ0 =
1
3r2e−(r/4)2+i2θ

with P = 4.12Pcr(2) ≈ 31.6Pcr. The G2 profile which best fits the self-similar collapse profile is a G2,0 profile with fc = 0.410
and g0 = 5.07 × 10−5, see Fig. 19. There is also an excellent agreement, of less than 0.3% difference, between the value of fc of
the best-fitting G2 profile and the value of fc = 0.409 obtained from the blowup rate.

As noted in Section 4.2.2, Eq. (29) also gives rise to the k-ring solutions Gm,k . We now show that ψGm,k k-ring solutions are
highly unstable and evolve into a single-ringψGm,0 profile. To do so, we construct aψG2,2 initial condition (63) where we choose the
parameters of the G2,2 profile as fc = 0.35 and g0 = 2.07 × 10−5. In this case, the double-ring solution breaks and collapses with
a single-ring solution. The G2,0 profile which best fits the self-similar collapse profile is with fc = 0.367 and g0 = 2.9 × 10−6, see
Fig. 20. There is also an excellent agreement, of approximately 0.05% difference, between the value fc = 0.3671 of the best-fitting
G2,0 profile and the value fc = 0.3669 obtained from the blowup rate. We note that in the simulation of Fig. 20 we use the same
numerical parameters (grid resolution, etc.) as in the simulation in Fig. 18 which maintained the self-similar profile after focusing
by a factor of 1015. Therefore, this suggests that the single-ring solution ψGm,0 is stable.
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Fig. 20. Solution of (17) with the initial condition (63) with m = 2, fc = 0.35 and g0 = 2.07 × 10−5 rescaled according to (62), at A: t = 0(L−1(t) = 1);
B: t = 27.04 (L−1(t) = 3.39); C: t = 27.60 (L−1(t) = 7.19); D: t = 27.81 (L−1(t) = 36.10). The dashed line is the G2 profile with fc = 0.367 and
g0 = 2.9 × 10−6.

Fig. 21. A: Same data as in Fig. 15(B) on a semi-logarithmic scale. The dotted curve is the G2,0 profile from Fig. 17. B: Plot of L|ψ |/ρ2 where ρ = r/L and ψ is
the same solution as in A. The dotted curve is the g2,0 = L G2,0/ρ

2 profile from Fig. 17. The four lines are indistinguishable.

4.6.4. Quasi-self-similar collapse
The simulations of Section 4.6.3 suggest that “all” vortex solutions of the NLS undergo a self-similar collapse with the single-

ring ψGm profile. In fact, the blowup profile is “only” quasi-self-similar, i.e.,

ψ ∼

{
ψGm 0 ≤ r/L � ρ0
ψouter ρ0 � r/L ,

(64)

where ρ0 � 1 is a constant that depends on the initial condition and L(t) = ‖ψ(t, r, θ)‖−1
1 . To see that, in Fig. 21(A) we plot the

same data as in Fig. 15(B) on a semi-logarithmic scale. It can be seen that the NLS solution rescaled according to (62), remains
unchanged in the region 0 ≤ r/L ≤ 15 while focusing by a factor of 1015, but varies in the region r/L > 20. Hence, the solution
does not undergo self-similar collapse, but “only” quasi-self-similar collapse. In addition, the best-matching Gm,0 profile (taken
from Fig. 17) has an excellent match with the rescaled NLS solution in the region 0 ≤ r/L < 15, but not in the region r/L > 20.

We note that quasi-self-similar collapse is consistent with Theorem 23 that all singular NLS solutions converge to a self-similar
profile. To see that, we provide the following informal argument. Assume that the solution undergoes a quasi-self-similar collapse
of the form (64). Since, near the collapse point ψouter is frozen in time, ψouter(t, r) ≈ f (r) as t → Tc. Therefore, S(ψ) is given by,

see (59), S(ψ)(r, t) =

{
Gm (r) 0 ≤ r � r0
L f (Lr) r0 � r.

Therefore, S(ψ)(r, t)
L p

−→ Ψ(r) for p > 2, where Ψ =

{
Gm (r) 0 ≤ r � r0
0 r0 � r.

Recall that non-vortex NLS ring solutions that blowup with ψG0,0 also undergo quasi-self-similar collapse, see Fig. 22. In that
case, ψG characterizes only the collapsing ring region, and not the inner region r/L = O(1) or the outer region r/L � ρ0, i.e.,

ψ ∼


ψinner 0 ≤ r/L � ρ0
ψG0,0 ρ0 � r/L � ρ1
ψouter ρ1 � r/L .

(65)

Thus, unlike the non-vortex singular rings, the singular vortex solution is self-similar with the Gm,0 profile also in the inner region
r/L = O(1). We already saw this in Fig. 21(A). However, since for vortex solutions |ψ | ∼ rm near the origin, the plot of ψ near
r = 0 may be misleading in determining self-similarity. Therefore, to better verify that the NLS vortex solution is self-similar for
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Fig. 22. Non-vortex collapsing ring solution of the NLS (solid) and the best-fitted G profile (dashes) normalized according to (62). From [8, Figure 15E].

r/L = O(1), we plot |ψ |/rm , rescaled according to (62), in Fig. 21(B), and observe that it remains unchanged in the inner region
r/L = O(1), and has an excellent match with the self-similar profile g2,0 = G2,0/r2. Therefore, we conclude that, indeed, the
singular vortex solution is also self-similar in the inner region r/L = O(1).

4.6.5. Summary: Radially-symmetric case
In Section 4.6 we studied numerically the collapse behavior of four different vortex solutions that were initially either close to

the ψGm,0 profile or to the ψRm,0 profile, or far from both profiles. In all cases, the solutions collapsed with the ψGm,0 profile at a
square-root blowup rate. These simulations suggest that ψGm,0 is a strong attractor for m-vortex solutions of the critical NLS, while
ψRm,0 is unstable.

The ψGm,0 solutions, however, have an infinite power (L2 norm), see Lemma 8. This seems to suggest that ψGm,0 cannot be the
asymptotic profile of H1 vortex solutions of the critical NLS. However, in Section 4.6.4 we saw that the collapsing solution is only
quasi-self-similar, and that the self-similar profile ψGm,0 characterizes only the collapsing ring region and not the whole solution.
Therefore, the infinite-power tail of the vortex profile Gm,0 may be “irrelevant” to the NLS ring solutions, as can be seen in Fig. 21.

A similar situation appears in the vortex-free case m = 0 [8], where ψG0,0 characterizes only the collapsing ring region and not
the whole solution, see (65), so that the infinite-power tail of ψG is also “irrelevant”. The numerical simulations in [8] show that
H1 ring solutions of the NLS collapse with an asymptotic quasi-self-similar blowup profile ψG0,0 up to focusing levels of 1016.
However, it is impossible to determine numerically whether these solutions maintain a ring profile all the way until the singularity
or whether at some exceedingly large focusing factor the ring structure breaks up and they collapse with the ψR0,0 profile. It is
therefore an open question whether there exist H1 non-vortex solutions of the NLS that collapse with the self-similar ring profile
ψG0,0 at a square-root rate.

The surprising observation that the finite-power vortex solutions which start close to ψRm,0 collapse as ψGm,0 suggests that ψGm,0

may, indeed, be the asymptotic quasi-self-similar profile of H1 vortex solutions of the critical NLS all the way up to the singularity.
However, as in the vortex-free case, at present, whether this is indeed the case is an open question.

4.6.6. Azimuthal instability of collapsing vortex solutions
The simulations of Section 4.6.3 suggest that the self-similar profile ψGm,0 is a strong attractor in the radially-symmetric case,

i.e., when ψ0 = eimθ A0(r). We now test its stability in the anisotropic case, i.e., under symmetry-breaking perturbations. To do
that, we modify the method which was developed by Soto-Crespo and co-workers in [9,10] for azimuthal modulation instability
of stationary vortex-free ring solutions. This method was later applied to stationary vortex solutions [29,5]. To the best of our
knowledge, this (or any other) method has not been used to analyze the azimuthal modulation stability of collapsing rings or
vortices. To do that, we consider a perturbed collapsing ψGm,0 of the form8

ψ = ψGm,0

(
1 + µ cos(Ωθ)eδΩ τ +O(µ2)

)
, µ = µr + iµi , (66)

where τ =
∫ t

0
ds

L2(s)
, Ω is the number of filaments (modulations) and δΩ is the growth rate of the filaments.

Linear stability analysis gives (see Appendix G),

δΩ (ρ) =

(
Ω
ρ

)√
2G2

m,0(ρ)−

(
Ω
ρ

)2

. (67)

For 0 ≤ Ω ≤
√

2ρGm,0 the growth rate δΩ is positive, therefore the solution is unstable. The fastest-growing mode is the one for
which δΩ is the largest, and is given by

Ω = Gm,0(ρ) · ρ. (68)

8 For comparison, the ansatz used in [9] for stationary rings is ψ = ψ
stationary
G + µ cos(Ωθ)eδΩ t

+O(µ2).
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Fig. 23. Number of filaments (Ω) as a function of vortex initial power Pring, see Eq. (33). The dashed curve is Ωmax, the solid curve is Ωmean. A: m = 2,

Ωmax ≈ 0.66 P
Pcr

− 0.25 and Ωmean ≈ 0.6 P
Pcr

− 0.26. B: m = 4, Ωmax ≈ 0.65 P
Pcr

+ 0.03 and Ωmean ≈ 0.61 P
Pcr

− 0.52.

We now discuss how to choose ρ so that Eq. (68) predicts the number of filaments. One option is to choose ρ that maximizes
the value of Ω , i.e.,

Ωmax = max
ρ

Gm,0(ρ) · ρ. (69)

In this case, ρ ≈ ρmax where ρmax is the location of the vortex peak. The choice (69) can be expected to give an upper-bound
estimate. Another option, used in [9,10], is to take the mean value of Ω over the vortex peak region. For example, we can use

Ωmean =

∫ ρmax+1
ρmax−1 Ω(ρ)|ψGm,0(ρ)|

2ρdρ∫ ρmax+1
ρmax−1 |ψGm,0(ρ)|

2ρdρ
. (70)

To test the validity of the predictions (69) and (70) for the number of filaments, we choose one-hundred different Gm,0
profiles with g0 ranging from g0 = 10−8 to g0 = 6 × 10−4. Recall, that as g0 decreases, the vortex radius, hence, its power
increases (see Section 4.2.2). For each Gm,0 we solve the NLS with an initial condition that is a perturbed ψexplicit

Gm,0
at t = 0, i.e.,

ψ0 = (1 + ε1(x)eiε2(x))ψ
explicit
Gm,0

(0), where ε1(x) and ε2(x) are random functions which depend on (x, y), hence are symmetry
breaking. We run this series of one-hundred simulations for m = 2 and for m = 4. Typically, after focusing by a factor of 1.5, the
vortex ring breaks into several filaments. In Fig. 23 we plot the number of filaments for each simulation. As expected, Ωmax is an
upper limit for the number of filaments, whereas Ωmean provides a good estimate to the average number of filaments.

Azimuthal modulation instability of vortices was also analyzed in [29,5]. The number of filaments predicted in these studies is
different from our prediction, yet was in agreement with the numerical simulations conducted in these studies. The reason for this
difference in the number of filaments is that these studies considered initial conditions far from ψG with high noise level. The noise
caused the vortex to break into filaments before it could start to collapse and approach the ψG profile. Therefore, the analysis in [29,
5] predicts the number of filaments for essentially stationary vortices. In contrast, we study a different regime where the initial noise
is small enough to allow the vortex solution to collapse with ψG profile and only then breakup.

5. Singular vortices of the supercritical NLS

5.1. Asymptotic blowup profiles in the vortex-free case

We now briefly review the theory of asymptotic blowup profiles of the d-dimensional supercritical NLS

iψt (t, r)+ ψrr +
d − 1

r
ψr + |ψ |

2σψ = 0, σd > 2, (71)

in the vortex-free case. Until recently, it was believed that “all” singular solutions of the supercritical NLS (71) collapse with a
quasi-self-similar peak profile ψS , i.e., ψ(t, r) ∼ ψS(t, r), where

ψS(t, r) =
1

L1/σ (t)
S(ρ)eiτ+i Lt

4L r2
, τ =

∫ t

0

ds

L2(s)
, ρ =

r

L(t)
,
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and S is the “peak-type” solution of

Sρρ +
d − 1
ρ

Sρ +

(
f 2
c

16
ρ2

− 1 − i
fc(σd − 2)

4

)
S + |S|

2σ S = 0, S′(0) = 0, S(∞) = 0.

These solutions have a square-root blowup rate, i.e., L(t) ∼ fc
√

Tc − t where fc is a positive constant whose value depends on the
initial condition.

In 2006, Raphael [30] proved the existence and stability of a new type of singular solutions of the quintic two-dimensional
NLS (i.e., σ = 2, d = 2) that have a self-similar ring profile. Surprisingly, the ring radius approaches a positive constant as these
solutions collapse. Hence, these solutions blow up on a curve, and not at a point. The blowup rate of these “standing ring” solutions
is a square root with a loglog correction.

In [11], we showed that the critical non-vortex ring solution ψG , see [8] and Section 4.6, and Raphael’s standing ring solutions
belong to a two-parameter family of ring solutions of the d-dimensional NLS

iψt (t, r)+ ψrr +
d − 1

r
ψr + |ψ |

2σψ = 0, 2/d ≤ σ ≤ 2, 1 < d. (72)

These solutions collapse with a quasi-self-similar ring profile ψQ , i.e., ψ ∼ ψQ where

ψQ =
1

L1/σ (t)
Q (ρ) eiτ+iα Lt

4L r2
+i(1−α)

Lt
4L (r−rmax(t))2 , (73)

and τ =
∫ t

0
ds

L2(s)
, ρ =

r−rmax(t)
L and rmax(t) = r0Lα(t). Here, rmax(t) is the ring radius, i.e., the location of the ring peak, and L(t)

is the ring width, see Fig. 9. The value of the parameter α, which defines the relation between the ring radius rmax(t) and the ring
width L(t), turned out to be given by α =

2−σ
σ(d−1) .

In the supercritical case, the self-similar Q profile is given by

Q = ω
1
σ (1 + σ)

1
2σ [sech(ωσρ)]

1
σ , ω =

√
1 −

αr2
0

4(1 + α)2
f 2(1+α)
c , (74)

and in the critical case, the self-similar Q profile is the single-ring solution of the G equation [8].
The asymptotic profile ψQ has two radial phase terms. The quadratic phase term centered at r = 0 corresponds to focusing

towards the origin, and the quadratic phase term centered at r = rmax(t) corresponds to focusing towards rmax(t). The blowup
behavior of ψQ is, therefore, a combination of “global” ring focusing towards the origin, together with ring width shrinking towards
rmax(t). The ratio between the two phase terms is determined by the parameter α.

It is useful to distinguish the following three cases:

(1) α = 1 (σd = 2, critical NLS): In this case, the quadratic phase term centered at r = rmax(t) vanishes. Since rmax(t) = r0L ,
this case was denoted in [11] as equal-rate collapse. In this case, ψQ is given by ψG .

(2) α = 0 (σ = 2, quintic NLS): In this case, the “global” ring focusing phase term disappears. Since rmax(t) ≡ r0, this case
describes a collapsing standing ring solution. In the two-dimensional case, ψQ is exactly Raphael’s standing ring solution.

(3) 0 < α < 1 (2/d < σ < 2) : In this case, both phase terms affect the blowup dynamics. Since rmax(t) = r0Lα , the ring radius
shrinks to zero, but at a slower rate than the ring width L .

The blowup rate of ψQ is given by

L(t) ∼


fc(Tc − t)

1
1+α ,

2
d

≤ σ < 2, (0 < α ≤ 1),√
2π(Tc − t)

log log 1
Tc−t

, σ = 2, (α = 0)
(75)

where the constant fc is the same as in (74) Hence, the NLS (72) can have singular ring-solutions with any blowup rate p, such that
1/2 ≤ p < 1.

5.2. Asymptotic profile of collapsing vortex solutions of the supercritical NLS

We now want to find the asymptotic profiles of collapsing vortex solutions of the two-dimensional supercritical NLS

iψt (t, r)+ ψrr +
1
r
ψr + |ψ |

2σψ = 0, 1 < σ ≤ 2. (76)

As noted, in the vortex-free case, there are two asymptotic blowup profiles:
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(1) A peak-type solution ψS , which undergoes equal-rate collapse at a square-root blowup rate.
(2) A ring-type solution ψQ , in which the ring radius shrinks to zero at a slower rate than the ring width, and collapses at a

1
1+α

= σ/2 blowup rate.

We now show that this is also the same for m > 0, namely, there are two potential asymptotic blowup profiles:

(1) ψSm which undergoes equal-rate collapse at a square-root blowup rate.
(2) ψQm , in which the ring radius shrinks to zero at a slower rate than the ring width, and collapses at a 1

1+α
= σ/2 blowup rate.

Unlike the vortex-free case, however, both solutions are ring-type.

5.2.1. Square-root blowup rate (ψSm )
Let us consider vortex solutions of (71) that have the asymptotic form ψ(t, r) ∼ ψSm (t, r), where

ψSm (t, r) =
1

L1/σ (t)
Sm(ρ)eiτ+imθ+i Lt

4L r2
, τ =

∫ t

0

ds

L2(s)
, ρ =

r

L(t)
, (77)

and L(t) ∼ fc
√

Tc − t . Then, Sm is the solution of

S′′
m(ρ)+

1
ρ

S′
m +

(
f 2
c

16
ρ2

− 1 −
m2

ρ2 − i
fc(σ − 1)

2

)
Sm + |Sm |

2σ Sm = 0, (78)

S′(0) = 0, S(∞) = 0.

Lemma 25. Let Sm(ρ) be a solution of (77). Then Sm(ρ) = ρmsm(ρ), where s0 = sm(0) 6= 0 and sm(ρ) is the analytic solution of

s′′
m(ρ)+

2m + 1
ρ

s′
m −

(
1 −

f 4
c

16
ρ2

− i
fc(σ − 1)

2

)
sm + ρ2mσ

|sm |
2σ sm = 0, s′

m(0) = 0, sm(∞) = 0. (79)

Proof. The proof of Lemma 25 is identical to the proof of Lemma 3 in Appendix B. �

5.2.2. σ/2 blowup rate (ψQm )
We now show that the asymptotic profile ψQ from (73), multiplied by eimθ , is an asymptotic profile for vortex solutions of the

supercritical two-dimensional NLS (76) with initial condition ψ0 = eimθ A0(r).

Proposition 26. Eq. (76) has singular vortex solutions whose asymptotic profile is given by ψQm = ψQ · eimθ , where ψQ is given
by (73). In addition,

(1)

α =
2 − σ

σ
. (80)

(2) The blowup rate is given by

L(t) ∼


(Tc − t)

σ
2 , 1 < σ < 2, (0 < α < 1),√

2π(Tc − t)

log log 1
Tc−t

, σ = 2, (α = 0).
(81)

Proof. We follow the analysis in [11, Section 4]. Substitution of ψQ · eimθ into (76) gives

Qρρ + (d − 1)
L

Lρ + r0Lα
Qρ −

(
1 + m2

(
L

Lρ + r0Lα

)2
)

Q + |Q|
2σ Q + AQ + iDQ = 0, (82a)

where

A = −
1
4

[
(L3ρ2

+ 2αr0L2+αρ + αr2
0 L1+2α)L t t − α(1 − α)r0(r0L2α

+ 2Lα+1ρ)L2
t

]
,

D =
d − 1

2

[
α −

2 − σ

σ(d − 1)
+ (1 − α)

Lρ

Lρ + r0Lα

]
L L t . (82b)

As in [11], the admissible values of α are 0 ≤ α < 1. Hence, ε(t) = L1−α goes to zero as the solution approaches the singularity.
Therefore, the phase term eimθ contributes only to O(ε2(t)) terms. In [11], we saw that the blow profile, blowup rate, the relation
between rmax(t) and L(t) and the value of α are determined only by the O(1) and O(ε) terms of (82). Hence, all the results follow
directly from the analysis in [11, Section 4]. �



G. Fibich, N. Gavish / Physica D 237 (2008) 2696–2730 2723

Fig. 24. Solution of (76) with σ = 1.1 for the initial condition (83) at t = 0 (L−1
= 1) (dashes); t = 0.125 (L−1

≈ 1.18×106) (dash–dots) and (L−1
≈ 1.74×1011)

(solid, time t differs from previous time only in the 14th digit). The dotted curve is 2σ√1 + σ sech1/σ (σr).

Remark 27. Note that the profile Q of ψQm is independent of m.

Remark 28. Proposition 26 can be extended to the critical case σ = 1 (α = 1) as follows. Relation (80) for the value of α and
relation (81) for the blowup rate remain unchanged, but the blowup profile is Gm , rather than Q, see Section 4.6.

Remark 29. We note that, as in [11], the derivation of the results in Proposition 26 is based on several assumptions and conjectures

which are yet to be made rigorous. In particular, we can only show that the blowup rate is equal to or faster than (Tc − t)
1

1+α for

1 < σ < 2 and equal to or faster than (Tc − t)
1
2 for σ = 2. However, the numerical simulations in Section 5.3 strongly suggest that

the blowup rate is, indeed, given by (81).

5.3. Numerical study

We now present numerical investigations of collapsing supercritical vortex solutions, to see whether ψQm and/or ψSm are
attractors. All the simulations presented in this section are for m = 2.

5.3.1. Collapsing ψQm solutions
We consider the two cases 0 < α < 1 (Section 5.3.1.1) and α = 0 Section 5.3.1.2). We use the initial condition ψ0 = ψ0

Q · eimθ

with L(0) =
1

2σ , L t (0)
L(0) = −4, r0Lα(0) = 5, and ω = 1, to obtain, see Eq. (73),

ψ0 = 2(1 + σ)1/2σ
[
sech(2σσ(r − 5))

]1/σ e−iαr2
−i(1−α)(r−5)2 eimθ . (83)

The choice L(0) =
1

2σ gives an initial condition which is sufficiently localized, so as to prevent a possible truncation of the sech
ring tail near the origin.

5.3.1.1. The case 0 < α < 1. We first present a simulation with σ = 1.1. The expected value of α in this case is

α =
2 − 1.1

1.1
=

9
11

≈ 0.8181, (84)

see Eq. (80). In order to check for self-similarity, in Fig. 24 we rescale the numerical solution according to

ψrescaled = L1/σψ

(
r − rmax(t)

L

)
, L =

max
r

|ψ0|
σ

max
r

|ψ |σ
, rmax(t) = argmax

r
|ψ |. (85)

As expected, the normalized solution remains unchanged while focusing by a factor of 1013, indicating that the solution indeed
undergoes self-similar collapse. In addition, the self-similar profile has an excellent agreement with the Q profile. Next, we calculate
the parameter α of the ring radius shrinkage. According to Eq. (73), rmax(t) = r0Lα where α ≈ 0.8181, see Eq. (84). To find
the parameter α numerically, we calculate rmax(t) from Eq. (85) and plot rmax(t) as a function of 1/L . Fig. 25(A) shows that
rmax(t) ≈ 9.672Lα with α = 0.81919, which differs from the predicted value of α by about 0.12%. We now consider the blowup
rate of these solutions. The expected blowup rate is (Tc − t)

σ
2 , see Eq. (81). To find the blowup numerically we first plot the

blowup rate L as a function of Tc − t and find the best-fitting exponent p for L ∼ fc(Tc − t)p. The results in Fig. 25(B) show that
L ∼ fc(Tc − t)0.549, perfectly fitting the expected value of σ2 = 0.55 with a relative error of less than 0.18%. Since plotting L as
a function of Tc − t is not sensitive enough to tell a 1

1+α
blowup rate from a slightly-faster-than a 1

1+α
blowup rate, we plot LαL t
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Fig. 25. Solution of Fig. 24. A: rmax(t) as a function of L. The dotted curve is the fitted curve cL(t)0.81919 where c = 9.672. B: L as a function of Tc − t on a
logarithmic scale. The dotted curve is the fitted curve L = c(Tc − t)0.549 where c = 0.399. C: LαL t as a function of 1/L .

Fig. 26. Solution of quintic NLS (σ = 2) with ψ0 given by (83) for m = 4 at A: Solution rescaled according to (85) at t = 0 (L−1
= 1, rmax(t) = 4.951, dashed),

t = 0.0932 (L−1
= 4.44 × 105, rmax(t) = 4.941, solid) and for L−1

= 2.11 × 109 (dash–dotted). Values of t and rmax(t) differ only in the 10th digit or after,

therefore only the focusing level is quoted. The bold dotted curve is P = sech
1
2 (2

√
3(r − 5)) B: Ring radius as a function of focusing factor 1/L . C: L as a function

of Tc − t . The dotted curve is the fitted curve c(Tc − t)0.50372. D: L L t as a function of the focusing factor 1/L .

as a function of the focusing factor 1/L . For a blowup rate equal to 1
1+α

, LαL t goes to a negative constant, but for a blowup rate

faster than 1
1+α

, LαL t goes to zero. The results in Fig. 25(C) show that limt→Tc LαL t = −0.0951, indicating that the blowup rate

is equal to (Tc − t)
σ
2 .

5.3.1.2. The case α = 0. We now study collapsing vortex solutions in the case of the quintic two-dimensional NLS (σ = 2) with
the initial condition (83). The expected value of α in this case is α =

2−2
2 = 0, see Eq. (80).

In order to check for self-similarity we rescale the solution ψ according to (85). Fig. 26(A) shows that all rescaled plots of the
solution at focusing levels varying from 101 to 108 are nearly indistinguishable, indicating that the solution is indeed self-similar
while focusing over 6 orders of magnitude. In addition, Fig. 26(A) also shows that the rescaled profile perfectly fits the Q profile.
In Fig. 26(B) we plot rmax(t) as a function of the focusing factor 1/L . It can be seen that limt→Tc rmax(t) ∼= 4.944, i.e., the ring
is standing and not shrinking towards the origin. Next, we consider the blowup rate of the standing ring solution. To do so, we
first assume that L ∼ fc(Tc − t)p and find the best-fitting p. Fig. 26(C) shows that p ≈ 0.50372, indicating that the blowup
rate is square root or slightly faster. Next, we check whether L is slightly faster than a square root, by plotting L L t as a function
of the focusing factor 1/L . Recall that for a square-root blowup rate, L L t will go to a negative constant as t → Tc, while for a
faster-than-a-square-root blowup rate L L t goes to zero [8]. The results in Fig. 26(D) show that limt→Tc L L t = 0, indicating that
the blowup rate is faster-than-a-square-root, in agreement with (81).

5.3.1.3. Shrinkage and blowup rates. Relation (80) for the shrinkage rate parameter α and relation (81) for the blowup rate were
found to be in excellent agreement for the two simulations presented so far in this section. We now systematically verify the
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Fig. 27. A: Computed values of the shrinkage rate parameter α (circles). The solid curve is Eq. (80). B: Computed blowup rate (circles). The solid curve is 1
1+α

=
σ
2 .

Fig. 28. Solution of Fig. 24. A: rmax(t) as a function of L . The dotted curve is the fitted curve cL(t)0.823 where c = 13.47. B: L as a function of Tc − t on a
logarithmic scale. The dotted curve is the fitted curve L = c(Tc − t)0.547 where c = 0.327. C: LαL t as a function of 1/L .

validity of these relations. Fig. 27(A) shows that for σ = 1, 1.1, 1.2, . . . , 2, the difference between the numerical value of the
best-fitting α in rmax ≈ r0Lα and the analytic prediction (80) is less than 3%. In Fig. 27(B) we plot the blowup rates measured. For
σ = 1, 1.1, 1.2, . . . , 1.7 the blowup rate is fc(Tc − t)p, where the difference between p and 1

1+α
is less than 2%. In addition, in all

these simulations, LαL t → Const 6= 0 (data not shown), showing that the blowup rate is 1
1+α

=
σ
2 with no loglog-type corrections.

When σ = 2, p = 0.5001 and L L t → 0, i.e., the blowup rate is slightly faster than a square root in agreement with the theoretical
predication (81).9

5.3.2. Collapsing ψSm solutions
We solve the supercritical NLS with σ = 1.1 with the initial condition ψ0 = ψSm (t = 0), where fc = 0.43 and

s(0) = 4.079 × 10−4. If the solution is stable, then it should undergo an equal-rate collapse at a square-root blowup rate. To
see whether this is the case, we calculate rmax(t), see Eq. (85), and plot it as a function of L . Fig. 28(A) shows that the best-fitting
α for rmax ≈ r0Lα is α = 0.823. Also, we plot the blowup rate L as a function of Tc − t , in Fig. 28(B), and find that the best-fitting
exponent p for L ∼ fc(Tc − t)p is p ≈ 0.547. Therefore, we observe that the solution neither undergoes equal-rate collapse
nor does it collapse at a square-root blowup rate. The measured values of α and p, however, are in perfect fit with those of the
ψQm profile. Indeed, the measured value of α = 0.823 differs from the predicted value of α, see Eq. (80), by about 0.6% and the
measured blowup rate p = 0.547 differs from the predicted blowup rate, see Eq. (81), by about 0.55%.

These results suggest that ψQm is a strong attractor for radially-symmetric vortex solutions of the supercritical NLS, while ψSm

is unstable. Note that this is also the case in the critical NLS, where ψGm is stable, while ψRm is unstable, see Section 4.6.

6. Numerical methods

The numerical methods used in this study are the same as in [8]. The notable differences, due to the vorticity, are as follows.

(1) Solution of the NLS (2) with a radially-symmetric vortex initial condition:
(a) In this case, we actually solve Eq. (9).

9 In the cases σ = 1.8 and σ = 1.9, the value of L recovered from the simulations turned out to be somewhat noisy. While we were able to extract the value of
α from rmax ≈ r0 Lα , we were unable to reliably extract the blowup rate, a task which involves differentiation of L . We note that in the simulations of supercritical
rings in the vortex-free case, the value of L also turned out noisier for σ = 1.8 and σ = 1.9, but the noise was on a smaller scale which enabled the extraction of the
blowup rate. Therefore, in that case ([11, Figure 24]) we were able to observe the jump discontinuity in the blowup rate at σ = 2, predicted in (81).
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(b) Simulations of collapsing vortex solutions are more demanding than in the vortex-free case. The reason is that vortex
solutions vanish at the origin, hence as they collapse the amplitude difference between the origin and the ring peak becomes
larger and larger, contributing to huge gradients in the solution. In contrast, the value of non-vortex rings at the origin
increases at the same rate as the maximal ring amplitude increases as it collapses. Hence, the amplitude difference between
the origin and the ring peak remains constant during the collapse and is typically “only” two orders of magnitude.

(c) We use the iterative grid redistribution (IGR) method [31]. In the vortex-free case, we used the weight function w =√
1 + |Ar |

2 + |Arr |. However, since for vortices |A| ∼ rm around r = 0, the value of w near the origin is small, leading
to subresolution around the origin where exceedingly high gradients develop, see (b). To ensure that grid points are also
attracted towards the origin, we choose w =

√
1 + |∇ψ |2 + |ψrr | where |∇ψ |

2
= |Ar |

2
+

m2

r2 |A|
2 and |ψrr | = |Arr |.

(d) The boundary condition at r = 0 is A(r = 0) = 0, Ar (0) = 0.
(2) Solution of Eq. (29) for Gm and Eq. (77) for Sm : Since G(r) = rm g(r) around r = 0, see Lemma 7, to solve Eq. (29) for a

given g0 and fc, we first solve Eq. (31) for gm = Gm/rm in the region [0, 1] with the initial condition gm(0) = g0. Then, we use
this solution to solve Eq. (29) in the region (1,∞) with the initial conditions Gm(1) = gm(1) and G ′

m(1) = mgm(1)+ g′
m(1).

The same method is used for the calculation of the solution of Eq. (77) for Sm . In order to find the relation between g0 and fc,
we use the same method as in [8] for Gm , and [32, Algorithm 1] for Sm .
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Appendix A. Proof of Lemma 2

Item 1 is immediate. To prove item 2, let us use a cylindrical coordinate system (êr , êθ ). Then, forψ = A(t, r)eimθ , see Lemma 1,

‖∇ψ‖
2
2 =

∥∥∥ψr êr + ψθ
êθ
r

∥∥∥2

2
= ‖ψr‖

2
2 +

∥∥∥ 1
rψθ

∥∥∥2

2
= ‖Ar‖

2
2 + m2

∥∥ A
r

∥∥2
2. Items 3–5 follow directly from item 2. To prove item 6, we

note that

M(t) =

∫
r êr × Im(ψ∗

∇ψ) dx =

∫
r êr × Im

(
ψ∗

(
ψr êr +

1
r
ψθ êθ

))
dx =

∫
Im(ψ∗ψθ ) dx.

Therefore, for ψ = A(t, r)eimθ , M(t) = m‖A‖
2
2 = m P(A) = m P(ψ).

Appendix B. Proof of Lemma 3

Let us look for a solution of (13) of the form Rm = r`qm(r) where qm(0) 6= 0 and q ′
m(0) = 0.

Substituting this form into Eq. (13) gives

q ′′
m(r)+

2`+ 1
r

q ′
m − qm +

`2
− m2

r2 qm + r2σ`q2σ+1
m = 0. (B.1)

Eq. (B.1) has a regular singular point at r = 0, hence there exist solutions of the form qm(r) = rα
∑

∞

i=0 air i , where α is solution
of the indicial equation α2

+ 2`α + `2
− m2

= 0. Since qm(0) 6= 0, α = 0 and therefore `1,2 = ±m. Since qm(0) 6= 0, the term
r2σ`q2σ+1

m is regular at r = 0 only if ` > 0, hence ` = m. Substituting ` = m into (B.1) gives (15).

Appendix C. Proof of Lemma 6

From the proof of Lemma 13 it follows that Jm[Rm,k] =
1
2‖Rm,k‖

2
2, for any solution Rm,k of (18), and that the minimum of

Jm is obtained by Rm,k for some k. Hence, the ground state of (18) is the minimizer of Jm[ f ]. From the proof of Lemma 12, the
minimizer of Jm[ f ] is positive. Since Rm,0 is a unique positive solution of (18), it follows that the ground state of (18) is Rm,0.

Appendix D. Proof of Lemma 12

Following Weinstein [21], from the definition of infimum, there exists a sequence un ∈ F such that Jm[un] → α > 0. Since
Jm[un] = Jm[|un|] for un ∈ F , we can take un ≥ 0. Let uλ,µn (r) = µun(λr). It is easy to see that Jm[uλ,µn ] = Jm[un]. Therefore,
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we can choose λn and µn such thatJm[uλ,µn ] = Jm[un] and ‖uλ,µn ‖2 = ‖∇uλ,µn ‖2 = 1. Therefore, we obtain a sequence un = uλ,µn
with the following properties:

un = un(r) ≥ 0, un ∈ F,

‖un‖2 = ‖∇un‖2 = 1, Jm[un] =
1

‖un‖
4
4

[
1 +

∥∥∥un

r

∥∥∥2

2

]
−→ inf

f ∈F
J [ f ].

Since un is bounded in H1, it has a subsequence such that un ⇀ u weakly in H1. Therefore, un and ∇un converge weakly in L2

to u and ∇u, respectively. It thus follows that ‖u‖2 ≤ 1 and ‖∇u‖2 ≤ 1. The Compactness Lemma, see [21], then ensures strong
convergence of un → u in L4, i.e.,

1

‖u‖
4
4

= lim
n→∞

1

‖un‖
4
4

. (D.1)

Since un/r is bounded in L2, it has a subsequence such that un/r ⇀ v weakly in L2. We now prove that v = u/r . Indeed, for

any test function ϕ ∈ F̃ , where F̃ =

{
f
∣∣∣ f, f

r ∈ L2
}

,
∫ un

r ϕ =
∫

un
ϕ
r . Hence,

∫
vϕ = limn→∞

∫ un
r ϕ = limn→∞

∫
un

ϕ
r =

∫
u ϕr .

Since F̃ is dense in L2, it follows that for any test function ϕ ∈ L2,
∫
vϕ =

∫ u
r ϕ.

Hence, v = u/r and un/r ⇀ u/r . The weak convergence of un/r to u/r in L2 implies that∥∥∥u

r

∥∥∥
2

≤ lim
n→∞

inf
∥∥∥un

r

∥∥∥
2
. (D.2)

By (D.1) and (D.2), J [u] ≤ limn→∞ inf J [un]. Since limn→∞ J [un] exists and is equal to inf f ∈F J [ f ],

J [u] ≤ lim
n→∞

inf J [un] = inf
f ∈F

J [ f ].

Therefore, J [u] = inf f ∈F J [ f ].

Appendix E. Proof of Lemma 13

We generalize Weinstein’s calculation of the critical power for m = 0 [21] to ring vortices (m 6= 0). By Lemma 12, there exists
a minimizer of the functional Jm[ f ]. We first show that, up to multiplication by a constant phase factor, the minimizer of Jm[ f ] is
real-valued:

Lemma 30. Let Jm[ f ] be given by (35), and let h(r) = A(r)eig(r) be a minimizer of Jm[h] where A and g are real. Then,
g ≡ Const.

Proof. Since, Jm[h] = Jm[A] +
‖g′

‖
2
2‖A‖

2
2

‖A‖
4
4

, then Jm[A] ≤ Jm[h] if and only if g ≡ const and Jm[A] = Jm[h]. �

Lemma 31. Let Jm[ f ] be given by (35). Then the minimum is obtained for f = µRm,0(λr) where Rm,0 is the ground state solution
of Eq. (18) and, λ > 0 and µ ∈ R. Furthermore, min f ∈F Jm[ f ] =

1
2‖Rm,0‖

2
2.

Proof. Let f be a minimizer of Jm . Then f satisfies the Euler–Lagrange equation

dJm[ f + εg]

dε

∣∣∣∣
ε=0

= 0, ∀g ∈ F . (E.1)

Dropping the tilde sign and carrying out the variational derivative gives[
2
‖ f ‖

2
2

‖ f ‖
4
4

∫
∇ f ∇g dx + 2

‖∇ f ‖
2
2

‖ f ‖
4
4

∫
f g dx − 4

‖ f ‖
2
2‖∇ f ‖

2
2

‖ f ‖
8
4

∫
f 3g dx

]

+ m2

[
2
‖ f ‖

2
2

‖ f ‖
4
4

∫
f g

r2 dx + 2
‖ f/r‖

2
2

‖ f ‖
4
4

∫
f g dx − 4

‖ f/r‖
2
2‖ f ‖

2
2

‖ f ‖
8
4

∫
f 3g dx

]
= 0.

Multiplying by ‖ f ‖
4
4/2‖ f ‖

2
2 and reorganizing the last equation, we obtain∫

∇ f ∇g dx +
‖∇ f ‖

2
2 + m2

‖ f/r‖
2
2

‖ f ‖
2
2

∫
f g dx − 2

‖∇ f ‖
2
2 + m2

‖ f/r‖
2
2

‖ f ‖
4
4

∫
f 3g dx + m2

∫
f g

r2 dx = 0.
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Integrating by parts gives,∫
g

[
−∆ f +

(
w f +

m2

r2

)
f − β f f 3

]
dx = 0, (E.2)

where w f =
‖ f ′

‖
2
2+m2

‖ f/r‖
2
2

‖ f ‖
2
2

and β f = 2
‖ f ′

‖
2
2+m2

‖ f/r‖
2
2

‖ f ‖
4
4

.

Let f λ,µ(r) = µ f (λr). It is easy to see that Jm[ f λ,µ] = Jm[ f ]. Therefore, we can eliminate w f and β f from (E.2) by setting

λ0 =
√
w f , µ0 =

√
w f

β f
, (E.3)

so that Eq. (E.2) becomes∫
g

[
−∆ f λ0,µ0 +

(
1 +

m2

r2

)
f λ0,µ0 − ( f λ0,µ0)3

]
dx = 0. (E.4)

Let us denote

Rm = f λ0,µ0 . (E.5)

Since (E.4) is valid for all g ∈ F , we have that Rm(r), the minimizer of Jm , is a solution of (18). Furthermore, from (E.2), (E.3)
and (E.5)

‖Rm‖
2
2 = ‖ f λ0,µ0‖

2
2 =

µ2
0

λ2
0

‖ f ‖
2
2 = 2

‖ f ′
‖

2
2 + m2

‖ f/r‖
2
2

‖ f ‖
4
4

‖ f ‖
2
2 = 2Jm[ f ] = 2Jm[ f λ0,µ0 ] = 2J [Rm],

giving

Jm[Rm] = min
f ∈F

Jm[ f ] =
1
2
‖Rm,0‖

2
2. (E.6)

The optimal constant Cm is given by Cm =
1

min f ∈F Jm [ f ]
. Hence, by (E.6), Cm =

1
Jm [Rm ]

=
2

‖Rm,0‖
2
2
. �

Appendix F. Proof of Lemma 18

Let ψ0 = A0eimθ . When (54) holds, the center of mass x is at (x, y) = 0, x =
∫

xA2
0 dxdy = 0. The change in the center of

mass is constant and is given by the linear momentum (see, e.g., [1]), i.e., dx
dt ≡

1
2‖ψ0‖

2
2

∫
Im
(
ψ0∇ψ

∗

0

)
. Let us use a cylindrical

coordinate system (êr , êθ ). Then,∫
Im
(
ψ0∇ψ

∗

0

)
rdrdθ =

∫
Im
(
ψ0

(
ψr êr +

1
r
ψθ êθ

)∗)
rdrdθ

=

∫
Im
[

1
2
(A2

0)r êr +

(
i
m A2

r
+

1
2r
(A2

0)θ

)
êθ

]
rdrdθ = m

∫
A2

0 êθ drdθ = 0,

where in the last stage we substituted êθ = (− sin θ, cos θ) and used (54).

Appendix G. Derivation of Eq. (67)

Substitution of (66) into the NLS gives, for O(µ)

i
d
dt
ψGm,0(t, r, θ)+ ∆ψGm,0 + |ψGm,0 |

2ψGm,0︸ ︷︷ ︸
=0

+µ cos(Ωθ)eδΩ τ

i
d
dt
ψGm,0 + ∆ψGm,0 + |ψGm,0 |

2ψGm,0︸ ︷︷ ︸
=0

+ i
δΩ

L2(t)
ψGm,0 −

Ω2

L2(t)ρ2ψGm,0


+ 2µr cos(Ωθ)eδΩ τ |ψGm,0 |

2ψGm,0 = 0.

Hence, (µr + iµi )
(

iδΩ −
Ω2

ρ2

)
+ 2µr L2(t)|ψGm,0 |

2
= 0.
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Since |ψGm,0 | =
1
L Gm,0(ρ), the equation for the real and imaginary parts can be written as B

(
µr
µi

)
= 0, where B =2G2

m,0(ρ)−

(
Ω

ρ

)2
−δΩ

δΩ −

(
Ω

ρ

)2

 .
A non-trivial solution exists if |B| = 0, from which follows Eq. (67) for δΩ .

Appendix H. Proof of Theorem 23

Define

Bk(r, θ) = S(ψ)(tk, r, θ) = L(tk)eiγ (tk )ψ(tk, L(tk)r, θ) (H.1)

where L is given by (58). Then, ‖Bk‖2 ≡ ‖ψ0‖2 and ‖∇ Bk‖2 = L(tk)‖∇ψ(tk, ·)‖2 ≡ 1.
Since Bk is bounded in H1, it has a subsequence such that Bk ⇀ Ψ weakly in H1. Therefore, Bk and ∇ Bk converge weakly in

L2 to Ψ and ∇Ψ , respectively. Hence,

‖Ψ‖2 ≤ lim inf
k→∞

‖Bk‖2, ‖∇Ψ‖
2
2 ≤ lim inf

k→∞
‖∇ Bk‖

2
2. (H.2)

By Lemma 1, ψ(t, r, θ) = A(t, r)eimθ . Hence Bk(r, θ) = L(tk)eiγ (tk )A(tk, L(tk)r)eimθ .
Let bk = Bke−imθ , then bk(r) = L(tk)eiγ (tk )A(tk, L(tk)r). By Lemma 2, A ∈ H1

radial. In addition,

‖bk‖2 = ‖ψ0‖2, ‖∇bk‖2 = L(tk)‖∇ A(tk, ·)‖2 =
‖∇ A(tk, ·)‖2

‖∇ψ‖2
=

‖Ar‖2

‖Ar‖2 + m2‖A/r‖
2
2

≤ 1.

Since bk is bounded in H1
radial, the Compactness Lemma for radial functions, see [21], ensures strong convergence of bk to Ψe−imθ ,

hence of Bk to Ψ , in L p for 2 < p < ∞. In particular, ‖Ψ‖4 = limk→∞ ‖Bk‖4. From the last relation and (H.2) it follows that

H(Ψ) ≤ lim inf
k→∞

H(Bk) ≤ lim inf
k→∞

L2(tk)H(ψ0) = 0.

Therefore, from Lemma 13 it follows that ‖Ψ‖
2
2 ≥ Pcr(m).

Appendix I. Proof of Theorem 24

For any ε > 0, ‖φk‖L2(r<ε/L(tk )) = ‖ψ(tk)‖L2(r<ε), where φk is defined by (H.1). Therefore, for any R > 0, if k is sufficiently
large, ‖φk‖L2(r<R) ≤ ‖ψk(tk)‖L2(r<ε).

Since φk converges weakly to Ψ in L2, see the proof of Theorem 23, it also converges weakly to Ψ in L2(r < R), hence
‖Ψ‖L2(r<R) ≤ lim j→∞ inf ‖φk‖L2(r<R).

Therefore, ‖Ψ‖L2(r<R) ≤ lim j→∞ inf ‖ψ(tk)‖L2(r<ε). Since this holds for all R, we have from Theorem 23, Pcr(m) ≤ ‖Ψ‖
2
L2 ≤

lim j→∞ inf ‖ψ(tk)‖2
L2(r<ε)

, which proves Theorem 24.
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