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Abstract
Local graph diffusions have proven to be valuable tools for solving various graph clustering problems. As such, there has been much interest recently in efficient local algorithms for computing them. We present an efficient local algorithm for approximating a graph diffusion that generalizes both the celebrated personalized PageRank and its recent competitor/companion - the heat kernel. Our algorithm is based on writing the diffusion vector as the solution of an initial value problem, and then using a waveform relaxation approach to approximate the solution. Our experimental results suggest that it produces rankings that are distinct and competitive with the ones produced by high quality implementations of personalized PageRank and localized heat kernel, and that our algorithm is a useful addition to the toolset of localized graph diffusions.

1. Introduction
In community detection problems (i.e., graph clustering problems), one seeks to identify sets of nodes in a graph that are both internally cohesive and well separated from the rest of the graph. Such sets are then referred to as communities or clusters. In one important variant, the goal is to build a community around a given seed node or set of seed nodes. That is, the algorithm is given, as an input, a node (or nodes) in the graph, and the goal is to find a cluster in which it is a member.

One popular technique for identifying communities using seed nodes is to use local graph diffusions (Andersen et al., 2006; Chung, 2007). The general framework is as follows. Using the seed, a diffusion vector is computed. The diffusion vector is reweighted based on the degrees, and the nodes are sorted according to their magnitude in the reweighted diffusion vector. The community is found by making a sweep over the nodes according to their rank, selecting the prefix that minimizes (or maximizes) some scoring function. If the input vector is sparse, most of the entries in the diffusion vectors tend to be tiny, in which case a sparse approximation is viable (the exact diffusion vector is generally dense), and this is allows algorithms that work even on massive graphs. Algorithms that find sparse approximations to diffusion vectors are local graph diffusion algorithms.

One widely used scoring function is conductance. The conductance of a subset of nodes \( S \) is given by

\[
\phi(S) = \frac{\partial S}{\min(\text{vol}(S), \text{vol}(\bar{S}))},
\]

where \( \bar{S} \) is the complementary set of nodes, \( \partial S \) is the number of edges with one end-point in \( S \) and the other in \( \bar{S} \), and \( \text{vol}(S) \) is the sum of degrees of nodes in \( S \). Selecting sets with low conductance tends to produce high quality clusters (Yang & Leskovec, 2015), and the performance of the aforementioned algorithm with respect to minimizing the conductance can be rigorously analyzed for certain diffusions (Andersen et al., 2006; Chung, 2009). However, we stress that other scoring functions have been applied successfully (Yang & Leskovec, 2015).

The classical graph diffusion vector is the PageRank vector (Brin & Page, 1998). Assume, without loss of generality, that the set of nodes is \( \{1, \ldots, n\} \). Let \( A \in \mathbb{R}^{n \times n} \) be the adjacency matrix of the graph, and let \( D \in \mathbb{R}^{n \times n} \) be a diagonal matrix with the degrees on the diagonal. Let \( P \equiv AD^{-1} \) be the random walk transition matrix. The PageRank vector is equal to

\[
p \equiv (1 - \alpha)(I_n - \alpha P)^{-1}s
\]

where \( \alpha \in (0, 1) \) and \( s \in \mathbb{R}^n \) are parameters. The vector \( s \) is typically referred to as the teleportation vector. The
PageRank vector $p$ can be interpreted as the stationary distribution of a random walk with restart, and there are also other equivalent formulations. When $s$ is sparse this vector is often referred to as a personalized PageRank vector. Andersen et al. (2006) described an efficient efficient local algorithm for personalized PageRank.

Recently, the heat kernel diffusion vector (Chung, 2007) has received attention in the literature. The heat kernel vector is equal to

$$h = \exp \{-\gamma(I_n - P)\} s$$

where $\gamma > 0$ is some parameter. Kloster & Gleich (2014) recently described an efficient local algorithm for the heat kernel, and experimentally showed that the heat kernel tends to produce smaller and more realistic communities than the ones produced using the PageRank diffusion, with only a modest increase in conductance.

In this paper we consider a special case of the dynamical PageRank diffusion recently introduced by Gleich & Rossi (2014). Fix parameters $\gamma > 0$ and $\alpha \in [0, 1]$. The diffusion vector $x$, which we refer to as the \textit{time-dependent PageRank vector}, is equal to $x(\gamma)$ where $x(\cdot)$ is the solution to the initial value problem

$$x'(t) = (1 - \alpha)s - (I_n - \alpha P)x(t)$$

$$x(0) = s, \quad t \in [0, \gamma] \tag{1}$$

It can be shown that (Gleich & Rossi, 2014)

$$x = (1 - \alpha)(I_n - \alpha P)^{-1}s + \exp \{-\gamma(I_n - \alpha P)\}(s - (1 - \alpha)(I_n - \alpha P)^{-1}s). \tag{2}$$

Time-dependent PageRank is a generalization of both PageRank and heat kernel. If we fix $\alpha$ and let $\gamma$ go to infinity, the time-dependent PageRank vector $x$ converges to the PageRank vector $p$. If we set $\alpha = 1.0$, time-dependent PageRank vector $x$ is exactly equal to the heat kernel vector $h$. Consequently, one can hope that certain non-degenerate combinations of $\alpha$ and $\gamma$ (perhaps ones that are dependent on the application and/or the graph) will produce better diffusion vectors for downstream use.

The main contribution of this paper is an efficient local algorithm for approximating the time-dependent personalized PageRank vector $x$. As such, our algorithm can also be viewed as a new algorithm for both the heat kernel diffusion and the personalized PageRank diffusion. The proposed algorithm is deterministic and simple (we give a detailed pseudo-code in the supplementary material). Our algorithm tends to access the out-links much less than existing algorithms for personalized heat kernel and PageRank, and as such more suitable than those algorithms when out-link access is somewhat expensive. We experimentally compare communities produced using our algorithm with communities produced using the heat kernel and using PageRank. Our algorithm tends to generate smaller communities than both heat kernel and PageRank, with roughly the same conductance. In our experimental setup, it had similar performance to heat kernel in detecting ground-truth communities.

An open-source implementation of the algorithm is available through the libSkylark library (http://xdata-skylark.github.io/libskylark/).

2. Preliminaries

2.1. Notation

We denote scalars using Greek letters or using $t, s, \ldots$. Vectors are denoted by $x, y, \ldots$ and matrices by $A, B, \ldots$. We use the convention that vectors are column-vectors. We denote vector-valued functions from $[0, \gamma)$ (or any other interval implied by the text) to $\mathbb{R}^n$ by $x(\cdot), y(\cdot), \ldots$, while $x(t), y(t)$ denotes their evaluation (which is a vector in $\mathbb{R}^n$) at a specific point $t$. Accordingly, $x(\cdot), y(\cdot), \ldots$ denote scalar-valued functions, and $x(t), y(t), \ldots$ their evaluation at $t$. For a vector (or vector-valued function), lower case letter with an index denotes the value of coordinate $i$ of the vector (resp. vector-valued function). For example, $x_i$ (resp. $x_i(\cdot)$) denotes the $i$th entry of $x$ (resp. $x(\cdot)$). Note that $x_i$ is different from $x_i$; the former is a scalar, while the latter is a vector indexed by $i$.

2.2. Diffusion Coefficients

Since both PageRank and heat kernel are a special cases of time-dependent PageRank, any rigorous theoretical guarantee on either one can be mimicked using the time-dependent PageRank. Consequently, one can hope that some non-degenerate combinations of $\alpha$ and $\gamma$ will offer better results. While there is no rigorous analysis supporting this assessment, inspection of diffusion coefficients can provide insight into possibly favorable behaviors of time-dependent PageRank.

Graph diffusion vectors, like PageRank and heat kernel, can be written as an infinite series

$$f = \sum_{k=0}^{\infty} \alpha_k P^k s$$

where $\sum_{k=0}^{\infty} \alpha_k = 1$. The terms $\alpha_k$ are the \textit{diffusion coefficients}, which serve as weights to the distribution of random walks of the corresponding lengths.

For PageRank, the diffusion expansion is

$$p = (1 - \alpha) \sum_{k=0}^{\infty} \alpha^k P^k s,$$
and for the heat kernel it is
\[ h = e^{-\gamma} \sum_{k=0}^{\infty} \frac{\gamma^k}{k!} P^k s. \]

Based on (2), it is easy to show that
\[ x = \sum_{r=0}^{\infty} \frac{(1-\alpha)^r \gamma^r}{r!} + e^{-\gamma} \sum_{r=0}^{\infty} \frac{\gamma^r}{k!} P^k s. \]

The diffusion coefficients of PageRank decay at a fixed rate. Thus, if the decay for low-indices is slow (i.e., short paths have roughly the same coefficient), the decay is very slow overall, and excessively long paths will have rather high coefficients, thereby encouraging large communities. Slow decay also poses an algorithmic challenge, since the algorithm needs to allocate significant weights to very long paths. If we reduce \( \alpha \) so that long paths have very small coefficients, we ran the risk of having a strong decay for the initial coefficients, perhaps resulting in unduly small communities.

As for the heat kernel, while the coefficients eventually decay to zero very quickly (since \( k! \) grows much faster than \( \gamma^k \)), there is an initial phase in which they actually grow (this is because \( k! \) is independent of \( \gamma \), and thus \( \gamma^k \) initially grows much faster than \( k! \)). Thus, the coefficients of the heat kernel display an hump in the lower coefficients, which might cause short paths to get very small weight.

Inspecting the diffusion coefficients of time-dependent PageRank, we see that for small indices, the behavior is quite similar to that of PageRank (as long as \( \alpha \) is small enough), but for large \( k \) the decay is similar to that of heat kernel. Thus, by carefully choosing \( \alpha \) and \( \gamma \), we can entertain a slow initial decay, followed by very rapid decay beyond some point. This is illustrated in Figure 1 (left).

Figure 1 (right) reports the cumulative sum of the diffusion coefficients as the index increases. Once the cumulative sum gets very close to 1.0, the weights of remaining long paths are too small for them to affect the final diffusion vector. Thus, when the cumulative sum quickly approaches 1.0 there is more hope for very fast algorithms.

### 2.3. Relaxation Methods and Waveform Relaxation

Relaxation is a general technique for solving linear equations of the form \( Ax = b \). In the most general form, the matrix is split \( A = B_k - C_k \) (here \( k \) is an iteration index), and the iteration is written as \( x^{(k+1)} = B_k^{-1}(C_k x^{(k)} + b) \). By carefully choosing \( B_k \) and \( C_k \), one can ensure that \( x^{(k+1)} \) is identical to \( x^{(k)} \) in all but one coordinate. Such methods are called coordinate relaxation methods, and they are closely related to the Gauss-Seidel and Gauss-Southwell iteration. Several competitive local algorithms

![Figure 1. Diffusion coefficients (\( \alpha, \beta, \gamma \)) for different diffusions. The left graph plots the coefficients themselves, while the right graph shows a cumulative sum of the coefficients. For personalized PageRank and heat kernel employ a coordinate relaxation approach (Kloster & Gleich, 2014).](image)

Waveform relaxation, originally developed at the beginning of the 1980s for the simulation of electronic circuits, is a generalization of relaxation to solving initial value problems of the form \( x'(t) = f(t, x(t)) \). The basic idea is to introduce new functions \( G_k(t, \cdot, \cdot) \) such that \( f(t, x) = G_k(t, x, x) \). To obtain \( x^{(k+1)}(\cdot) \) from \( x^{(k)}(\cdot) \) we solve the initial value problem \( x^{(k+1)}(\cdot) = G_k(t, x^{(k+1)}(t), x^{(k)}(t)) \). By choosing \( G_k(\cdot, \cdot, \cdot) \) carefully we can, again, ascertain \( x^{(k+1)}(\cdot) \) to be identical to \( x^{(k)}(\cdot) \) in all but one coordinate. This form of waveform coordinate relaxation is the basis for our method.

### 3. Algorithm

As explained earlier, diffusion-based community detection algorithms start by computing a diffusion vector, which is used rank the vertices and perform a sweep. Our goal is to integrate the time-dependent personalized PageRank (2) vector in this framework, instead of the personalized PageRank vector or the heat kernel vector. This section describes our algorithm for computing (2).

The exact time-dependent personalized PageRank vector is completely dense for connected graphs. Computing it exactly is too expensive for the purpose of detecting local communities. It is common practice to find approximate vectors that are localized (i.e., have only a small number of non-zeros). Since the main purpose of the diffusion vector is to form a ranking of the nodes by sorting their degree, we can reweight the degree of the nodes and obtain an approximate diffusion vector \( y \) such that

\[ \|D^{-1}(x-y)\|_\infty < \epsilon. \]

Our algorithm constructs a vector-valued function that approximates the diffusion vector for all \( t \in [0, \gamma] \). That is, the algorithm constructs a vector function \( y(\cdot) \) such that

\[ \|D^{-1}(x(t) - y(t))\|_\infty < \epsilon \]

for all \( t \in [0, \gamma] \). In the above \( x(\cdot) \) is the solution to (1).
Remark. Some of the algorithms for approximate diffusion also guarantee that the error is one sided, i.e. \( y \leq x \). That can be achieved by our algorithm by solving to \( \epsilon / 2 \) approximation error, and then applying a non-uniform shift to \( y \). This shift does not affect the ranking of the nodes.

Let \( y(\cdot) \) be some candidate solution. Following Botchev et al. (2013) we define the residual \( r(\cdot) \) relative to \( y(\cdot) \) to be

\[
r(t) = (1 - \alpha) s - (\text{I}_n - \alpha P) y(t) - y'(t).
\]

The residual is a powerful tool for analyzing approximate solutions to initial value problems (Botchev et al., 2013). In particular, it can be used to certify that (3) is met by \( y(\cdot) \), as the following proposition shows (the proof, like all proofs, appears in the supplementary material):

**Proposition 1.** Let \( d_i \) denote the \( i \)th diagonal entry of \( D \) (which is the degree of vertex \( i \)). Suppose that \( y(0) = s \). If

\[
\|r_i(\cdot)\|_{\infty} < \frac{(1 - \alpha)d_i \epsilon}{1 - \exp((\alpha - 1) \gamma)} \tag{4}
\]

(if \( \alpha = 1 \) then substitute \( 1 - \exp((\alpha - 1) \gamma)/(1 - \alpha) \) with \( \gamma \)) holds for all \( i = 1, \ldots, n \), then (3) holds for all \( t \in [0, \gamma] \).

**Algorithm Outline.** The key observation is that if we initialize \( y(t) = s \) then most coordinates are not in violation of (4). Thus, if we use a simple waveform relaxation approach, in which we iteratively target coordinates in which (4) is violated, the iterates will tend to stay localized. In particular, our algorithm maintains a queue of violating coordinates. In each iteration, a coordinate is extracted from the queue and the corresponding coordinate of \( y(\cdot) \) is perturbed so that the corresponding residual is small enough. This, in turn, can cause new coordinates to violate (4). Newly violating coordinates (if any) are then inserted into the queue. The algorithm terminates when the queue is empty. To allow these various steps to be implemented in standard computational models (e.g. RAM model), we restrict the coordinates of \( y(\cdot) \) to be polynomials of some fixed degree. We remark that our algorithm is similar in structure and spirit to “push” algorithms for personalized PageRank and heat kernel (Andersen et al., 2006; Kloster & Gleich, 2014).

### 3.1. Waveform Relaxation Approach

Proposition 1 suggests the following waveform relaxation approach: identify an index \( i \) for which \( \|r_i(\cdot)\|_{\infty} \) is too large, modify \( y_{i}(\cdot) \) so to force \( \|r_i(\cdot)\|_{\infty} \) to be zero, while keeping \( y_j(\cdot) \) for \( j \neq i \) as-is. This leads to the following proto-algorithm:

1. Initialize \( y(t) = s \).

2. While there exists an \( i \) such that

\[
\|r_i(\cdot)\|_{\infty} > \frac{(1 - \alpha)d_i \epsilon}{1 - \exp((\alpha - 1) \gamma)}
\]

(a) Select such an \( i \) arbitrarily.

(b) Set \( y_{i}(\cdot) \) to the solution of the ODE

\[
y'(t) = -y(t) + \alpha \sum_{j=1}^{\text{N}} P_{ij} y_j(t) + (1 - \alpha) s_i
\]

\( y(0) = s_i \) \tag{5}

The reason we use the term “proto-algorithm” is that in the above form, the proto-algorithm cannot be implemented in usual computational models (e.g. RAM model), as it abstractly operates on functions. We address this issue in the next subsection.

### 3.2. Restricting the Function Space

To turn the proto-algorithm into an actual algorithm, we restrict the functions to be polynomials of degree equal or smaller than some fixed degree \( N \). That is, each coordinate of \( y(\cdot) \) is a polynomial of degree at most \( N \). As a consequence, each coordinate of \( r(\cdot) \) is also a polynomial of degree at most \( N \). How \( N \) is chosen is explained in the next subsection. For now, it suffices to keep in mind that \( N \) depend on \( \gamma \) and \( \epsilon \), and that it tends to grow slowly. For example, for \( \gamma = 5.0 \) and \( \epsilon = 10^{-4} \), \( N = 14 \) suffices.

Let \( \mathbb{P}_{N} \) be the space of polynomials of degree at most \( N \). We use a pseudo-spectral approach of representing polynomials in \( \mathbb{P}_{N} \) by their values at predefined grid points\(^1\). Let \( t_0, \ldots, t_N \) be the result of scaling and shifting the Chebyshev points of the second kind from \([-1, 1]\) to \([0, \gamma]\), i.e.

\[
t_j = (\cos(j \pi / N) + 1) / 2, \quad j = 0, \ldots, N.
\]

Given a set of values \( y_0, \ldots, y_N \) there is unique polynomial \( p(\cdot) \) which interpolates \( y_j = p(t_j) \), which means we can use the vector \([ p(t_0) \cdots p(t_N) ]^T \) to represent \( p(\cdot) \in \mathbb{P}_N \). We denote by \( S_N \) the operator mapping a scalar function to a \( (N+1) \)-dimensional vector of its point-samples at \( t_0, \ldots, t_N \), i.e.

\[
S_N[f(\cdot)] \equiv [ f(t_0) \cdots f(t_N) ]^T.
\]

Our algorithm uses \( y_1 \equiv S_N[y_{i}(\cdot)] \) to represent \( y_{i}(\cdot) \). The derivative of a degree \( N \) polynomial is a degree \( N - 1 \) polynomial, so \( r_{i}(\cdot) \in \mathbb{P}_{N} \). Thus, we can use \( r_i \equiv S_N[r_{i}(\cdot)] \) to represent \( r_{i}(\cdot) \).\(^2\)

\(^1\)Our approach is inspired by the CHEBFUN library (Driscoll et al., 2014; Battles & Trefethen, 2004). In fact, early prototypes simply implemented the proto-algorithm using CHEBFUN.

\(^2\)The reason we do not use the coefficients in the monomial basis is because that will not result in a stable algorithm. The reason we use non-equidistant grid points is that equidistant grid point will result in a non-stable algorithm as well due to the Runge phenomenon. See Trefethen (2000) and Boyd (1989).
We now show how the various operations in the proto-algorithm are implemented in our algorithm. These operations are:

- Taking derivative in order to compute residuals.
- Computing the infinity norm of residual entries for testing convergence.
- Solving the ODE (5).

### 3.2.1. Derivative

Derivative is a linear operation on \( \mathbb{P}_N \), so there exists a matrix \( \Xi \in \mathbb{R}^{(N+1) \times (N+1)} \) such that for every \( p(\cdot) \in \mathbb{P}_N \)

\[
S_N[p'(\cdot)] = \Xi S_N[p(\cdot)].
\]

The following explicit formula for \( \Xi \) is based on known formulas for the \([-1,1]\) domain (Boyd, 1989)

\[
\Xi_{ij} = \begin{cases} 
\gamma(1 + 2N^2)/12 & i = j = 0 \\
-\gamma(1 + 2N^2)/12 & i = j = N \\
x_j/(4 - 4x_i^2) & i = j; 0 < j < N \\
(-1)^{i+j}p_i/(2p_jx_i - p_jx_{j+1}) & i \neq j 
\end{cases}
\]

where \( x_i = \cos(\pi i / N) \), \( p_0 = p_N = 2 \), and \( p_j = 1 \) otherwise.

### 3.2.2. Bounding \( \|r_i(\cdot)\|_\infty \)

Convergence is tested by inspecting the value of \( \|r_i(\cdot)\|_\infty \). This raises the question whether we can compute \( \|r_i(\cdot)\|_\infty \) using \( r_i \), or more generally, given \( S_N[p(\cdot)] \) can \( \|p(\cdot)\|_\infty \) be computed for \( p(\cdot) \in \mathbb{P}_N \)? The answer is yes, and in a stable manner (Battles & Trefethen, 2004). However, this computation is rather expensive: \( O(N^3) \) operations. Fortunately, we can bound \( \|p(\cdot)\|_\infty \) using \( S_N[p(\cdot)] \) in only \( O(N) \) operations, as the following proposition shows.

**Proposition 2.** Let \( p(\cdot) \in \mathbb{P}_N \). The following holds,

\[
\|p(\cdot)\|_\infty \leq (1 + \frac{2}{\pi} \log N)\|S_N[p(\cdot)]\|_\infty.
\]

Thus, we use the following termination test:

\[
\|r_i\|_\infty < \frac{(1 - \alpha)d_i\epsilon}{(1 - \exp((\alpha - 1)\gamma)(1 + \frac{2}{\pi} \log N)} \quad (6)
\]

(if \( \alpha = 1 \) then substitute \( 1 - \exp((\alpha - 1)\gamma)/(1 - \alpha) \) with \( \gamma \) for all \( i = 1, \ldots, n \)).

### 3.2.3. Solving the ODE

The solution to the ODE (5) is generally not a polynomial, and step 2 (b) cannot be implemented exactly if we restrict the solution space to \( \mathbb{P}_N \). However, as \( N \) grows, better and better approximation to the solution can be found in \( \mathbb{P}_N \). How to set \( N \) to be large enough so to find sufficiently accurate solution to the ODE is the subject of the next subsection. In this subsection, we explain how our algorithm finds an approximate solution to (5) within \( \mathbb{P}_N \).

Writing \( y(t) = y_i(t) + d(t) \) and rearranging (5), we can rewrite the ODE and the update step as

\[
d'(t) + d(t) - r_i(t) = 0, \quad d(0) = 0 \quad (7)
\]

\[
y_i(\cdot) \leftarrow y_i(\cdot) + d(\cdot).
\]

If we abandon solving (7) exactly so that we can require \( d(\cdot) \in \mathbb{P}_N \), the update step (in the values-on-grid-points representation) then becomes

\[
y_i \leftarrow y_i + d
\]

where \( d \equiv S_N[d(\cdot)] \). After this step, the residual can be updated as well

\[
r_i \leftarrow r_i - (\Xi + \mathbb{I}_{N+1})d.
\]

The convergence criteria requires \( \|r_i\|_\infty \) to be small enough for all \( i \), so it seems natural to attempt to find a \( d \) that will minimize \( \|r_i\|_\infty \) after the update. However, infinity norm minimization is rather expensive. Noting that \( \|r_i\|_\infty \leq \|r_i\|_2 \) we instead opt to minimize \( \|r_i\|_2 \) after the update, which yields the following equality-constrained linear least-squares problem

\[
\min_d \|r_i - (\Xi + \mathbb{I}_{N+1})d\|_2 \text{ s.t. } d_{N+1} = 0.
\]

Writing

\[
\Xi + \mathbb{I}_{N+1} = \begin{pmatrix} \Xi_1 & c \\ 0 & 0 \end{pmatrix}
\]

we get the following formula for \( d \):

\[
d = \begin{pmatrix} \Xi_1 r_i \\ 0 \end{pmatrix} \quad (8)
\]

This leads to the following update formula for \( r_i \)

\[
r_i \leftarrow (\mathbb{I}_{N+1} - \Xi_1 \Xi_1') r_i \quad (9)
\]

Let \( \mathbb{R} = \mathbb{I}_n - \Xi_1 \Xi_1' \). Since \( \Xi_1 \) has full column rank, \( \mathbb{R} \) is exactly a rank one matrix. In fact, \( \mathbb{R} = uu^T \) where \( u \) is the unique unit norm null vector of \( \Xi_1' \). This allows us to compute the update formula (9) in \( O(N) \) time. Note that \( \Xi_1 u = 0_N \) and \( \mathbb{R}u = u \), so setting \( r_i \) to 0 instead of using (9) will not change the result of any subsequent application of (8). However, it might affect the detection of convergence.

### 3.3. Choosing N

Recall that the update formula for the residual is \( r_i \leftarrow (\mathbb{I}_{N+1} - \Xi_1 \Xi_1') r_i \), and that to declare convergence \( \|r_i\|_\infty \)
has to be small enough. It is crucial that \( N \) is set large enough so that \( \| (I_{N+1} - \Xi \Xi^T) r_i \|_\infty \) is small enough for all \( r_i \)'s encountered by the algorithm. Observing that at the first iteration all residuals are multiple of the all-ones vector, we can bound the infinity error after the first iteration using the following lemma.

**Lemma 3.** Let \( 1_{N+1} \) be the \( N + 1 \) dimensional all-ones vector. Provided that \( \gamma \geq 1 \) and \( N \geq 10 \) we have

\[
\| (I_{N+1} - \Xi \Xi^T) 1_{N+1} \|_\infty \leq 20\sqrt{N} \exp(-\gamma/2) I_{N+1}(\gamma)(4/5)^{N+1}
\]

where \( I_0(\cdot), I_1(\cdot), \ldots \) are the modified Bessel functions of the first kind.

While we are unable to prove it rigorously, numerical experiments revealed that values of \( \| (I_{N+1} - \Xi \Xi^T) r_i \|_\infty \) produced by the algorithm are of the same order of magnitude as that of the first iteration. Therefore, we base our criteria for choosing \( N \) on Lemma 3, and set \( N \) to be the minimum \( N \geq 10 \) that will guarantee

\[
20\sqrt{N} \exp(-\gamma/2) I_{N+1}(\gamma)(4/5)^{N+1} \leq \frac{\epsilon}{\gamma(1 + \frac{2}{\gamma} \log N)}.
\]

Our experience showed that this strategy for choosing \( N \) is extremely robust, never failing to allow the algorithm to converge in all our experiments (we stress that once the algorithm has detected convergence, the result is accurate enough regardless of how \( N \) is chosen).

An inequality due to Luke (1972) implies that \( I_{N+1}(\gamma) \leq \gamma^{N+1} e^\gamma / 2^{N+1}(N + 1)! \) (we credit the answer to question 415834 of math stackexchange for this observation) which imply that \( N = O(\gamma + \log(1/\epsilon)) \).

### 3.4. Putting It All Together

The algorithm keeps a queue of indices which violate (6). The queue is initialized using the seed vector. In each iteration, the algorithm pops an index from the queue and operates on it. Suppose \( u \) is the popped index. The algorithm first updates \( y_u \) and \( r_u \) using formulas in subsection 3.2.3. It then updates \( r_v \) for all neighboring \( v \)'s of \( u \). If \( r_v \) violates (6), and it is not already in the queue, it is added to the queue. The algorithm terminates when the queue is empty.

During the execution of the algorithm, most of the \( y_i \)'s and \( r_i \)'s are zero. Our algorithm does not explicitly retain them in memory, and initializes \( y_i \) and \( r_i \) only when encountered first (that happens in three cases: as a seed vector, as a neighbor of a seed vector and as a neighbor of an index that was popped from the queue). We use an hash table for compact storage with fast access.

A detailed pseudo-code appears in the supplementary material. The only access our algorithm needs to \( G = (V, E) \) is to query a vertex degree (i.e., given \( v \in V \), return its degree \( \text{G.deg}(v) \)) and to query the set of vertex neighbors (i.e., given \( v \in V \), return its neighbors \( \text{G.neighbors}(v) \)).

Once the algorithm terminates, the result \( y(\cdot) \) appear as a collection of \( N + 1 \) dimensional vectors, which hold the values \( y(\cdot) \) at \( N + 1 \) time points in the range \([0, \gamma]\). These vectors can be used for ranking. The value of \( y(t) \) for other values of \( t \in [0, \gamma] \) can be computed efficiently using the barycentric formula (Berrett & Trefethen, 2004).

In terms of computational cost, we first note that while finding \( N \) and \( \Xi^+ \) is expensive, this is a one-time operation given \( \gamma \) and \( \epsilon \), so their values can be cached for future uses. Thus, we do not include them in the analysis. Assuming hash operations take \( O(1) \), the cost of a single iteration of the main loop is \( O(N^2) = O((t + \log(1/\epsilon))^2) \). While we do not currently have a bound on the number of iterations, our experience shows that it is rather small.

### 4. Experimental Results

We experimentally evaluated our algorithm in the context of community detection using a seed vector (that is, we use the common sweep procedure after applying the diffusion, selecting the prefix with minimum conductance). It is not the purpose of this section to show that our algorithm always, or in most of the cases, produces better communities when compared to the baselines. Evaluating communities is very tricky, and it is unclear how to quantify which of two communities is better. For example, just comparing the conductance is questionable, since PageRank based sweeps tend to produce lower conductance but much larger (and less realistic) clusters than heat kernel based sweeps (Kloster & Gleich, 2014). Other metrics exist, and it is unclear which is best (Yang & Leskovec, 2015). It is not unreasonable to expect that the best metric is application dependent and might in fact be an ensemble of metrics, and thus for a given application the best strategy might be to work with an ensemble of diffusion vectors from which a collection of candidate clusters are generated.

Instead, we demonstrate that our algorithm produces diffusion vectors that are useful in the sense that they produce rankings that are distinct and competitive with the ones produced by high quality implementations of personalized PageRank and localized heat kernel. In competitive we mean that selecting the better community between the two is not a trivial task of selecting the smallest conductance, and in fact that task might be application dependent. As such, we aim to establish that our algorithm is a useful addition to the toolset of local graph diffusions.

We use two other codes as a baseline. The first is \texttt{hk-grow} (Kloster & Gleich, 2014)\(^3\). The second is \texttt{pprgrow},

\(^3\)The paper uses the name \texttt{hk-relax}, but the code uses \texttt{hkgrow}.
an implementation of the personalized PageRank push algorithm (Andersen et al., 2006) by the authors of hkgrow. Similary, we call our algorithm \texttt{tpprgrow}. Note that we are comparing \textit{algorithms} and not \textit{diffusions}. The reason is that even when the underlying diffusion is the same (for example time-dependent PageRank with $\alpha = 1.0$ is identical to heat kernel), different algorithms often produce different approximate diffusion vector. Unless the accuracy parameter $\epsilon$ is set to be small enough and well below common values, these different values result in different ranking between nodes. Indeed, it is common practice to use $\epsilon$ as another parameter, and to run the algorithm with different $\epsilon$ values and select the best cluster found, instead of driving $\epsilon$ to be low enough for the ranking to be fully determined (we remark that setting $\epsilon$ so that the exact ranking between all nodes is fully determined necessitates a dense vector, which is counter to the goal of having a local algorithm).

4.1. Conductance, Cluster Size and Runtime

In the first set of experiments we compare hkgrow with $\gamma = 5.0$ to \texttt{tpprgrow} with $\alpha = 1.0, \gamma = 5.0$ and \texttt{tpprgrow} with $\alpha = 0.85, \gamma = 5.0$. Note that the underlying diffusion for \texttt{tpprgrow} with $\alpha = 1.0, \gamma = 5.0$ and \texttt{hkgrow} with $\gamma = 5.0$ is exactly the same. So any difference in the observed results is due to finding a different approximate diffusion vector within the allowed error budget. We use the four widely used datasets at the top of Table 1. For each dataset, we randomly choose a seed node, and detect a community around it using the various algorithms. We repeat 1000 times for every dataset. We use $\epsilon = 0.001$.

The results are summarized in Figure 2, Table 2 and Table 3. Figure 2 shows scatter plots of the conductance versus cluster size of the cluster found by the two variants of \texttt{tpprgrow} using randomly selected seed nodes. The values are normalized according to the cluster found using hkgrow. We see that \texttt{tpprgrow} tends to produce clusters with slightly higher (but comparable) conductance, but often of smaller, and perhaps more realistic, size. It also occasionally produces clusters with lower conductance.

Table 2 quantifies this further. In the table we compare the size and conductance of the cluster found between the algorithms. For each combination of algorithms, we find what percent of the runs resulted in clusters that are smaller, equal or larger of one algorithm versus the other. We repeat with regards to conductance. We see that not only does \texttt{tpprgrow} with $\alpha = 1.0, \gamma = 5.0$ tends to produce smaller sized clusters, but also with higher conductance. \texttt{tpprgrow} with $\alpha = 0.85, \gamma = 5.0$ tends to produce even smaller clusters and even higher conductance.

Table 3 compares the performance in terms of running time. The total time columns aggregates the total running time of all 1000 experiments. While \texttt{tpprgrow} tends to be somewhat slower than \texttt{hkgrow} when used with $\alpha = 1.0$ and $\gamma = 5.0$, it is faster than \texttt{hkgrow} when $\alpha = 0.85$ is used. This is probably due to fact that with $\alpha = 0.85$ the sum of diffusion coefficients converge to 1.0 faster (recall Figure 1). We also report the average number of iterations in the main loop. This corresponds to the average number of access to the edge list of a node in the graph. In some cases, this might be dominant cost (e.g., if the graph is too big to kept in memory and instead kept on disk, so each access to the neighbor list of a vertex is access to external storage). We see that \texttt{tpprgrow} tends to do less iterations.

The results make it clear that the clusters that can be found using \texttt{tpprgrow} are often distinct and competitive with the ones found by hkgrow.

\textbf{Table 1. Datasets}

| Graph         | $|V|$  | $|E|$  |
|---------------|------|-------|
| email-Enron   | 36,692 | 183,831 |
| ca-AstroPh    | 18,771 | 198,050 |
| soc-sign-epinions | 131,580 | 711,210 |
| soc-LiveJournal | 4,846,609 | 42,851,237 |
| com-amazon    | 334,863 | 925,872 |
| com-dblp      | 317,080 | 1,049,866 |
| com-youtube   | 1,134,890 | 2,987,624 |
| com-lj        | 3,997,962 | 34,681,189 |
| com-orcut     | 3,072,441 | 117,185,083 |

\textbf{Figure 2.} Scatter plot of conductance vs. community size of \texttt{tpprgrow} relative to \texttt{hkgrow}. Each point represent a single run from a random seed, with blue x’s with $\alpha = 1.0$ and $\gamma = 5.0$, and red +’s for $\alpha = 0.85$ and $\gamma = 5.0$. The conductance and community size is relative to the values obtained by the cluster found by the \texttt{hkgrow} with the same seed node.
4.2. Datasets with Ground Truth

Next, we evaluate the different algorithms using datasets for which ground truth communities exist (Yang & Leskovec, 2015). These are the datasets at the bottom of Table 1. Our setup is quite similar to the one used by Kloster & Gleich (2014): for each dataset, we use only the list of 5000 top communities, and experiment on all communities with 10 or more members. Given a seed, we run tpprgrow with $\epsilon = 0.001$ and three different values of $\alpha$: 0.85, 0.99, 1.0. We use $\gamma = 5.0$, but examine the diffusion vector at three additional time points. Among the clusters found, we pick the one with minimum conductance. We repeat this for every member of the ground truth community, using it as a seed, choosing the community with maximum $F_1$-score. Similarly we run hkgrow with the same four values of $\gamma$, and pprrgrow with $\alpha = 0.85, 0.99$ ($\alpha = 1.0$ does not make sense for pprrgrow).

Table 4 reports for each dataset and algorithm, the average $F_1$-score, average cluster size, average cluster conductance, and total running time. On average, tpprgrow and hkgrow find clusters of about the same quality. hkgrow is faster than our algorithm by a factor of 2-5 (however, our algorithm explores a much wider parameter space). pprrgrow tends to produce larger clusters, with lower conductance, but they are less faithful to the ground truth. It also tends to be slower than hkgrow and tpprgrow.

5. Conclusions

We have described an efficient local algorithm for yet-another graph diffusion. Our algorithm is also yet-another local algorithm for PageRank and heat kernel. Our experiments suggest that the algorithm produces rankings that are distinct and competitive with the ones produced by high quality implementations of personalized PageRank and local heat kernel, and so is a useful addition to the toolset of local graph diffusions.

From a theoretical perspective, by selecting parameters so to behave like PageRank or heat kernel, the time-dependent PageRank diffusion can recover the same rigorous bounds that have been proven for those graph diffusions. However, it is unclear whether a careful choice of parameter can, in fact, produce stronger theoretical results. We propose that as an open question for future research.
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6. Appendix: Pseudocode

1: **Input:** Graph $G$, sparse seed vector $s \in \mathbb{R}^{|V|}$, $\alpha$, $\gamma$ and $\epsilon$.
2:
3: Choose $N$, as explained in subsection 3.3.
4: Compute $\Xi^+_{\alpha}$ and $u$ as defined in subsection 3.2.3.
5:
6: $\text{violating} \leftarrow \text{empty	extunderscore queue}$
7:
8: # Initialize non-zero functions (i.e., indexes with non-zero seed value)
9: for each $u$ s.t. $s_u \neq 0$: $y_u \leftarrow s_u 1_{N+1}$, $r_u \leftarrow -\alpha s_u 1_{N+1}$
10:
11: # Initialize neighbors of seeds that are not seeds
12: for $v$ s.t. $s_v = 0$ do
13: for each $v \in G.\text{neighbors}(u)$ s.t. $s_v = 0$: $y_v \leftarrow 0_{N+1}$, $r_v \leftarrow 0_{N+1}$
14: end for
15:
16: # Update residual based on seeds
17: for $u$ s.t. $(s)_u \neq 0$ do
18: for each $v \in G.\text{neighbors}(u)$: $r_v \leftarrow r_v + \alpha y_u / G.\text{degree}(u)$
19: end for
20: for each initialized $u$ s.t. $\|r_u\|_\infty \geq \frac{(1-\alpha) G.\text{degree}(u) \cdot \epsilon}{(1-\exp((\alpha-1)\gamma)) (1 + \frac{\pi}{2} \log N)}$: $\text{violating.push}(u)$
21:
22: # Main loop
23: while $\text{violating}$ is not empty do
24: $u \leftarrow \text{violating.pop}()$
25: $d \leftarrow \Xi^+_{\alpha} r_u$
26: $y_u \leftarrow y_u + d$
27: $r_u \leftarrow (u^T d) u$
28: for $v \in G.\text{neighbors}(u)$ do
29: if $y_v$ and $r_v$ have not been initialized yet: $y_v \leftarrow 0_{N+1}$, $r_v \leftarrow 0_{N+1}$
30: $r_v \leftarrow r_v + \alpha d / G.\text{degree}(u)$
31: unless $v$ is already in $\text{violating}$: if $\|r_v\|_\infty \geq \frac{(1-\alpha) G.\text{degree}(v) \cdot \epsilon}{(1-\exp((\alpha-1)\gamma)) (1 + \frac{\pi}{2} \log N)}$: $\text{violating.push}(v)$
32: end for
33: end while
34:
35: return the first coordinate of $y_u$ for $u$’s that have been initialized and for which the value $\neq 0$. 
7. Appendix: Proofs

7.1. Proof of Proposition 1

Let \( e(\cdot) \equiv x(\cdot) - y(\cdot) \). \( e(\cdot) \) is the solution to the following initial value problem:

\[
e'(t) = -(I - \alpha P)e(t) + r(t), \quad e(0) = 0, \quad t \in [0, \gamma].
\]

It follows that (Botchev et al., 2013)

\[
e(t) = \int_0^t \exp(-(t-s)(I - \alpha P))r(s)ds
\]

(The last inequality follows from the fact that \( \exp(tA)\exp(tB) = \exp(t(A + B)) \iff AB = BA \).)

For any \( \omega \), we have

\[
D^{-1}\exp(\omega P) = D^{-1}\exp(\omega AD^{-1})
\]

\[
= D^{-1}\sum_{k=0}^{\infty} \frac{\omega^k}{k!}(AD^{-1})^k
\]

\[
= \left(\sum_{k=0}^{\infty} \frac{\omega^k}{k!}(D^{-1}A)^k\right)D^{-1}
\]

\[
= \exp(\omega P^T)D^{-1}.
\]

It follows that

\[
D^{-1}e(t) = \int_0^t \exp(s-t)D^{-1}\exp((t-s)\alpha P)r(s)ds
\]

\[
= \int_0^t \exp(s-t)\exp((t-s)\alpha P^T)D^{-1}r(s)ds.
\]

Recalling that \( P \) is row-stochastic, we can now bound

\[
\|D^{-1}e(t)\|_{\infty} \leq \int_0^t \exp(s-t) \cdot \|\exp((t-s)\alpha P^T)D^{-1}r(s)\|_{\infty}ds
\]

\[
\leq \int_0^t \exp(s-t) \cdot \|\exp((t-s)\alpha P^T)\|_{\infty} \cdot \|D^{-1}r(s)\|_{\infty}ds
\]

\[
= \int_0^t \exp((1-\alpha)(s-t))\|D^{-1}r(s)\|_{\infty}ds
\]

The last equality is because \( P \) is row-stochastic: for \( \omega \geq 0 \) we have

\[
\|\exp(\omega P^T)\|_{\infty} = \|\sum_{k=0}^{\infty} \frac{\omega^k}{k!}(P^T)^k\|_{\infty}
\]

\[
= \|\sum_{k=0}^{\infty} \frac{\omega^k}{k!}P^T\|_{\infty}
\]

\[
= \sum_{k=0}^{\infty} \frac{\omega^k}{k!}
\]

\[
= \exp(\omega).
\]
The second equality is due to the fact that \( P^T \) has only positive values, and the third is because \( P \) is row-stochastic. Clearly if
\[
\frac{1 - \exp((\alpha - 1)\gamma)}{1 - \alpha} \|d_i^{-1}r_i(\cdot)\|_\infty < \epsilon
\]
for all \( i \) then condition (3) holds for all \( t \in [0, \gamma] \). This is equivalent to having
\[
\|r_i(\cdot)\|_\infty < \frac{(1 - \alpha)d_i\epsilon}{1 - \exp((\alpha - 1)\gamma)}
\]
for all \( i \).

### 7.2. Proof of Proposition 2

Let \( S_N^{-1} \) be the inverse operator of \( S_N \) on \( C([0, \gamma]) \), the set of continuous functions on \([0, \gamma] \). That is, \( S_N^{-1} \) maps a vector in \( \mathbb{R}^{N+1} \) to the unique interpolating polynomial. In particular, \( S_N^{-1}[S_N[p(\cdot)]] = p(\cdot) \). Let \( \Pi_N \) be the mapping of a continuous function \([0, \gamma] \) to \( \mathbb{P}_N \) by sampling at \( t_0, \ldots, t_N \) and interpolating, that is \( \Pi_N[f(\cdot)] \equiv S_N^{-1}[S_N[f(\cdot)]] \). Let
\[
\Lambda_N \equiv \sup_{\|f(\cdot)\|_{C([0, \gamma])}} \frac{\|\Pi_N[f(\cdot)]\|_{\infty}}{\|f(\cdot)\|_{\infty}}.
\]
\( \Lambda_N \) is the Lebesgue constant associated with \( t_0, \ldots, t_N \), and it is well known that \( \Lambda_N \leq 1 + \frac{2}{\pi} \log N \). Now let \( f(\cdot) \) be a piece-wise linear interpolation of \( p(t_0), \ldots, p(t_N) \). Since \( S_N[f(\cdot)] = S_N[p(\cdot)] \) it follows that \( \Pi_N[f(\cdot)] = \Pi_N[p(\cdot)] = p(\cdot) \), so
\[
\|p(\cdot)\|_{\infty} = \|\Pi_N[f(\cdot)]\|_{\infty} \leq \Lambda_N \|f(\cdot)\|_{\infty} \leq (1 + \frac{2}{\pi} \log N)\|S_N[p(\cdot)]\|_{\infty}.
\]

### 7.3. Proof of Lemma 3

We have
\[
\|(I_{N+1} - \Xi I^+)1_{N+1}\|_2 \leq \|(I_{N+1} - \Xi I^+)1_{N+1}\|_2 = \min_{x} \|\Xi x - 1_{N+1}\|_2,
\]
so it suffices to show there exists a vector \( y \in \mathbb{R}^{N+1} \) such that
\[
\|(\Xi + I_{N+1})y - 1_{N+1}\|_2 \leq 20\sqrt{N} \exp(-\gamma/2)I_{N+1}(\gamma)(4/5)^{N+1}
\]
under the constraint that \( y_{N+1} = 0 \).

We use the following expansion of \( \exp(\cdot) \) on \([0, \gamma] \) in the basis of the Chebyshev polynomials (Abramowitz & Stegun, 1964):
\[
\exp(-t) = a_0 + \sum_{i=1}^{\infty} a_i T_i \left( \frac{2t - \gamma}{\gamma} \right)
\]
\[
a_0 = \exp(-\gamma/2)I_0(-\gamma/2) \quad a_i = 2 \exp(-\gamma/2)I_i(-\gamma/2), \quad k \geq 1
\]
where \( T_0(\cdot), T_1(\cdot), \ldots \) are the Chebyshev polynomials of the first kind, and \( I_0(\cdot), I_1(\cdot), \ldots \) are the modified Bessel functions of the first kind.

Let
\[
p(t) = 1 - a_0 - \sum_{i=1}^{N} a_i T_i \left( \frac{2t - \gamma}{\gamma} \right) + c
\]
where \( c \) is a constant selected so that \( p(0) = 0 \). We now set \( y = S_N[p(\cdot)] \). Note that \( y_{N+1} = 0 \), as required. \( p(\cdot) \) is a polynomial of degree \( N \), so \( S_N[p'(\cdot)] = \Xi S_N[p(\cdot)] \). Therefore,
\[
\|(\Xi + I_N)y - 1_N\|_2 \leq \sqrt{N} \|(\Xi + I_N)y - 1_N\|_\infty \leq \sqrt{N} \|p(\cdot) + p'(\cdot) - 1\|_\infty
\]
For $t \in [0, \gamma]$

\[
|p(t) + p'(t) - 1| = |p(t) - 1 - \exp(-t) + p'(t) + \exp(-t)|
\leq |p(t) - 1 - \exp(-t) + |p'(t) + \exp(-t)|
\leq \left| - \sum_{i=N+1}^{\infty} a_i T_i \left( \frac{2t - \gamma}{\gamma} \right) + c \right| + |p'(t) + \exp(-t)|
\leq \left| \sum_{i=N+1}^{\infty} a_i T_i \left( \frac{2t - \gamma}{\gamma} \right) \right| + |c| + |p'(t) + \exp(-t)|
\leq \sum_{i=N+1}^{\infty} |a_i| + |c| + |p'(t) + \exp(-t)|
\]

where the last inequality is due to the fact that $\|T_i(\cdot)\|_{\infty} = 1$ for all $i$.

Since $\exp(0) = 1$ we have

\[
1 = a_0 + \sum_{i=1}^{\infty} a_i T_i(-1)
\]

which implies

\[
-c = p(0) - c
= 1 - a_0 - \sum_{i=1}^{N} a_i T_i(0)
= \sum_{i=N+1}^{\infty} a_i T_i(0)
\]

which leads to the bound

\[
|c| \leq \sum_{i=N+1}^{\infty} |a_i|.
\]

Using the fact that $T_i'(t) = i U_{i-1}(t)$, where $U_0(\cdot), U_1(\cdot), \ldots$ are the Chebyshev polynomials of the second kind, we find that

\[
p'(t) = \frac{2}{\gamma} \sum_{i=1}^{N} i a_i U_{i-1} \left( \frac{2t - \gamma}{\gamma} \right).
\]

Since $(\exp(-t))' = -\exp(-t)$ we have

\[
\exp(-t) = -\frac{2}{\gamma} \sum_{i=1}^{\infty} i a_i U_{i-1} \left( \frac{2t - \gamma}{\gamma} \right).
\]

Combining the last two equalities we find

\[
|p'(t) + \exp(-t)| = \left| \frac{2}{\gamma} \sum_{i=N+1}^{\infty} i a_i U_{i-1} \left( \frac{2t - \gamma}{\gamma} \right) \right|
\leq \frac{2}{\gamma} \sum_{i=N+1}^{\infty} i^2 |a_i|
\]

where the last inequality is due to the fact that $\|U_i(\cdot)\|_{\infty} = i + 1$ for all $i$. 
We now find that
\[
|p(t) + p'(t) - 1| \leq \sum_{i=N+1}^{\infty} (2 + \frac{2}{\gamma} i^2) |a_i|
\]
\[
= 4 \sum_{i=N+1}^{\infty} \left| (1 + \frac{1}{\gamma} i^2) \exp(-\gamma/2) I_i(-\gamma/2) \right|
\]
\[
= 4 \exp(-\gamma/2) \sum_{i=N+1}^{\infty} (1 + \frac{1}{\gamma} i^2) I_i(\gamma/2),
\]
where last equality is due to the fact that for every integer \( i \), \( |I_i(x)| = I_i(|x|) \).

The following two inequalities are known (Paris, 1984; Laforgia, 1991):
\[
\frac{I_\nu(x)}{I_\nu(y)} \leq \left( \frac{x}{y} \right)^\nu, \quad \nu > -\frac{1}{2}, \quad 0 < x < y
\]
\[
I_{\nu+1}(x) \leq I_\nu(x), \quad \nu > \frac{1}{2}.
\]
This now leads to
\[
|p(t) + p'(t) - 1| \leq 4 \exp(-\gamma/2) I_{N+1}(\gamma) \sum_{i=N+1}^{\infty} (1 + \frac{1}{\gamma} i^2) 2^{-i}.\]
Provided \( \gamma \geq 1 \) and \( i \geq 11 \) we have \((1 + i^2/\gamma) 2^{-i} \leq (4/5)^{-i}\), so
\[
|p(t) + p'(t) - 1| \leq 4 \exp(-\gamma/2) I_{N+1}(\gamma) \sum_{i=N+1}^{\infty} (4/5)^{-i} = 20 \exp(-\gamma/2) I_{N+1}(\gamma)(4/5)^{N+1}.
\]