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#### Abstract

We propose and analyze a new tool to help solve sparse linear least-squares problems $\min _{x}\|A x-b\|_{2}$. Our method is based on a sparse $Q R$ factorization of a low-rank perturbation $\hat{A}$ of $A$. More precisely, we show that the $R$ factor of $\hat{A}$ is an effective preconditioner for the leastsquares problem $\min _{x}\|A x-b\|_{2}$, when solved using LSQR. We propose applications for the new technique. When $A$ is rank deficient, we can add rows to ensure that the preconditioner is well conditioned without column pivoting. When $A$ is sparse except for a few dense rows, we can drop these dense rows from $A$ to obtain $\hat{A}$. Another application is solving an updated or downdated problem. If $R$ is a good preconditioner for the original problem $A$, it is a good preconditioner for the updated/downdated problem $\hat{A}$. We can also solve what-if scenarios, where we want to find the solution if a column of the original matrix is changed/removed. We present a spectral theory that analyzes the generalized spectrum of the pencil $\left(A^{*} A, R^{*} R\right)$ and analyze the applications.
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1. Introduction. This paper shows that the $R$ factor from the $Q R$ factorization of a perturbation $\hat{A}$ of a matrix $A$ is an effective least-squares preconditioner for $A$. More specifically, we show that the $R$ factor of the perturbation is an effective preconditioner if the perturbation can be expressed by adding or dropping a few rows from $A$ or if it can be expressed by replacing a few columns.

If $A$ is rank deficient or highly ill conditioned, the $R$ factor of a perturbation $\hat{A}$ is still an effective preconditioner if $\hat{A}$ is well conditioned. Such an $R$ factor can be used in LSQR (an iterative least-squares solver [29]) to efficiently and reliably solve a regularization of the least-squares problem. We present an algorithm for adding rows with a single nonzero to $A$ to improve its conditioning; it attempts to add as few rows as possible.

We also show that if an arbitrary preconditioner $M$ is effective for $\hat{A}^{*} \hat{A}$ (where $\hat{A}^{*}$ is the adjoint of $\hat{A}$ ), in the sense that the generalized condition number of $\left(\hat{A}^{*} \hat{A}, M\right)$ is small, then $M$ is also an effective preconditioner for $A^{*} A$. This shows that we do not necessarily need the $R$ factor of the perturbation $\hat{A}$; we can use $M$ as a preconditioner instead.

This paper provides a comprehensive spectral analysis of the generalized spectrum of matrix pencils that arise from row and column perturbations. The analysis shows

[^0]that if the number of rows/columns that are added, dropped, or replaced is small, then most of the generalized eigenvalues are 1 (or lie in some interval when $R$ is not an exact factor). We bound the number of runaway eigenvalues, which are those that are not 1 (or outside the interval), which guarantees rapid convergence of LSQR.

These results generalize a simple observation. Let $A$ be a given matrix, and let $\hat{A}=\left[{ }_{B}^{A}\right]$. Then

$$
\begin{align*}
\left(\hat{A}^{*} \hat{A}\right)^{-1} A^{*} A & =\left(A^{*} A+B^{*} B\right)^{-1} A^{*} A \\
& =\left(A^{*} A+B^{*} B\right)^{-1}\left(A^{*} A+B^{*} B-B^{*} B\right) \\
& =I-\left(A^{*} A+B^{*} B\right)^{-1} B^{*} B \tag{1.1}
\end{align*}
$$

The rank of the second term on the last line is at most the rank of $B$, so if $B$ has low rank, then $\left(\hat{A}^{*} \hat{A}\right)^{-1} A^{*} A$ is a low-rank perturbation of the identity. A symmetric rank- $k$ perturbation of the identity has at most $k$ nonunit eigenvalues, which in exact arithmetic guarantees convergence in $k$ iterations in several Krylov-subspace iterations. Therefore, the Cholesky factor of $\hat{A}^{*} \hat{A}$ (which is also the $R$ factor of $\hat{A}$ ) is a good least-squares preconditioner for $A$. The same analysis extends to the case where we drop rows of $A$. This idea has been used by practitioners [19].

We generalize this result in additional ways: to the case where $\hat{A}$ is singular, to column exchanges, and to preconditioners for $\hat{A}$ rather than its $R$ factor. We also bound the size of the nonunit eigenvalues, which is important when $A$ is rank deficient.

The rest of this paper presents relevant background, our spectral analysis of perturbed factorizations, an algorithm for choosing the perturbations, and numerical results.

## 2. Background.

2.1. LSQR, an iterative Krylov-subspace least-squares solver. LSQR is a Krylov-subspace iterative method for solving the least-squares problem $\min _{x} \| A x-$ $b \|_{2}$. The method was developed by Paige and Saunders in 1982 [29].

The algorithm is based on the bidiagonalization procedure due to Golub and Kahan [21]. A sequence of approximations $\left\{x_{k}\right\}$ is generated such that the residual $\left\|A x_{k}-b\right\|_{2}$ decreases monotonically. The sequence $\left\{x_{k}\right\}$ is, analytically, identical to the sequence generated by the conjugate gradients algorithm [24, 13] applied to $A^{*} A$. Therefore, the convergence theory of conjugate gradients applied to $A^{*} A$ applies directly to the behavior of LSQR. In particular, the convergence of LSQR is governed by the distribution of the eigenvalues of $A^{*} A$ (and can be bounded using its condition number). Another useful observation, which we will use extensively, is that if the matrix $A^{*} A$ has $l$ distinct eigenvalues, then LSQR will converge in at most $l$ iterations (this is a simple consequence of the minimization property of conjugate gradients).

The relationship between the condition number and the convergence of LSQR and the relationship between the number of distinct eigenvalues and the convergence of LSQR are essentially a special case of a result given by [28, Theorem 2.3] (Ng attributes the result to Van der Vorst). This result analyzes the convergence of conjugate gradients when all but $k+r$ eigenvalues lie outside a given interval. The result can also be adapted to singular matrices and LSQR, and it is used in section 5 .

In this paper we use the preconditioned version of LSQR. Given an easy-to-invert preconditioner $R$, we have

$$
\min _{x}\|A x-b\|_{2}=\min _{x}\left\|A R^{-1} R x-b\right\|_{2}
$$

This allows us to solve $\min _{x}\|A x-b\|_{2}$ in two phases. We first solve $\min _{y}\left\|A R^{-1} y-b\right\|_{2}$ and then solve $R x=y$. The first phase is solved by LSQR. The convergence is now governed by the spectrum (set of eigenvalues) of $R^{-*} A^{*} A R^{-1}$, which is hopefully more clustered than the spectrum of $A^{*} A$. The spectrum of $R^{-*} A^{*} A R^{-1}$ is identical to the set of generalized eigenvalues $A^{*} A x=\lambda R^{*} R x$. We analyze these generalized eigenvalues.
2.2. Sparse $\boldsymbol{Q R}$ factorizations. In some of the applications that we describe below, the preconditioner is the $R$ factor from a $Q R$ factorization of a perturbation of $A$.

The main approach to exploiting the sparsity of $A$ in a $Q R$ factorization is to attempt to minimize the fill in the $R$ factor. Since the $R$ factor of $A$ is also the Cholesky factor of $A^{*} A$, we can use an algorithm that reduces fill in sparse Cholesky by symmetrically permuting the rows and columns of $A^{*} A$ [18]. Such a permutation is equivalent to a column permutation of $A$. Many algorithms can compute such a permutation without ever computing $A^{*} A$ or its sparsity pattern [15, 9].

When $A$ is well conditioned, it is possible to solve the least-squares problem $\min _{x}\|A x-b\|_{2}$ using the $Q R$ factorization of $A$. When $A$ is ill conditioned, it may be useful to regularize the equation by truncating singular values that are too small (see subsection 2.7.2 in [8]). A cheaper but effective regularization method approximates the truncated solution using a rank revealing $Q R$ factorization of $A[10,11]$.

Designing a sparse rank revealing $Q R$ factorization is a challenging task. There are basically two techniques to compute a rank revealing $Q R$ factorization. The first method, which is guaranteed to generate a rank revealing factorization, is to find a regular $Q R$ factorization and refine it to a rank revealing factorization [10]. In the sparse setting the correction phase can be expensive and can produce considerable fill. We can also find a rank revealing $Q R$ factorization using column pivoting [20]. This method can fail to produce a rank revealing factorization, but it usually does [17]. When $A$ is sparse, extensive column pivoting destroys the fill, reducing preordering and hence increasing fill. Column pivoting also requires more complex data structures and reduces the value of the symbolic analysis phase of the factorization.

Sparse rank revealing $Q R$ factorizations do use column pivoting, usually with heuristics to restrict pivot selection (to avoid catastrophic fill). The heuristic nature of the pivot selection has a price: the ability of these factorizations to reveal rank is reduced compared to strict pivoting [12, 30]. Some algorithms [5, 2] address this problem by adding a correction phase at the end. The restricted pivoting in the first phase is aimed at reducing the amount of work that is needed in the second phase. We use this correction idea in one of our algorithms.

A sparse $Q R$ algorithm can be organized in three ways. The method of George and Heath [18] rotates rows of $A$ into $R$ using Givens rotations. The multifrontal method [26] uses Householder reflections, and so does the left-looking method [14]. It is not possible to incorporate column pivoting into methods that are based on rotating rows into $R$, because there is no way to estimate the effect of pivoting on a particular column. Consequently, column-pivoting $Q R$ factorizations are column-oriented and not row-oriented, in which case Householder reflections are usually used rather than Givens rotations.
3. Preliminaries. In this section we give some basic definitions in order to establish terminology and notation. These definitions are not new. We also restate known theorems that we will use extensively in our theoretical analysis.

Definition 3.1. Let $S$ and $T$ be n-by-n complex matrices. We say that a scalar $\lambda$ is a finite generalized eigenvalue of the matrix pencil (pair) ( $S, T$ ) if there is a vector $v \neq 0$ such that

$$
S v=\lambda T v
$$

and $T v \neq 0$. We say that $\infty$ is an infinite generalized eigenvalue of $(S, T)$ if there exists a vector $v \neq 0$ such that $T v=0$ but $S v \neq 0$. Note that $\infty$ is an eigenvalue of $(S, T)$ if and only if 0 is an eigenvalue of $(T, S)$. The finite and infinite eigenvalues of a pencil are determined eigenvalues (the eigenvector uniquely determines the eigenvalue). If both $S v=T v=0$ for a vector $v \neq 0$, we say that $v$ is an indeterminate eigenvector, because $S v=\lambda T v$ for any scalar $\lambda$.

Throughout the paper eigenvalues are ordered from smallest to largest. We will denote the $k$ th eigenvalue of $S$ by $\lambda_{k}(S)$ and the $k$ th determined generalized eigenvalue of $(S, T)$ by $\lambda_{k}(S, T)$. Therefore, $\lambda_{1}(S) \leq \cdots \leq \lambda_{l}(S)$ and $\lambda_{1}(S, T) \leq \cdots \leq \lambda_{d}(S, T)$, where $l$ is the number of eigenvalues that $S$ has and $d$ is the number of determined eigenvalues that $(S, T)$ has.

The solution of the least-squares equation $\min _{x}\|A x-b\|_{2}$ is also the solution of the equation $A^{*} A x=A^{*} x$. Matrix $A^{*} A$ is Hermitian positive semidefinite. The LSQR method is actually a Krylov-space method on $A^{*} A$, and a preconditioner for the method is Hermitian positive semidefinite too. Therefore, the matrix pencils that we will consider in this paper are Hermitian positive semidefinite (H/PSD) pairs.

Definition 3.2. A pencil $(S, T)$ is Hermitian positive semidefinite ( $H / P S D$ ) if $S$ is Hermitian, $T$ is Hermitian positive semidefinite, and $\operatorname{null}(T) \subseteq \operatorname{null}(S)$.

The generalized eigenvalue problem on H/PSD pencils is, mathematically, a generalization of the Hermitian eigenvalue problem. In fact, the generalized eigenvalues of an $\mathrm{H} / \mathrm{PSD}$ can be shown to be the eigenvalues of an equivalent Hermitian matrix. The proof appears in [1]. Based on this observation it is easy to show that other eigenvalue properties of Hermitian matrices have an analogy for H/PSD pencils. For example, an H/PSD pencil $(S, T)$ has exactly $\operatorname{rank}(T)$ determined eigenvalues (counting multiplicity), all of them finite and real.

A useful tool for analyzing the spectrum of a Hermitian matrix is the CourantFischer Minimax Theorem [22].

Theorem 3.3 (Courant-Fischer Minimax Theorem). Suppose that $S \in \mathbb{C}^{n \times n}$ is a Hermitian matrix; then

$$
\lambda_{k}(S)=\min _{\operatorname{dim}(U)=k} \max _{\substack{x \in U \\ x \neq 0}} \frac{x^{*} S x}{x^{*} x}
$$

and

$$
\lambda_{k}(S)=\max _{\operatorname{dim}(V)=n-k+1} \min _{\substack{x \in V \\ x \neq 0}} \frac{x^{*} S x}{x^{*} x}
$$

As discussed above, the generalized eigenvalue problem on $\mathrm{H} / \mathrm{PSD}$ pencils is a generalization of the eigenvalue problem on Hermitian matrices. Therefore, there is a natural generalization of Theorem 3.3 to H/PSD pencils, which we refer to as the Generalized Courant-Fischer Minimax Theorem. We now state the theorem. We do not include a proof of this theorem, since it is a simple generalization of Theorem 3.3, and instead refer the reader to [1] for a complete proof.

Theorem 3.4 (Generalized Courant-Fischer Minimax Theorem). Suppose that $S \in \mathbb{C}^{n \times n}$ is a Hermitian matrix and that $T \in \mathbb{C}^{n \times n}$ is a Hermitian positive semidefinite matrix such that $\operatorname{null}(T) \subseteq \operatorname{null}(S)$. For $1 \leq k \leq \operatorname{rank}(T)$ we have

$$
\lambda_{k}(S, T)=\min _{\substack{\operatorname{dim}(U)=k \\ U \perp \operatorname{null}(T)}} \max _{x \in U} \frac{x^{*} S x}{x^{*} T x}
$$

and

$$
\lambda_{k}(S, T)=\max _{\substack{\operatorname{dim}(V)=\operatorname{rank}(T)-k+1 \\ V \perp \operatorname{null}(T)}} \min _{x \in V} \frac{x^{*} S x}{x^{*} T x}
$$

4. Spectral theory. The generalized spectrum of $\left(A^{*} A, A^{*} A\right)$ is very simple: the pencil has $\operatorname{rank}(A)$ eigenvalues that are 1 and the rest are indeterminate. This section characterizes the structure of spectra of perturbed pencils, $\left(A^{*} A, A^{*} A+B^{*} B-\right.$ $\left.C^{*} C\right)$ and $\left(A^{*} A, \tilde{A}^{*} \tilde{A}\right)$, where $A=\left[\begin{array}{ll}D & E\end{array}\right]$ and $\tilde{A}=\left[\begin{array}{ll}D & F\end{array}\right]$.

These perturbations of $A^{*} A$ shift some of the eigenvalues of $\left(A^{*} A, A^{*} A\right)$. We call the eigenvalues that moved away from 1 runaway eigenvalues. This section analyzes these runaway eigenvalues, which govern the convergence of LSQR when a factorization or an approximation of the perturbed matrix is used as a preconditioner.

To keep the notation simple, we define the symmetric product $A^{*} A$, where $A$ is an $m$-by- $n$ matrix, to be the $n$-by- $n$ zero matrix when $m=0$.
4.1. Counting runaway eigenvalues. We begin by bounding the number of runaway eigenvalues. We show that when $B, C, E$, and $F$ have low rank, the generalized eigenvalue 1 has high multiplicity in these pencils. We also bound the multiplicity of zero and indeterminate eigenvalues. The first result that we present bounds the number of runaways (and other aspects of the structure of the spectrum) when we add and/or subtract a symmetric product from a matrix. The result can be generalized to also characterize indeterminate and infinite eigenvalues, but we omit this analysis since it is not relevant to our applications.

Theorem 4.1. Let $A \in \mathbb{C}^{m \times n}$, and let $B \in \mathbb{C}^{k \times n}$ and $C \in \mathbb{C}^{r \times n}$ for some $1 \leq k+r<n$. The following claims hold:

1. In the pencil ( $\left.A^{*} A, A^{*} A+B^{*} B-C^{*} C\right)$, at most $k+r$ generalized determined eigenvalues may be different from 1 (counting multiplicities).
2. If 1 is not a generalized eigenvalue of the pencil $\left(B^{*} B, C^{*} C\right)$ and $A^{*} A+$ $B^{*} B-C^{*} C$ is full rank, then the multiplicity of the zero eigenvalue is exactly $\operatorname{dim} \operatorname{null}(A)$.
Proof. We prove most of the claims by showing that if $v$ is an eigenvector of the pencil $\left(A^{*} A, A^{*} A+B^{*} B-C^{*} C\right)$ corresponding to the eigenvalue $\lambda$, then the relationship of $v$ to the null spaces of $A$ and the relationship of $B^{*} B v$ to $C^{*} C v$ determine $\lambda$ in the following way:

|  | $v \in \operatorname{null}(A)$ | $v \notin \operatorname{null}(A)$ |
| :---: | :---: | :---: |
| $B^{*} B v=C^{*} C v$ | indeterminate | $\lambda=1$ |
| $B^{*} B v \neq C^{*} C v$ | $\lambda=0$ | $\lambda \neq 0$ and $\lambda \neq 1$ |

If $v \in \operatorname{null}(A)$ and $B^{*} B v=C^{*} C v$, then clearly both $A^{*} A v=0$ and $\left(A^{*} A+\right.$ $\left.B^{*} B-C^{*} C\right) v=0$, so $v$ is an indeterminate eigenvector of $\left(A^{*} A, A^{*} A+B^{*} B-C^{*} C\right)$.

Let $v \notin \operatorname{null}(A)$ be a vector such that $B^{*} B v=C^{*} C v$. Therefore,

$$
\left(A^{*} A+B^{*} B-C^{*} C\right) v=A^{*} A v \neq 0,
$$

so $v$ must be a finite generalized eigenvector of $\left(A^{*} A, A^{*} A+B^{*} B-C^{*} C\right)$ that corresponds to the eigenvalue 1 .

If $v \in \operatorname{null}(A)$ and $B^{*} B v \neq C^{*} C v$, then $A^{*} A v=0$ and $\left(A^{*} A+B^{*} B-C^{*} C\right) v=$ $A^{*} A v+B^{*} B v-C^{*} C v=B^{*} B v-C^{*} C v \neq 0$, so $v$ is an eigenvector corresponding to 0 .

If $v \notin \operatorname{null}(A)$ and $B^{*} B v \neq C^{*} C v$, then $\lambda$ can be neither 0 nor 1 . It cannot be 0 because $A^{*} A v \neq 0$. It cannot be 1 because that would imply $B^{*} B v-C^{*} C v=0$, which is a contradiction to the assumption that $B^{*} B v \neq C^{*} C v$.

To establish claim 1 notice that if $v \in \operatorname{null}(B) \cap \operatorname{null}(C)$, then clearly $B^{*} B v=$ $C^{*} C v$. So, if $v$ is a determined generalized eigenvector corresponding to an eigenvalue different from 1 , then $v \notin \operatorname{null}(B) \cap \operatorname{null}(C)$. Therefore, the dimension of the space spanned by these vectors is bounded by $\operatorname{dim}\left((\operatorname{null}(B) \cap \operatorname{null}(C))^{\perp}\right) \leq k+r$, which bounds the number of such eigenvalues.

We now turn our attention to claim 2. Assume that $A^{*} A+B^{*} B-C^{*} C$ is full rank and 1 is not a generalized eigenvalue of the pencil $\left(B^{*} B, C^{*} C\right)$. The multiplicity of the eigenvalue 0 follows from the fact that every $0 \neq v \in \operatorname{null}(A)$ satisfies $A^{*} A v=0$ and $\left(A^{*} A+B^{*} B-C^{*} C\right) v \neq 0$ (because $A^{*} A+B^{*} B-C^{*} C$ has full rank). Therefore, $v$ is indeed a generalized eigenvector. The converse is true from the table and the fact that $B^{*} B v \neq C^{*} C v$ for every vector $v$.

The second result of this section characterizes the generalized spectra of symmetric products that are formed by modifying a set of columns in a given matrix $A$. We denote the columns of $A$ that are not modified in the factorization by $D$, the columns that are to be modified by $E$, and the new value in those columns by $F$.

ThEOREM 4.2. Let $D \in \mathbb{C}^{m \times n}$, and let $E \in \mathbb{C}^{m \times k}$ and $F \in \mathbb{C}^{m \times k}$ for some $1 \leq k<n$. Let

$$
A=\left[\begin{array}{ll}
D & E
\end{array}\right] \in \mathbb{C}^{m \times(n+k)}
$$

and let

$$
\tilde{A}=\left[\begin{array}{ll}
D & F
\end{array}\right] \in \mathbb{C}^{m \times(n+k)}
$$

In the pencil $\left(A^{*} A, \tilde{A}^{*} \tilde{A}\right)$, at least $n-k$ generalized finite eigenvalues are 1.
Proof. Expanding $A^{*} A$ and $\tilde{A}^{*} \tilde{A}$, we obtain

$$
A^{*} A=\left[\begin{array}{l}
D^{*} \\
E^{*}
\end{array}\right]\left[\begin{array}{ll}
D & E
\end{array}\right]=\left[\begin{array}{ll}
D^{*} D & D^{*} E \\
E^{*} D & E^{*} E
\end{array}\right]
$$

and

$$
\tilde{A}^{*} \tilde{A}=\left[\begin{array}{l}
D^{*} \\
F^{*}
\end{array}\right]\left[\begin{array}{ll}
D & F
\end{array}\right]=\left[\begin{array}{ll}
D^{*} D & D^{*} F \\
F^{*} D & F^{*} F
\end{array}\right]
$$

Let $S$ be the vector space in $\mathbb{C}^{n+k}$ defined by

$$
S=\left\{\left[\begin{array}{l}
v \\
0
\end{array}\right]: v \in \mathbb{C}^{n} \text { such that } E^{*} D v=F^{*} D v\right\}
$$

Clearly, $\operatorname{dim} S=\operatorname{dim} \operatorname{null}\left(E^{*} D-F^{*} D\right)=n-\operatorname{rank}\left(E^{*} D-F^{*} D\right)$. The matrix $E^{*} D-$ $F^{*} D$ has $k$ rows, so $\operatorname{rank}\left(E^{*} D-F^{*} D\right) \leq k$, which implies $\operatorname{dim} S \geq n-k$.

Let $v$ be a vector such that $E^{*} D v=F^{*} D v$. The vector $\left[\begin{array}{l}v \\ 0\end{array}\right]$ is a generalized eigenvector of $\left(A^{*} A, \tilde{A}^{*} \tilde{A}\right)$ corresponding to the eigenvalue 1, because

$$
\begin{aligned}
A^{*} A\left[\begin{array}{l}
v \\
0
\end{array}\right]=\left[\begin{array}{ll}
D^{*} D & D^{*} E \\
E^{*} D & E^{*} E
\end{array}\right]\left[\begin{array}{l}
v \\
0
\end{array}\right] & =\left[\begin{array}{l}
D^{*} D v \\
E^{*} D v
\end{array}\right] \\
& =\left[\begin{array}{l}
D^{*} D v \\
F^{*} D v
\end{array}\right]=\left[\begin{array}{ll}
D^{*} D & D^{*} F \\
F^{*} D & F^{*} F
\end{array}\right]\left[\begin{array}{l}
v \\
0
\end{array}\right]=\tilde{A}^{*} \tilde{A}\left[\begin{array}{l}
v \\
0
\end{array}\right] .
\end{aligned}
$$

Since $S$ is a subset of the generalized eigenspace of $\left(A^{*} A, \tilde{A}^{*} \tilde{A}\right)$ corresponding to the eigenvalue 1 , the multiplicity of 1 as a generalized eigenvalue is at least $\operatorname{dim} S \geq$ $n-k$.
4.2. Runaways in a preconditioned system. We now show that if a preconditioner $M$ is effective for a matrix $A_{\tilde{\sim}}^{*} A$, then it is also effective for the perturbed matrices $A^{*} A+B^{*} B-C^{*} C$ and $\tilde{A}^{*} \tilde{A}$. If the rank of the matrices $B, C, E$, and $F$ is low, then most of the generalized eigenvalues of the perturbed preconditioned system will be bounded by the extreme generalized eigenvalues of the unperturbed preconditioned system. In other words, the number of runaways is still guaranteed to be small, but the nonrunaways are not necessarily at 1: they can move about the interval whose size determines the condition number of the original preconditioned system. Ng in [28, Theorem 2.3] shows that this spectral characterization guarantees rapid convergence; in exact arithmetic, after an iteration for each row in $B$ and $C$, the convergence rate bound is governed by the unperturbed condition number (after two iterations for every column exchanged for column perturbations).

Theorem 4.3. Let $A \in \mathbb{C}^{m \times n}$, and let $B \in \mathbb{C}^{k \times n}$ and $C \in \mathbb{C}^{r \times n}$ for some $1 \leq k+r<n$. Let $M \in \mathbb{C}^{n \times n}$ be a Hermitian positive semidefinite matrix. Suppose that $\operatorname{null}(M) \subseteq \operatorname{null}\left(A^{*} A\right), \operatorname{null}(M) \subseteq \operatorname{null}\left(B^{*} B\right)$, and $\operatorname{null}(M) \subseteq \operatorname{null}\left(C^{*} C\right)$. If

$$
\alpha \leq \lambda_{1}\left(A^{*} A, M\right) \leq \lambda_{\operatorname{rank}(M)}\left(A^{*} A, M\right) \leq \beta
$$

then

$$
\alpha \leq \lambda_{r+1}\left(A^{*} A+B^{*} B-C^{*} C, M\right) \leq \lambda_{\operatorname{rank}(M)-k}\left(A^{*} A+B^{*} B-C^{*} C, M\right) \leq \beta
$$

Proof. Denote $t=\operatorname{rank}(M)$. We prove the lower bound using the second equality of Theorem 3.4. Let $p=\operatorname{rank}(C)$; we have

$$
\lambda_{p+1}\left(A^{*} A+B^{*} B-C^{*} C, M\right)=\max _{\substack{\operatorname{dim}(U)=t-p \\ U \perp \operatorname{null}(M)}} \min _{x \in U} \frac{x^{*}\left(A^{*} A+B^{*} B-C^{*} C\right) x}{x^{*} M x} .
$$

We prove the bound by showing that for one specific $U$, the ratio for any $x \in U$ is at least $\alpha$. This implies that the minimum ratio in $U$ is at least $\alpha$, and that the maximum over all admissible subspaces $U$ is also at least $\alpha$.

Let $U=\operatorname{null}\left(C^{*} C\right) \cap \operatorname{range}(M)$. Because $M$ is Hermitian positive semidefinite, $\operatorname{null}(M) \perp \operatorname{range}(M)$. This implies that $U \perp \operatorname{null}(M)$. Since $\operatorname{null}(M) \subseteq \operatorname{null}\left(C^{*} C\right)$, we have $\operatorname{dim}(U)=t-p$ (here we use range $\left(C^{*} C\right) \subseteq$ range $(M)$ ). For every $x \in U$ we
have $x^{*}\left(A^{*} A+B^{*} B-C^{*} C\right) x=x^{*}\left(A^{*} A+B^{*} B\right) x \geq x^{*} A^{*} A x$, so

$$
\begin{aligned}
\frac{x^{*}\left(A^{*} A+B^{*} B-C^{*} C\right) x}{x^{*} M x} & \geq \frac{x^{*} A^{*} A x}{x^{*} M x} \\
& \geq \min _{x \in \operatorname{range}(M)} \frac{x^{*} A^{*} A x}{x^{*} M x} \\
& =\lambda_{1}\left(A^{*} A, M\right) \\
& \geq \alpha
\end{aligned}
$$

Therefore,

$$
\min _{x \in U} \frac{x^{*}\left(A^{*} A+B^{*} B-C^{*} C\right) x}{x^{*} M x} \geq \alpha
$$

so $\lambda_{p+1}\left(A^{*} A+B^{*} B-C^{*} C, M\right) \geq \alpha$. Since $p=\operatorname{rank}(C) \leq r$, we have shown that

$$
\lambda_{r+1}\left(A^{*} A+B^{*} B-C^{*} C, M\right) \geq \lambda_{p+1}\left(A^{*} A+B^{*} B-C^{*} C, M\right) \geq \alpha
$$

For the upper bound we use a similar strategy, but with the first equality of Theorem 3.4. Let $l=\operatorname{rank}(B)$; we have

$$
\lambda_{t-l}\left(A^{*} A+B^{*} B-C^{*} C, M\right)=\min _{\substack{\operatorname{dim}(V)=t-l \\ V \perp \operatorname{null}(M)}} \max _{x \in V} \frac{x^{*}\left(A^{*} A+B^{*} B-C^{*} C\right) x}{x^{*} M x} .
$$

Let $V=\operatorname{null}\left(B^{*} B\right) \cap \operatorname{range}(M)$. Since $M$ is Hermitian positive semidefinite, $V \perp$ $\operatorname{null}(M)$ and $\operatorname{dim}(V)=(n-l)-(n-t)=t-l$. For every $x \in V$ we have $x^{*}\left(A^{*} A+\right.$ $\left.B^{*} B-C^{*} C\right) x=x^{*}\left(A^{*} A-C^{*} C\right) x \leq x^{*} A^{*} A x$, so

$$
\begin{aligned}
\frac{x^{*}\left(A^{*} A+B^{*} B-C^{*} C\right) x}{x^{*} M x} & \leq \frac{x^{*} A^{*} A x}{x^{*} M x} \\
& \leq \max _{x \in \operatorname{range}(M)} \frac{x^{*} A^{*} A x}{x^{*} M x} \\
& =\lambda_{t}\left(A^{*} A, M\right) \\
& \leq \beta
\end{aligned}
$$

Since

$$
\max _{x \in V} \frac{x^{*}\left(A^{*} A+B^{*} B-C^{*} C\right) x}{x^{*} M x} \leq \beta
$$

we have $\lambda_{t-l}\left(A^{*} A+B^{*} B-C^{*} C, M\right) \leq \beta$, and since $l=\operatorname{rank}(B) \leq k$, we have shown that

$$
\lambda_{t-k}\left(A^{*} A+B^{*} B-C^{*} C, M\right) \leq \lambda_{t-l}\left(A^{*} A+B^{*} B-C^{*} C, M\right) \leq \beta
$$

We now give the analogous theorem when columns are modified.
THEOREM 4.4. Let $D \in \mathbb{C}^{m \times n}$, and let $E \in \mathbb{C}^{m \times k}$ and $F \in \mathbb{C}^{m \times k}$ for some $1 \leq k<n$. Let

$$
A=\left[\begin{array}{ll}
D & E
\end{array}\right] \in \mathbb{C}^{m \times(n+k)}
$$

and let

$$
\tilde{A}=\left[\begin{array}{ll}
D & F
\end{array}\right] \in \mathbb{C}^{m \times(n+k)}
$$

Let $M \in \mathbb{C}^{(n+k) \times(n+k)}$ be a Hermitian positive semidefinite matrix, such that $\operatorname{null}(M) \subseteq$ $\operatorname{null}\left(A^{*} A\right)$ and $\operatorname{null}(M) \subseteq \operatorname{null}\left(\tilde{A}^{*} \tilde{A}\right)$. Suppose that

$$
\alpha \leq \lambda_{1}\left(A^{*} A, M\right) \leq \lambda_{\operatorname{rank}(M)}\left(A^{*} A, M\right) \leq \beta
$$

Then we have

$$
\alpha \leq \lambda_{k+1}\left(\tilde{A}^{*} \tilde{A}, M\right) \leq \lambda_{\operatorname{rank}(M)-k}\left(\tilde{A}^{*} \tilde{A}, M\right) \leq \beta
$$

Proof. We denote $t=\operatorname{rank}(M)$ and $r=\operatorname{rank}\left(E^{*} D-F^{*} D\right) \leq k$ (because $E^{*} D-$ $F^{*} D$ has $k$ rows). We prove both sides by applying Theorem 3.4. We define the linear subspace of $\mathbb{C}^{n+k}$ :

$$
U=\left\{\left[\begin{array}{l}
v \\
0
\end{array}\right]: v \in \mathbb{C}^{n} \text { and } E^{*} D v=F^{*} D v\right\} \cap \operatorname{range}(M)
$$

Clearly, $U$ is a linear space and $U \perp \operatorname{null}(M)$. For any $\left[\begin{array}{l}v \\ 0\end{array}\right] \in \operatorname{null}(M)$, the vector $v \in \mathbb{C}^{n}$ satisfies $E^{*} D v=F^{*} D v=0$, because $\operatorname{null}(M) \subseteq \operatorname{null}\left(A^{*} A\right)$ and $\operatorname{null}(M) \subseteq$ $\operatorname{null}\left(\tilde{A}^{*} \tilde{A}\right)$. This implies that the set of $v$ 's for which $v \in \operatorname{null}\left(E^{*} D-F^{*} D\right)$ contains the set of $v$ 's for which $\left[\begin{array}{l}v \\ 0\end{array}\right] \in \operatorname{null}(M)$. This allows us to determine the dimension of $U$ :

$$
\begin{aligned}
\operatorname{dim}(U) & =\operatorname{dim} \operatorname{null}\left(E^{*} D-F^{*} D\right)-\operatorname{dim}\left(\left\{v \in \mathbb{C}^{n}:\left[\begin{array}{l}
v \\
0
\end{array}\right] \in \operatorname{null}(M)\right\}\right) \\
& =(n-r)-(n-t) \\
& =t-r
\end{aligned}
$$

It is easy to see that for every $x \in U$ we have $A^{*} A x=\tilde{A}^{*} \tilde{A} x$, so

$$
\begin{aligned}
\frac{x^{*} \tilde{A}^{*} \tilde{A} x}{x^{*} M x} & =\frac{x^{*} A^{*} A x}{x^{*} M x} \\
& \geq \min _{x \in \operatorname{range}(M)} \frac{x^{*} A^{*} A x}{x^{*} M x} \\
& =\lambda_{1}\left(A^{*} A, M\right) \\
& \geq \alpha
\end{aligned}
$$

Since, by the second equality of Theorem 3.4,

$$
\lambda_{r+1}\left(\tilde{A}^{*} \tilde{A}, M\right)=\max _{\substack{\operatorname{dim} U=t-r \\ U \perp \operatorname{null}(M)}} \min _{x \in U} \frac{x^{*} \tilde{A}^{*} \tilde{A} x}{x^{*} M x}
$$

we conclude that $\lambda_{k+1}\left(\tilde{A}^{*} \tilde{A}, M\right) \geq \lambda_{r+1}\left(\tilde{A}^{*} \tilde{A}, M\right) \geq \alpha$. Similarly, for every $x \in U$,

$$
\begin{aligned}
\frac{x^{*} \tilde{A}^{*} \tilde{A} x}{x^{*} M x} & =\frac{x^{*} A^{*} A x}{x^{*} M x} \\
& \leq \max _{x \in \operatorname{range}(M)} \frac{x^{*} A^{*} A x}{x^{*} M x} \\
& =\lambda_{t}\left(A^{*} A, M\right) \\
& \leq \beta
\end{aligned}
$$

Since, by the first equality of Theorem 3.4,

$$
\lambda_{t-r}(\tilde{A} * \tilde{A}, M)=\min _{\substack{\operatorname{dim} U=t-r \\ U \perp \operatorname{null}(M)}} \max _{x \in U} \frac{x^{*} \tilde{A}^{*} \tilde{A} x}{x^{*} M x},
$$

we conclude that $\lambda_{t-k}\left(\tilde{A}^{*} \tilde{A}, M\right) \leq \lambda_{t-r}\left(\tilde{A}^{*} \tilde{A}, M\right) \leq \beta$.
4.3. Using the simple spectrum of $A^{*} A$ to bound the magnitude of runaways. In some cases it is useful to know that runaway eigenvalues are either very small or very close to 1 . For example, we want to ensure that if we perturb an ill-conditioned $A^{*} A$ to a well-conditioned $A^{*} A+B^{*} B$, the numerical rank of $A^{*} A$ and of ( $A^{*} A, A^{*} A+B^{*} B$ ) are the same, up to an appropriate relaxation of the rank threshold. We need the following lemma.

Lemma 4.5. Suppose that $S \in \mathbb{C}^{n \times n}$ is a Hermitian matrix and that $T \in \mathbb{C}^{n \times n}$ is a Hermitian positive definite matrix. For all $1 \leq k \leq n$ we have

$$
\frac{\lambda_{k}(S)}{\lambda_{n}(T)} \leq \lambda_{k}(S, T) \leq \frac{\lambda_{k}(S)}{\lambda_{1}(T)}
$$

Proof. Let $u_{1}, \ldots, u_{n}$ be a set of orthonormal eigenvectors corresponding to $\lambda_{1}(S), \ldots, \lambda_{n}(S)$. Using subspaces $U_{k}=\operatorname{span}\left\{u_{1}, \ldots, u_{k}\right\}$ and $V_{k}=\operatorname{sp}\left\{u_{k}, \ldots, u_{n}\right\}$ in the first inequality and second inequality of Theorem 3.4, respectively, gives the two bounds.

We now state and prove the main results.
Theorem 4.6. Let $A \in \mathbb{C}^{m \times n}$, and let $B \in \mathbb{C}^{k \times n}$ for some $1 \leq k<n$. Assume that $A^{*} A+B^{*} B$ is full rank. Denote $\alpha=\left\|A^{*} A\right\|_{2}$. If there are $d$ eigenvalues of $A^{*} A$ that are smaller than or equal to $\epsilon \alpha$ for some $1>\epsilon>0$, then d generalized eigenvalues of $\left(A^{*} A, A^{*} A+B^{*} B\right)$ are smaller than or equal to $\epsilon \kappa\left(A^{*} A+B^{*} B\right)$.

Proof. We denote $S=A^{*} A$ and $T=A^{*} A+B^{*} B$. We first note that $\lambda_{n}(T) \geq$ $\lambda_{n}(S) \geq \alpha$. By the lemma,

$$
\begin{aligned}
\lambda_{k}(S, T) & \leq \frac{\lambda_{k}(S)}{\lambda_{1}(T)}=\frac{\lambda_{k}(S) \lambda_{n}(T)}{\lambda_{n}(T) \lambda_{1}(T)} \\
& =\frac{\lambda_{k}(S)}{\lambda_{n}(T)} \kappa(T) \\
& \leq \frac{\lambda_{k}(S)}{\alpha} \kappa(T) .
\end{aligned}
$$

For any $k$ such that $\lambda_{k}(S) \leq \epsilon \alpha$, we obtain the desired inequality.
Theorem 4.7. Let $A \in \mathbb{C}^{m \times n}$, and let $B \in \mathbb{C}^{k \times n}$ for some $1 \leq k<n$. Assume that $A^{*} A+B^{*} B$ is full rank. Denote $\alpha=\left\|A^{*} A\right\|_{2}$ and suppose that $\left\|B^{*} B\right\|_{2} \leq \gamma \alpha$. If there are $d$ eigenvalues of $A^{*} A$ that are larger than or equal to $\eta \alpha$ for some $1>$ $\eta>0$, then $d$ generalized eigenvalues of $\left(A^{*} A, A^{*} A+B^{*} B\right)$ are larger than or equal to $\eta /(1+\gamma)$.

Proof. We use the same notation as in the previous proof. We have $\lambda_{n}(T) \leq$ $\left\|A^{*} A\right\|_{2}+\left\|B^{*} B\right\|_{2} \leq(1+\gamma) \alpha$. Therefore,

$$
\begin{aligned}
\lambda_{k}(S, T) & \geq \frac{\lambda_{k}(S)}{\lambda_{n}(T)} \\
& \geq \frac{\lambda_{k}(S)}{(1+\gamma) \alpha},
\end{aligned}
$$

which gives the desired bound for any $k$ such that $\lambda_{k}(S) \geq \eta \alpha$.
The theorems show that the numerical rank of the preconditioned system is the same as that of the original system, up to an appropriate relaxation of the rank threshold. Suppose that after the $d$ th eigenvalue there is a big gap. That is, there are $d$ eigenvalues of $A^{*} A$ that are smaller than $\epsilon \alpha$, and the remaining $n-d$ are larger than $\eta \alpha$, where $\alpha$ is the largest eigenvalue of $A^{*} A$. The ratio between the largest eigenvalue and the $d$ th smallest is at least $1 / \epsilon$, and between the largest eigenvalue and the $(n-d)$ th largest is at most $1 / \eta$. Recall that 1 is the largest eigenvalue of $\left(A^{*} A, A^{*} A+B^{*} B\right)$. Therefore, the ratio between the largest eigenvalue of the pencil and the $d$ smallest is at least $\kappa^{-1}\left(A^{*} A+B^{*} B\right) / \epsilon$, and the ratio between the largest eigenvalue of $\left(A^{*} A, A^{*} A+B^{*} B\right)$ and the $n-d$ largest eigenvalues is at most $(1+\gamma) / \eta$. Therefore, if $B^{*} B$ is not too large relative to $A^{*} A$, and $A^{*} A+B^{*} B$ is well conditioned, then the ratios are roughly maintained.

In section 6 below we present an efficient algorithm that finds a $B$ such that $\left\|B^{*} B\right\|_{2} \leq m\left\|A^{*} A\right\|_{2}$ and $\kappa\left(A^{*} A+B^{*} B\right) \leq \tau^{2}$, where $\tau \geq n+1$ is a given threshold, and a slightly more expensive algorithm that requires only $\tau \geq \sqrt{2 n}$ and guarantees $\left\|B^{*} B\right\|_{2} \leq\left\|A^{*} A\right\|_{2}$.
5. Applications to least-squares solvers. This section describes applications of the theory to the solution of linear least-squares problems. We show that we can often obtain useful algorithms by combining a sparse $Q R$ factorization of a modified matrix with a preconditioned iterative solver. We focus on improving the utility and efficiency of sparse $Q R$ factorizations and not on the more general problem of finding effective preconditioners.

In all the applications, we compute the $R$ factor of a $Q R$ factorization of a modified matrix and use it as a preconditioner in LSQR. Our spectral theory in section 4 shows that the preconditioned system has only a few runaway eigenvalues. We then can use [28, Theorem 2.3] to bound the number of iterations.
5.1. Dropping dense rows for sparsity. The $R$ factor of $A=Q R$ is also the Cholesky factor of $A^{*} A$. Rows of $A$ that are fairly dense cause $A^{*} A$ to be fairly dense. Hence, $R$ will be dense. In the extreme case, a completely dense row in $A$ causes $A^{*} A$ and $R$ to be completely dense (unless there are exact cancellations, which are rare). This happens even if the other rows of $A$ all have a single nonzero.

If $A$ has a few rows that are fairly dense, we recommend that they be dropped before the $Q R$ factorization starts. More precisely, these rows should be dropped even before the column ordering is computed. If we dropped $k$ dense rows, we expect LSQR to converge in at most $k+1$ iterations (see subsection 2.1).

Heath [23] proposed a different method for handling dense rows (see also [7] and [27]), in which the dominant costs are the factorization of the first $m$ rows of $A$ (the same is true in our approach), $k$ triangular solves with $R^{*}$, and a dense $Q R$ factorization of an $(n+k)$-by- $k$ matrix. In most cases (e.g., when $R$ is denser than $A$ ), the asymptotic cost of each of the two methods is similar; there are also cases in which one method is cheaper than the other (in both directions).
5.2. Updating and downdating. Updating a least-squares problem involves adding rows to the coefficient matrix $A$ and to the right-hand-side $b$. Downdating involves dropping rows. Suppose that we factored the original coefficient matrix $A$, that updating added additional rows represented by a matrix $B$, and that downdating removed rows of $A$ that are represented by a matrix $C$. The coefficient matrix of the normal equations of the updated/downdated problem is $A^{*} A+B^{*} B-C^{*} C$. As long
as this coefficient matrix is full rank and the number of rows in $B$ and $C$ is small, Theorem 4.1 guarantees that the $R$ factor of $A$ is an effective preconditioner.
5.3. Adding rows to solve numerically rank deficient problems. We propose two methods for solving numerically rank deficient problems.
5.3.1. Using an iterative method. When $A$ is rank deficient, there is an entire subspace of minimizers of $\|A x-b\|_{2}$. When $A$ is full rank but highly ill conditioned, there is a single minimizer, but there are many $x$ 's that give almost the same residual norm. Of these minimizers or almost-minimizers, the user usually prefers a solution with a small norm.

The factorization $A=Q R$ is not useful for solving rank deficient and ill-conditioned least-squares problems. The factorization is backward stable, but the computed $R$ is ill conditioned. This usually causes the solver to produce a solution $x=R^{-1} Q^{*} b$ with a huge norm. This also happens if we use $R$ as a preconditioner in LSQR: the iterations stop after one or two steps with a solution with a huge norm. Even after the first iteration the solution vector has a huge norm.

The singular-value decomposition (SVD) and rank revealing $Q R$ factorizations can produce minimal-norm solutions, but they are difficult to compute. The SVD approach is not practical in the sparse case. The rank revealing $Q R$ approach is practical $[30,5,2,12,23]$, but sparse rank revealing $Q R$ factorizations are complex, and only a few implementations are available.

The approach that we propose here is to add rows to the coefficient matrix $A$ to avoid ill-conditioning in $R$. That is, we dynamically add rows to $A$ to avoid illconditioning in $R$. The factor $R$ is no longer the $R$ factor of $A$ but the $R$ factor of a perturbed matrix $\left[{ }_{B}^{A}\right]$, where $B$ consists of the added rows. Section 6 outlines an algorithm for dynamically adding rows to $A$ so that the $R$ factor of the perturbed matrix will not be ill conditioned.

The well-conditioned $R$ factor of the perturbed matrix is then used as a preconditioner for LSQR. The convergence threshold of LSQR allows the user to control a trade-off between the norm of the residual and the norm of the solution. Suppose that the user wishes to find a minimizer of $\min _{x}\|\bar{A} x-b\|_{2}$, where $\bar{A}$ has the same SVD as $A$ except that the $k$ smallest singular values of $A$ are replaced by 0 . When LSQR's convergence threshold is larger than $r=\sigma_{n-k} / \sigma_{1}$, it computes such a minimizer [29].

When the $R$ factor of $\left[\begin{array}{c}A \\ B\end{array}\right]$ is used as a preconditioner, correct truncation at $\sigma_{n-k}$ depends on the preconditioned system preserving the singular gap above $\sigma_{n-k}$. This is why the results in subsection 4.3 are important: they guarantee this preservation.

In exact arithmetic, the number of rows in $B$ bounds the number of iterations in LSQR. It may be smaller if the runaway eigenvalues are clustered.
5.3.2. Using a direct method. If the number of rows in $B$ is exactly the same as the number of singular values we wish to truncate, and if $A^{*} A+B^{*} B$ is well conditioned, then a direct method can find an approximation of a small-norm minimizer. Let $A \in \mathbb{C}^{m \times n}$, and let $B \in \mathbb{C}^{k \times n}$. Let $\left[\begin{array}{c}A \\ B\end{array}\right]=Q R$ and $P=\left[\begin{array}{ll}I_{m \times m} & 0_{m \times k}\end{array}\right]$. We show that if the $k$ smallest singular values of $A$ are small enough, then $\hat{x}=R^{-1}(P Q)^{*} b$ is close to a minimizer of $\min _{x}\|\bar{A} x-b\|_{2}$, as defined above.

We start with a simple lemma that forms the basis of our method.
Lemma 5.1. Let $A \in \mathbb{C}^{m \times n}$, and let $B \in \mathbb{C}^{k \times n}$. Suppose that $\operatorname{rank}(A)=n-k$ and that $\left[\begin{array}{c}A \\ B\end{array}\right]$ has full rank. Let $\left[\begin{array}{l}A \\ B\end{array}\right]=Q R$ be a $Q R$ factorization of $\left[\begin{array}{c}A \\ B\end{array}\right]$. All the singular values of $A R^{-1}$ are exactly 0 or 1 .

Proof. The singular values of $A R^{-1}$ are the square root of the eigenvalues of $R^{-*} A^{*} A R^{-1}$. The eigenvalues $R^{-*} A^{*} A R^{-1}$ are exactly the eigenvalues of $\left(A^{*} A, R^{*} R\right)$. It is easy to see that $R^{*} R=A^{*} A+B^{*} B$. If we apply claim 2 of Theorem 4.1, we conclude that the multiplicity of the 0 eigenvalue of $\left(A^{*} A, R^{*} R\right)$ is exactly $\operatorname{dim} \operatorname{null}(A)=$ $n-\operatorname{rank}(A)=k$, and the multiplicity of the 1 eigenvalue of $\left(A^{*} A, R^{*} R\right)$ is exactly $n-\operatorname{rank}(B)=n-k$. Therefore, $n$ eigenvalues of $\left(A^{*} A, R^{*} R\right)$, which are all the eigenvalues of $\left(A^{*} A, R^{*} R\right)$, are either 0 or 1 .

We now show our claim for the case that $A$ is exactly rank deficient by $k$, so $\bar{A}=A$. This is a simpler case than the case where the $k$ smallest singular values are small but not necessarily zero. In this case the vector $\hat{x}=R^{-1}(P Q)^{*} b$ is an exact minimizer of $\min _{x}\|\bar{A} x-b\|_{2}$.

Lemma 5.2. Let $A \in \mathbb{C}^{m \times n}, B \in \mathbb{C}^{k \times n}$, and $b \in \mathbb{C}^{m \times r}$. Suppose that $\operatorname{rank}(A)=$ $n-k$ and $\left[{ }_{B}^{A}\right]$ has full rank. Let $\left[{ }_{B}^{A}\right]=Q R$ be a $Q R$ factorization of $\left[{ }_{B}^{A}\right]$. Let $P=$ $\left[\begin{array}{cc}I_{m \times m} & 0_{m \times k}\end{array}\right]$. The vector $\hat{x}=R^{-1}(P Q)^{*} b$ is a minimizer of $\min _{x}\|A x-b\|_{2}$.

Proof. We show that $\hat{y}=R \hat{x}=(P Q)^{*} b$ is the minimum norm solution to $\min _{y}\left\|A R^{-1} y-b\right\|_{2}$. The minimum solution norm to $\min _{y}\left\|A R^{-1} y-b\right\|_{2}$ is

$$
y_{\min }=\left(A R^{-1}\right)^{+} b .
$$

According to Lemma 5.1, the singular values of $A R^{-1}$ are exactly 0 and 1 . Therefore,

$$
\left(A R^{-1}\right)^{+}=\left(A R^{-1}\right)^{*} .
$$

Notice that

$$
A R^{-1}=P\left[{ }_{B}^{A}\right] R^{-1}=P Q R R^{-1}=P Q .
$$

Therefore, $y_{\text {min }}=(P Q)^{*} b=\hat{y}$.
We now analyze the case where $A$ is has $k$ small but possibly nonzero singular values. In this case, $\hat{x}=R^{-1}(P Q)^{*} b$ is not necessarily a minimizer of $\min _{x}\|A x-b\|_{2}$ and, more importantly, not even a minimizer of $\min _{x}\|\bar{A} x-b\|_{2}$. But if $\left[\begin{array}{c}A \\ B\end{array}\right]=\bar{Q} \bar{R}$, then the vector $\hat{z}=\bar{R}^{-1}(P \bar{Q})^{*} b$ is a minimizer of $\min _{x}\|\bar{A} x-b\|_{2}$. If the truncated singular values are small enough, then the pairs $(Q, R)$ and ( $\bar{Q}, \bar{R}$ ) will be closely related because they are $Q R$ factorizations of nearby matrices. Therefore, $\hat{x}$ and $\hat{z}$ should not be too far from each other. The next theorem shows that this is indeed the case.

Theorem 5.3. Let $A \in \mathbb{C}^{m \times n}, B \in \mathbb{C}^{k \times n}$, and $b \in \mathbb{C}^{m}$. Let $\bar{A}$ be the matrix with the same SVD as A except that the $k$ smallest singular values are truncated to 0. Denote

$$
C=\left[\begin{array}{c}
A \\
B
\end{array}\right] \text { and } D=\left[\begin{array}{c}
\bar{A} \\
B
\end{array}\right] \text {. }
$$

Assume that $C$ and $D$ are both full rank. Let $C=Q R$ be a $Q R$ factorization of $C$ and $D=\bar{Q} \bar{R}$ be the $Q R$ factorization of $D$. Denote

$$
\delta=\frac{\sigma_{n-k+1}(A)}{\sigma_{\min }(C)},
$$

where $\sigma_{n-k}(A)$ is the $k$ th smallest singular value of $A$ and $\sigma_{\min }(C)$ is the smallest singular value of $C$. Let $P=\left[\begin{array}{ll}I_{m \times m} & 0_{m \times k}\end{array}\right]$. Define the solutions

$$
\hat{x}=R^{-1}(P Q)^{*} b
$$

and

$$
\hat{z}=\bar{R}^{-1}(P \bar{Q})^{*} b .
$$

Then, provided that $\delta<1$,

$$
\frac{\|\hat{x}-\hat{z}\|_{2}}{\|\hat{x}\|_{2}} \leq \frac{\delta}{1-\delta}\left(2+(\kappa(R)+1) \frac{\|r\|_{2}}{\|R\|_{2}\|\hat{z}\|_{2}}\right)
$$

where

$$
r=b-A \hat{x}
$$

Before we prove the theorem, we explain what it means. The algorithm computes $\hat{x}$ and can therefore compute $r=b-A \hat{x}$. The theorem states that if $\delta$ is small (which happens when $C$ is well conditioned and $A$ has $k$ tiny singular values), if $R$ is not ill conditioned and not too large, and if the norm of $r$ is not too large, then $\hat{x}$ is a good approximation of the minimizer $\hat{z}$ that we seek. The quantity that is hard to estimate in practice is $\delta$, which depends on the small singular values of $A$. Therefore, the method is useful mainly when we know a priori the number of small singular values of $A$.

Proof. Notice that $\hat{x}$ is the solution of $\min _{x}\left\|C x-P^{*} b\right\|_{2}$ and that $\hat{z}$ is the solution of $\min _{x}\left\|D x-P^{*} b\right\|_{2}$. Furthermore, we can write $D=C+\Delta C$, where $\|\Delta C\|_{2} \leq \sigma_{n-k+1}(A)$. If we define $\epsilon=\sigma_{n-k+1}(A) /\|C\|_{2}$, then $\kappa(C) \epsilon=\delta<1$ and $\|\Delta C\|_{2} \leq \epsilon\|C\|_{2}$. We can apply a variant of result from Wedin [31] (see [25, Theorem 2.1] for the specific version that we use) and conclude that

$$
\frac{\|\hat{x}-\hat{z}\|_{2}}{\|\hat{x}\|_{2}} \leq \frac{\delta}{1-\delta}\left(2+(\kappa(R)+1) \frac{\|r\|_{2}}{\|R\|_{2}\|\hat{z}\|_{2}}\right)
$$

5.4. Solving what-if scenarios. The theory presented in this paper allows us to efficiently solve what-if scenarios of the following type. We are given a least squares problem min $\|A x-b\|_{2}$. We already computed the minimizer using the $R$ factor of $A$ or using some preconditioners. Now we want to know how the solution would change if we fix some of its entries, without loss of generality $x_{n-k+1}=c_{n-k+1}, \ldots, x_{n}=c_{n}$, where the $c_{i}$ 's are some constants. We denote $A=\left[\begin{array}{ll}D & E\end{array}\right]$, where $E$ consists of $k$ columns. To solve the what-if scenario, we need to solve min $\left\|D x_{1: n-k}-(b-E c)\right\|_{2}$. We solve instead $\min \|\tilde{A} x-(b-E c)\|_{2}$, where $\tilde{A}=\left[\begin{array}{ll}D & 0\end{array}\right]$, a matrix that we obtain from $A$ by replacing the last $k$ columns by zeros. Clearly, the last $k$ entries of $x$ do not influence the norm of the residual in this system, so we can ignore them. By Theorem 4.2, for small $k$ the factor or the preconditioner of $A$ is effective for this least-squares system as well.
6. An algorithm for perturbing to improve the conditioning. In this section we show an algorithm that perturbs a given input matrix $A$ to improve its conditioning. The algorithm adds only rows, which all have a single nonzero. The algorithm finds the perturbation during and after a standard Householder $Q R$ factorization (the technique applies to any column-oriented $Q R$ algorithm). Therefore, it can be easily integrated into a sparse $Q R$ factorization code; unlike rank revealing $Q R$ algorithms, our algorithm does not exchange columns.

The goal of the algorithm is to build an $R$ whose condition number is below a given threshold $\tau$, with as few modifications as possible. More specifically, the goal is to find a $B \in \mathbb{C}^{k \times n}$ and upper triangular $R \in \mathbb{C}^{n \times n}$ such that

1. $A^{*} A+B^{*} B=R^{*} R$,
2. the Cholesky factors of $A^{*} A$ and $A^{*} A+B^{*} B$ are structurally the same (except for accidental cancellations),
3. $\kappa(R) \leq \tau$, and
4. $k$ is small.

We ensure that the first goal is met as follows. If, during the factorization of column $j$, the algorithm finds that it needs to add a row to $B$, it adds a row with zeros in columns 1 to $j-1$. This ensures that the first $j-1$ columns computed so far are also the factor of the newly perturbed matrix. (In fact, it always adds a row with a nonzero only in column $j$.)

By restricting the number of nonzeros in each row of $B$ to one, we automatically achieve the second goal, since $B^{*} B$ is diagonal.

The algorithm works in two stages. In the first stage, the matrix is perturbed during the Householder $Q R$ factorization. In step $j$, we factor column $j$ and then run a condition-number estimator to detect ill-conditioning in the leading $j$-by- $j$ block of $R$. If this block is ill conditioned, we add a row to $B$, which causes only $R_{j, j}$ to change. A trivial condition estimation technique is to estimate the large singular value of $A$ using its one or infinity norm and then to estimate the smallest singular value using the smallest diagonal element in $R$. This method, however, is not always reliable. There are incremental condition estimators for triangular matrices that are efficient and more reliable $[4,6,3,16]$.

Let $c_{A}=\|A\|_{1}$ be an estimation of the norm of $A$. Other norms can be used and will modify some of the values below. All the rows of $B$ will be completely zero except a single nonzero, which we set to $\pm c_{A}$. Each row of $B$ has a different nonzero column. It follows that $B^{*} B$ is diagonal to $\|B\|_{2}=c_{A}$. Therefore,

$$
\begin{aligned}
\|R\|_{2} & =\sqrt{\left\|R^{*} R\right\|_{2}}=\sqrt{\left\|A^{*} A+B^{*} B\right\|_{2}} \\
& \leq \sqrt{\left\|A^{*} A\right\|_{2}+\left\|B^{*} B\right\|_{2}} \\
& \leq \sqrt{n c_{A}^{2}+c_{A}^{2}} \\
& \leq c_{A} \sqrt{n+1}
\end{aligned}
$$

Therefore, we add a row to $B$ whenever the incremental condition estimator suspects that $\left\|R^{-1}\right\|_{2}>\tau / c_{A} \sqrt{n+1}$. If we estimate $c_{A}=\|A\|_{2}$ directly (using power iteration), we need only to ensure that $\left\|R^{-1}\right\|_{2}>\tau / c_{A} \sqrt{2}$, so we can use fewer perturbations.

Condition estimators can fail to detect ill-conditioning. For example, if we estimate $\left\|R^{-1}\right\|_{2} \approx 1 / \min _{j} R_{j, j}$, it will not perturb the following matrix at all. Let

$$
T_{n}(c)=\operatorname{diag}\left(1, s, \ldots, s^{n-1}\right)\left[\begin{array}{ccccc}
1 & -c & -c & \cdots & -c \\
0 & 1 & -c & \cdots & -c \\
& \ddots & & \vdots & \vdots \\
\vdots & & & 1 & -c \\
0 & & \cdots & 0 & 1
\end{array}\right]
$$

with $c^{2}+s^{2}=1$ with $c, s>0$. For $n=100$ the smallest diagonal value of $T_{n}(0.2)$ is 0.13 , but its smallest singular value is $O\left(10^{-8}\right)$ [22].

Better condition estimators will not fail on this example, but they may fail on others. It is relatively easy to safeguard our algorithm against failures of the estimator. A few inverse iterations on $R^{*} R$ will reliably estimate the smallest singular
value. Inverse iteration is cheap because $R$ is triangular. If we find that $R$ is still ill conditioned, we add more rows to $B$ and rotate them into $R$ using Givens rotations. The resulting factorization remains backward stable.

To find a perturbation that will reduce the number of tiny singular values, we find an approximation of the smallest singular value and a corresponding right singular vector of $R$. Suppose that $\sigma$ and $v$ are such a pair, with $\|v\|_{2}=1$ and $\|R v\|_{2}=\sigma$. Let $i$ be the index of the largest absolute value in $v$. Since $\|v\|_{2}=1$ we must have $\left|v_{i}\right| \geq 1 / \sqrt{n}$. We add to $B$ a row $b^{*}$ :

$$
b_{j}= \begin{cases}c_{A}, & j=i, \\ 0, & j \neq i\end{cases}
$$

We now have

$$
\begin{aligned}
\left\|\left[\begin{array}{c}
R \\
b^{*}
\end{array}\right] v\right\|_{2} & \geq\left\|b^{*} v\right\|_{2} \\
& =\left|b^{*} v\right| \\
& \geq c_{A} v_{i} \\
& \geq c_{A} / \sqrt{n} .
\end{aligned}
$$

If $\tau \geq n+1$, then

$$
\left\|\left[\begin{array}{c}
R \\
b^{*}
\end{array}\right] v\right\|_{2} \geq \frac{\sqrt{n+1} c_{A}}{\tau},
$$

and the number of singular values that are smaller than $\sqrt{n+1} c_{A} / \tau$ is reduced by one. We repeat the process until all singular values are large enough. If we estimate $c_{A}=\|A\|_{2}$ directly (using power iteration), then the constraint on $\tau$ can be relaxed to $\tau>\sqrt{2 n}$.

The combination of a less-than-perfect condition estimation with the kinds of perturbations that we use during the factorization (rows with a single nonzero) can potentially lead to a cascade of unnecessary perturbations. Suppose that the $j$ th column of the matrix is dependent (or almost dependent) on the first $j-1$ columns, but that the condition estimator missed this and estimated that the leading $j$-by- $j$ block of $R$ is well conditioned. Suppose further that after the factorization of column $j+1$, the condition estimator finds that the leading $(j+1)$-by- $(j+1)$ block of $R$ is ill conditioned (it is). Our algorithm will perturb column $j+1$, which does not improve the conditioning of $R$. This can keep on going. From now on, $R$ remains ill conditioned, so whenever the condition estimator finds that it is, our algorithm will perturb another column. These perturbations do not improve the conditioning, but they slow down the iterative solver. Situations like these are unlikely, but, in principle, they are possible. Therefore, we invoke the condition estimator before and after each perturbation. If a perturbation does not significantly improve the conditioning, we refrain from further perturbations. We will fix the ill conditioning by perturbing $R$ after it is computed (it may also be possible to use inverse iteration to produce a more reliable perturbation during the factorization rather than wait until it is complete).
7. Numerical examples. In this section we give simple numerical examples for the applications described in section 5 . The goal is to illustrate the benefits of the tools developed in this paper.
7.1. Dropping dense rows for sparsity; updating. Consider the matrix

$$
A=\left[\begin{array}{lll}
\alpha_{1} & & \\
& \ddots & \\
& & \alpha_{n} \\
\beta_{1} & \cdots & \beta_{n}
\end{array}\right]
$$

for some (real or complex) $\alpha_{1}, \ldots, \alpha_{n}$ and $\beta_{1}, \ldots, \beta_{n}$. Suppose that we want to find the least-squares solution to $\min _{x}\|A x-b\|_{2}$. The $R$ factor of the $Q R$ factorization of $A$ will be completely full, because $A^{*} A$ is full. Therefore, solving the equation using the $Q R$ factorization will take $\Theta\left(n^{3}\right)$ time. If the equation is solved using LSQR, then every iteration will cost $\Theta(n)$ operations, but the number of iterations done is proportional to $\kappa(A)$. The value of $\kappa(A)$ can be very large for certain values of $\alpha_{1}, \ldots, \alpha_{n}$ and $\beta_{1}, \ldots, \beta_{n}$.

Our analysis suggests a new method for solving the problem. We can remove the last row of $A$ and form the preconditioner $R=\operatorname{diag}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$. Our analysis shows that when solving the equation using LSQR preconditioned by $R$, only 2 iterations will be done. Each iteration still costs $\Theta(n)$ operations, amounting to a linear time algorithm for solving the equation. In general, if there are $m \ll n$ full rows, an application of LSQR with a preconditioner that is only the diagonal will converge in $m$ iterations, each of them with $\Theta(n m)$ operations. The total running time will be $\Theta\left(n m^{2}\right)$, while regular LSQR will complete in $\Theta\left(n^{2} m\right)$ operations, and a $Q R$-based algorithm will complete in $\Theta\left(n^{3}\right)$ operations. With Heath's method [23] the total running time will be $\Theta\left((n+m) m^{2}\right)$. We conducted experiments that validate this analysis.
7.2. Adding rows to solve rank deficient problems. Consider the matrix $A$ and vector $b$ generated by the following commands in MATLAB:

```
rand('state', 0);
m = ceil(n/4);
AO = rand(n, m);
[U,Sigma1,V] = svd(A0, 0);
Sigma = diag(10 .^ [linspace(1, -4, m-1) -12]);
A1 = U*Sigma*V';
A = [A1 rand(n, m)];
b = rand(m, 1);
```

The code builds an $n \times \frac{n}{2}$ matrix $A$, which is ill conditioned ( $\kappa \approx 10^{12}$ and norm around 1). We wish to solve the least squares problem $\min \|A x-b\|_{2}$. The matrix is built so that column $n / 4$ is close to a linear combination of the columns to its left. The first command resets the random number generator so that each run will generate the same matrix and vector.

A $Q R$ factorization without pivoting generates a very small diagonal value (around $10^{-12}$ ) in position ( $\frac{n}{4}, \frac{n}{4}$ ) of $R$. Using the factorization to solve $\min _{x}\|A x-b\|_{2}$ leads to a solution with norm around $10^{11}$. In many cases, the desired solution is the minimizer in the subspace that is orthogonal to right singular vectors of $A$ that correspond to singular values around $10^{-12}$ and smaller. We refer to such a solution as a truncated solution. A $Q R$ factorization without pivoting is useless for finding the truncated solution or an approximation of it.

One way to compute a low-norm almost-minimizer of the truncated problem is to use a rank revealing $Q R$. If $A$ is dense (as in our example), this is an effective
solution. Rank revealing $Q R$ factorization algorithms have also been developed for sparse matrices, but they are complex and sometimes expensive (since they cannot control sparsity as well as non-rank revealing algorithms) [12, 30, 5].

In our example, running LSQR with a convergence threshold of $r=10^{-10}$ (for $n=100$ ) led to an acceptable solution (with norm around $10^{3}$ ). With $r=10^{-15}$, LSQR returned a solution with norm $10^{11}$, which is clearly not a good truncated solution. Due to the ill-conditioning of $A$, many iterations are required for LSQR to converge. Even with $r=10^{-10}$, LSQR converged slowly, taking 423 iterations to converge.

We propose using instead the algorithm described in section 6 to generate an effective preconditioner that allows LSQR to solve the truncated problem. We generated two preconditioners using the two versions of our algorithm, one with $c_{A}=\|A\|_{1}$ and the other with $c_{A}=\|A\|_{2}$. We set the threshold $\tau$ to $10^{10}$. In both cases a single row was added with a single nonzero in column 25 . The need to add a row was detected, in both cases, using the incremental condition estimator during the initial $Q R$ factorization. With $c_{A}=\|A\|_{1}$ the condition number of the factor was $\kappa(R) \approx 3.41 \times 10^{5}$, while with $c_{A}=\|A\|_{2}$ the condition number was $\kappa(R) \approx 1.78 \times 10^{5}$. When using $R$ as a preconditioner to LSQR with threshold $10^{-10}$, a single iteration was enough to converge in both cases. The norm of the minimizer $x$ was of order $10^{3}$ in both cases.

The different methods that produced solutions with norm around $10^{3}$ produced different solution vectors $x$ with slightly different norms (even the two preconditioned LSQR methods). To see why, let $v$ be the singular vector that corresponds to the singular value $10^{-12}$. LSQR uses the norm $\left\|A^{*}(A x-b)\right\|_{2}$ as a stopping criterion. Adding $\rho v$ to a vector $x$ changes $\left\|A^{*}(A x-b)\right\|_{2}$ by at most $\rho \times 10^{-24}$, so even a large $\rho$ rarely affects this stopping criterion. Therefore, different methods can return different solutions, say, $x$ and $x+\rho v$, possibly with $\rho \gg\|x\|$. Such solutions are very different from each other but with norms and residual norms that both differ by at most $\rho \times 10^{-12}$. Both solutions are good, but they are different; this is a reflection of the ill-conditioning of the problem.
8. Conclusions. This paper presented a theoretical analysis of certain preconditioned least-squares solvers. The solvers use a preconditioner that is related to a low-rank perturbation of the coefficient matrix. The perturbation can be the result of an updating or downdating (following the computation of a preconditioner or a factor of the original coefficient matrix), of dropping dense rows, or of an attempt to make the preconditioner well conditioned when the coefficient matrix is ill conditioned or rank deficient. We note that further research is required to determine how to drop rows effectively in sparse $Q R$ factorizations; here we gave only evidence that this idea can be effective, but we did not provide a row-dropping algorithm.

The paper also proposed a specific method to perturb a $Q R$ factorization of an ill-conditioned or rank deficient matrix.

Our theoretical analysis uses a novel approach: we count the number of generalized eigenvalues that move away from a cluster of eigenvalues (sometimes consisting only of the value 1) due to perturbations. This allows us to bound the number of iterations in iterative least-squares solvers like LSQR, which are implicit versions of conjugate gradients on the normal equations.

This approach complements the more common way of bounding iteration counts in optimal Krylov-subspace solvers, which is based on bounding the condition number of the preconditioned system.

We have also presented limited experimental results, which are meant to illustrate
the use of the techniques rather than establish their effectiveness or efficiency. We plan to design and implement a sparse $Q R$ factorization code that will incorporate these techniques, but this is beyond the scope of this paper. Once we have an implementation for the sparse case, we plan to perform extensive testing of the technique that this paper analyzes theoretically.
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