Introduction

Harpeter introduced "patching" in [H1] to prove that each finite group occurs as a Galois group over the field of rational functions $K(z)$, where $K$ is the field of fractions of a complete local ring. In particular, this holds if $K$ is any discrete complete valued field. Harpeter's work is phrased in the language of formal geometry (i.e., formal schemes). Liu [Li] and Serre [Se, Theorem 8.4.6] translated it into the language of rigid analytic geometry. Both approaches rely on general GAGA theorems relating formal (resp., rigid analytic) geometry to algebraic geometry.

In the present paper we give an elementary proof of this theorem that replaces these general GAGA principles by a simple ring-theoretic "GAGA" correspondence based on the so-called "Cartan's Lemma". This approach also yields a short proof of a recent result of Harpeter [H5] and Pop [Po]: If $K$ is a countable algebraically closed field, then the absolute Galois group of $K(z)$ is the free profinite group $\hat{F}_\omega$ of countable rank. This implies that $\hat{F}_\omega$ is the absolute Galois group of every function field $L$ of one variable over $K$, since such $L$ is finite over $K(z)$ (Corollary 4.7).

Cartan's Lemma is basic for the development of rigid analytic geometry. Matrix factorizations as in Cartan's Lemma have also been used by Harpeter ([H2] and [H3]) in his formal geometry approach. One of the contributions of this paper lies in isolating a particularly weak variant of Cartan's Lemma that succeeds to render our ring-theoretic version of GAGA.

Further development of Harpeter's patching method has culminated in (the first part of) the proof of Abhyankar's Conjecture given by Raynaud [Ray] and Harpeter [H4]. (The second part uses other methods from reduction theory).

The material in this paper is presented from a slightly different point of view in Chapter 11 of the forthcoming book [V].
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1. Rings of convergent power series

The results of this and the next section are well known. The reader may find them scattered in [BGR] and [FP]. We reprove them here in order to be self contained, without relying on the whole machinery of rigid analytic geometry.

Let \( R \) be a commutative ring with unity equipped with a non-trivial ultrametric absolute value \( | \cdot | \). That is, \( a \mapsto |a| \) is a map \( R \to \mathbb{R} \) satisfying:

(a) \( |a| \geq 0 \), and \( |a| = 0 \) if and only if \( a = 0 \);
(b) there is \( a \in R \) with \( 0 < |a| < 1 \);
(c) \( |ab| = |a| \cdot |b| \); and
(d) \( |a + b| \leq \max(|a|, |b|) \).

By (a) and (c), \( R \) is an integral domain. By (c), the absolute value of \( R \) extends to an absolute value on the quotient field of \( R \) (by \( \frac{|a|}{|b|} = |\frac{a}{b}| \)). It also follows that \( |-a| = |a| \), and

(d') If \( |a| < |b| \), then \( |a + b| = |b| \).

Assume, furthermore, that

(e) \( R \) is complete with respect to \( | \cdot | \), i.e., every Cauchy sequence in \( R \) converges.

It then follows from (d) that a series \( \sum_{n=0}^{\infty} a_n \) of elements of \( R \) converges if and only if \( a_n \to 0 \).

Remark 1.1: If \( a \in R \) and \( |a| < 1 \), then \( 1 - a \in R^\times \). Indeed, \( 1 + a + a^2 + \cdots \) converges, say, to \( b \in R \). As \( (1 - a)(1 + a + \cdots + a^n) = 1 - a^{n+1} \to 1 \), we have \( (1 - a)b = 1 \).

Example 1.2: (i) Let \( p \) be a prime. The field \( \mathbb{Q}_p \) of \( p \)-adic numbers is complete with respect to the \( p \)-adic absolute value.

(ii) Let \( K_0 \) be a field, and let \( 0 < \varepsilon < 1 \). The field \( K_0((t)) \) of formal power series \( \sum_{i=N}^{\infty} a_it^i \) with coefficients in \( K_0 \) and \( N \in \mathbb{Z} \) is complete with respect to the absolute value \( | \sum_{i=N}^{\infty} a_it^i | = \varepsilon^{\min(i | a_i \neq 0)} \).
See Lemma 1.3 below for additional examples.

Let \( z \) be a free variable over \( R \). Define

\[
R\{z\} = \left\{ \sum_{n=0}^{\infty} a_n z^n \mid a_n \in R, \quad \lim_{n \to \infty} a_n = 0 \right\};
\]

\[
R\{z, z^{-1}\} = \left\{ \sum_{n=-\infty}^{\infty} a_n z^n \mid a_n \in R, \quad \lim_{|n| \to \infty} a_n = 0 \right\};
\]

These sets are commutative rings under the obvious addition and multiplication. Indeed, if \( \sum_i a_i z^i, \sum_j a_j z^j \in R\{z, z^{-1}\} \), then \( \sum_{i+j=n} a_i b_j \) converges for each \( n \in \mathbb{Z} \), say, to \( c_n \in R \), and \( c_n \to 0 \) as \( \pm n \to \infty \). Thus \( \sum_i a_i z^i \cdot \sum_j b_j z^j = \sum_n c_n z^n \in R\{z, z^{-1}\} \).

View \( R\{z\} \) as a subring of \( R\{z, z^{-1}\} \).

Define the norm \( |f| \) of \( f = \sum_n a_n z^n \in R\{z, z^{-1}\} \) by \( |f| = \max(|a_n|) \).

**Lemma 1.3:**

(i) The norm is an ultrametric absolute value on \( R\{z, z^{-1}\} \), extending that on \( R \).

(ii) Both \( R\{z\} \) and \( R\{z, z^{-1}\} \) are complete with respect to the norm.

(iii) Each \( c \in R \) with \( |c| = 1 \) defines an evaluation homomorphism \( R\{z, z^{-1}\} \to R \) given by \( f = \sum_n a_n z^n \mapsto f(c) = \sum_n a_n c^n \).

(iv) Each \( c \in R \) with \( |c| \leq 1 \) defines an evaluation homomorphism \( R\{z\} \to R \) given by \( f = \sum_n a_n z^n \mapsto f(c) = \sum_n a_n c^n \).

(v) For each \( f \in R\{z, z^{-1}\} \) there are \( f^+ \in R\{z\} \) and \( f^- \in R\{z^{-1}\} \) such that \( f = f^+ + f^- \) and \( |f^+|, |f^-| \leq |f| \).

**Proof:** (i) We check that \( |fg| = |f| \cdot |g| \) for \( f, g \in R\{z, z^{-1}\} \). Let \( f = \sum_{i=\infty}^{\infty} a_i z^i \) and \( g = \sum_{i=-\infty}^{\infty} b_i z^i \). We may assume \( f \neq 0 \) and \( g \neq 0 \). Clearly \( |fg| \leq |f| \cdot |g| \).

Conversely, let \( n, m \) be the largest indices such that \( |a_n| = |f| \) and \( |b_m| = |g| \), let \( \ell = n + m \), and consider the coefficient \( c_{\ell} \) of \( z^\ell \) in \( fg \). If \( i + j = \ell \) and \((i,j) \neq (n,m) \) then \( i > n \) or \( j > m \). Hence \( |a_i| < |f| \) or \( |b_j| < |g| \), and therefore \( |a_i| \cdot |b_j| < |f| \cdot |g| \). Thus \( \max_{i+j=\ell} |a_i b_j| = |a_n| \cdot |b_m| = |f| \cdot |g| \), and this maximum
it obtained only when \((i, j) = (n, m)\). Hence \(|c_\ell| = \left| \sum_{i+j=\ell} a_i b_j \right| = |f| \cdot |g| \) (by (d') above), and so \(|fg| \geq |f| \cdot |g|\).

Axioms (a), (b), and (d) for an ultrametric absolute value hold trivially.

(ii) Consider a Cauchy sequence \((f_n)\) in \(R(z, z^{-1})\). This yields a Cauchy sequence in each coefficient, hence \((f_n)\) converges coefficientwise to some formal sum \(f = \sum_n a_n z^n\). It is easy to show that actually \(f \in R(z, z^{-1})\) and \(|f - f_n| \to 0\). If \(f_n \in R\{z\}\) for each \(n\), then \(f \in R\{z\}\).

(iii) and (iv) are straightforward.

(v) If \(f = \sum_{n=-\infty}^{\infty} a_n z^n\), let \(f^+ = \sum_{n=0}^{\infty} a_n z^n\) and \(f^- = \sum_{n=-\infty}^{-1} a_n z^n\).

Definition 1.4: For \(f = \sum_{n=0}^{\infty} a_n z^n \neq 0\) in \(R\{z\}\) define the pseudodegree of \(f\) to be the integer \(d = \max(n : |a_n| = |f|)\). Call \(f\) regular, if \(a_d\) is invertible in \(R\).

Remark 1.5: The map \(z \mapsto z^{-1}\) defines a norm-preserving \(R\)-automorphism \(\omega\) of \(R\{z, z^{-1}\}\) of order 2. It maps \(R\{z\}\) onto \(R\{z^{-1}\}\). Thus \(R\{z\} \cong R\{z^{-1}\}\). Furthermore, \(\omega\) maps \(R[z]\) onto \(R[z^{-1}]\), and \(R[z, z^{-1}]\) onto itself.

Theorem 1.6 (Weierstrass Division Theorem): Let \(f \in R\{z\}\) and let \(g \in R\{z\}\) be regular of pseudodegree \(d\). Then there are unique \(q \in R\{z\}\) and \(r \in R[z]\) such that \(f = qg + r\) and \(\deg r < d\). Moreover,

\[(1) \quad |q| \cdot |g| \leq |f| \quad \text{and} \quad |r| \leq |f|.

Proof:

Part I: Estimates (1). Assume that \(f = qg + r\), where \(\deg r < d\). If \(q = 0\), then (1) is clear. Assume that \(q \neq 0\) and let \(l\) be the pseudodegree of \(q\). Then \(|qg| = |q| \cdot |g|\) equals the value of the coefficient of \(z^{d+1}\) in \(qg\); this coefficient is also the coefficient of \(z^{d+1}\) in \(f = qg + r\), since \(\deg r < d + 1\). Therefore \(|q| \cdot |g| \leq |f|\).

It follows that \(|r| = |f - qg| \leq \max(|f|, |qg|) \leq |f|\).
PART II: Uniqueness. Assume that \( f = qg + r = q'g + r' \), where \( \deg r, \deg r' < d \). Then \( 0 = (q - q')g + (r - r') \). By Part I, \( |q - q'| = |r - r'| = 0 \). Hence \( q = q' \) and \( r = r' \).

PART III: Existence if \( g \) is a polynomial of degree \( d \). Write \( f \) as \( \sum_{n=0}^{\infty} b_n z^n \). For each \( m \geq 0 \) let \( f_m = \sum_{n=0}^{m} b_n z^n \in R[z] \). As \( g \) is regular of pseudodegree \( d \), its leading coefficient is invertible. Euclid’s algorithm for polynomials over \( R \) produces \( q_m, r_m \in R[z] \) such that \( f_m = q_m g + r_m \) and \( \deg r_m < \deg g \). Thus for all \( k, m \) we have \( f_m - f_k = (q_m - q_k)g + (r_m - r_k) \). By Part I, \( |q_m - q_k| \cdot |g| \cdot |r_m - r_k| \leq |f_m - f_k| \). Thus \( \{q_m\}_m \) and \( \{r_m\}_m \) are Cauchy sequences in \( R[z] \), and hence they converge to \( q \in R[z] \) and \( r \in R[z] \). Clearly \( f = qg + r \) and \( \deg r < d \).

PART IV: Existence for arbitrary \( g \). If \( g = \sum_{n=0}^{\infty} a_n z^n \), put \( g_0 = \sum_{n=0}^{d} a_n z^n \in R[z] \). Then \( |g - g_0| < |g| \). By Part III with \( g_0 \) and \( f \) there are \( q_0 \in R[z] \) and \( r_0 \in R[z] \) such that \( f = q_0 g_0 + r_0 \) and \( \deg r_0 < d \). By Part I, \( |q_0| \leq \frac{|f|}{g} \) and \( |r_0| \leq |f| \). Thus \( f = q_0 g + r_0 + f_1 \), where \( f_1 = -q_0 (g - g_0) \), and \( |f_1| \leq \frac{|g - g_0|}{g} |f| \).

Put \( f_0 = f \). By induction we get, for each \( k \geq 0 \), elements \( f_k, q_k \in R[z] \) and \( r_k \in R[z] \) such that \( \deg r < d \) and

\[
f_k = q_k g + r_k + f_{k+1}, \quad |q_k| \leq \frac{|f_k|}{|g|}, \quad |r_k| \leq |f_k|, \quad \text{and} \quad |f_{k+1}| \leq \frac{|g - g_0|}{|g|} |f_k|.
\]

It follows that \( |f_k| \to 0 \), whence also \( |q_k|, |r_k| \to 0 \). Therefore \( q = \sum_{k=0}^{\infty} q_k \in R[z] \) and \( r = \sum_{k=0}^{\infty} r_k \in R[z] \). Clearly \( f = qg + r \) and \( \deg r < d \).

**Corollary 1.7:** Let \( f \in R[z] \) be regular of pseudodegree \( d \). Then \( f = qg \), where \( q \) is a unit of \( R[z] \) and \( g \in R[z] \) is a monic polynomial of degree \( d \) with \( |g| = 1 \).

**Proof:** By Theorem 1.6 there are \( q' \in R[z] \) and \( r' \in R[z] \) of degree \( < d \) such that \( z^d = q'f + r' \) and \( |r'| \leq |z^d| = 1 \). Put \( g = z^d - r' \). Then \( g \) is monic of degree \( d \), and \( g = q'f \). Clearly \( |g| = 1 \). It remains to show that \( q' \in R[z] \).

Notice that \( g \) is regular of pseudodegree \( d \). By Theorem 1.6 again, there are \( q \in R[z] \) and \( r \in R[z] \) such that \( f = qg + r \) and \( \deg r < d \). Thus \( f = qq'f + r \).
But \( f = 1f + 0 \) as well. By the uniqueness in Theorem 1.6, \( qq' = 1 \). Hence \( q' \in R\{z\}^\times \).

For the rest of this section let \( K \) be a field complete with respect to a non-trivial ultrametric absolute value. Every non-zero \( g \in K\{z\} \) is regular. If \( g \in K[z] \) is monic of degree \( d \) and \( |g| = 1 \), then \( g \) is of pseudodegree \( d \).

**Corollary 1.8:** Let \( g \in K[z] \) be monic of degree \( d \), irreducible in \( K[z] \), and \( |g| = 1 \). Then \( g \) is irreducible in \( K\{z\} \).

**Proof:** The irreducibility of \( g \) in \( K[z] \) implies that \( d > 0 \). Therefore \( g \) is not a unit in \( K\{z\} \), otherwise the two presentations \( 1 = gg^{-1} + 0 \) and \( 1 = g0 + 1 \) contradict the uniqueness in Theorem 1.6.

Suppose that \( g = g_1g_2 \), where \( g_1, g_2 \in K\{z\} \) are not units. By Corollary 1.7 we may assume that \( g_1 \) is a monic polynomial in \( z \), say, of degree \( d_1 \), and \( |g_1| = 1 \). Hence \( g_1 \) is of pseudodegree \( d_1 \). By Euclid’s algorithm there are \( q, r \in K[z] \) such that \( \deg r < d_1 \) and \( g = g_1q + r \). But \( g = g_1g_2 + 0 \) as well. The uniqueness in Theorem 1.6 gives \( g_2 = q \in K[z] \). Thus either \( g_1 \in K[z]^\times \subseteq K\{z\}^\times \) or \( g_2 \in K[z]^\times \subseteq K\{z\}^\times \), a contradiction.

**Lemma 1.9:** Let \( A \) be either \( K\{z\} \) or \( K\{z, z^{-1}\} \). Each \( f \in A \) can be written as \( f = pu \) with \( p \in K[z] \) and \( u \in A^\times \).

**Proof:** For \( A = K\{z\} \) the claim follows from Corollary 1.7 (with \( R = K \)).

Let \( A = K\{z, z^{-1}\} \), and let \( f = \sum_{n=-\infty}^{\infty} a_n z^n \in A \). We may assume that \( f \neq 0 \), and \( -1 = \min(n : |a_n| = |f|) \) (after multiplying \( f \) by a power of \( z \), which is a unit of \( A \)).

Set \( R = K\{z\} \), and introduce a new variable \( w \). Consider the ring \( R\{w\} \) of power series \( \sum_{j=0}^{\infty} \alpha_j w^j \) with \( \alpha_j \in R \) and \( |\alpha_j| \to 0 \). Setting \( \alpha_0 = \sum_{n=0}^{\infty} a_n z^n \) and \( \alpha_j = a_{-j} \) for \( j > 0 \) we obtain an element \( \hat{f} = \sum_{j=0}^{\infty} \alpha_j w^j \) of \( R\{w\} \) that is regular of pseudodegree 1. By Corollary 1.7 (with \( w \) instead of \( z \)) we have \( \hat{f} = \hat{p}\hat{u} \), where \( \hat{u} \) is a unit of \( R\{w\} \) and \( \hat{p} = w + \beta \) for some \( \beta \in R \).

In particular, \( \hat{u} \) is a unit of \( A\{w\} \). We have \( |z^{-1}| = 1 \). The evaluation homomorphism \( \theta : A\{w\} \to A \) given by \( F \mapsto F(z^{-1}) \) maps \( \hat{u} \) onto a unit \( u' \) of
A. Thus \( f = \theta(\hat{f}) = \theta(\hat{p})\theta(\hat{u}) = (z^{-1} + \beta)u' = (1 + z\beta)z^{-1}u' \). Replacing \( f \) by \( f' = 1 + z\beta \in R = K\{z\} \) reduces us to the case that \( f \in K\{z\} \). But this case has already been dealt with. 

**Theorem 1.10:** The rings \( K\{z, z^{-1}\}, K\{z\}, \) and \( K\{z^{-1}\} \) are principal ideal domains. Each ideal is generated by an element of \( K[z, z^{-1}] \).

**Proof:** Let \( A \) be either \( K\{z\} \) or \( K\{z, z^{-1}\} \). By Lemma 1.9, each ideal \( I \) of \( A \) is generated by \( I' = I \cap K[z] \). This \( I' \) is an ideal of \( K[z] \), hence \( I' = pK[z] \) for some \( p \in K[z] \) (since \( K[z] \) is a principal ideal domain). Thus \( I = pA \) is a principal ideal.

The case of \( K\{z^{-1}\} \) follows by Remark 1.5.

Let \( Q_1, Q_2, \) and \( \hat{Q} \) be the fields of fractions of \( K\{z\}, K\{z^{-1}\}, \) and \( K\{z, z^{-1}\} \), respectively. View \( Q_1, Q_2 \) as embedded into \( \hat{Q} \).

**Corollary 1.11:** The intersection of \( Q_1 \) and \( Q_2 \) inside \( \hat{Q} \) equals \( K\{z\} \).

**Proof:** We have \( K[z] \subseteq K\{z\} \) and \( K[z^{-1}] \subseteq K\{z^{-1}\} \), hence \( K(z) \subseteq Q_1 \cap Q_2 \). For the converse, let \( f \in Q_1 \cap Q_2 \). By Corollary 1.7, \( f = f_1/p_1 \) with \( f_1 \in K\{z\} \) and \( 0 \neq p_1 \in K[z] \). By Remark 1.5, \( f = f_2/p_2 \) with \( f_2 \in K\{z^{-1}\} \) and \( 0 \neq p_2 \in K[z^{-1}] \). There are \( n, m \in \mathbb{N} \) such that \( z^n p_2 \in K[z] \) and \( z^{n-m} p_1 \in K[z^{-1}] \). Then the element \( g = (z^n p_2) f_1 = z^m (z^{n-m} p_1) f_2 \) lies in \( K\{z\} \), and \( z^{-m} g \) lies in \( K\{z^{-1}\} \). Clearly this implies that \( g \in K[z] \) (of degree \( \leq m \)). Thus \( f = f_1/p_1 = g/(z^n p_2 p_1) \in K\{z\} \).

**2. GAGA**

As in section 1, let \( K \) be a field complete with respect to a non-trivial ultrametric absolute value \( |\cdot| \). Let \( R_1 = K\{z\}, R_2 = K\{z^{-1}\}, \) and \( R = K\{z, z^{-1}\} \). Let \( Q_1, Q_2, \) and \( \hat{Q} \) be their fields of fractions, respectively. View \( Q_1, Q_2 \) as subfields of \( \hat{Q} \).

For a matrix \( A = (a_{ij}) \in M_n(R) \) define the norm \( ||A|| = \max_{ij} |a_{ij}| \) of \( A. \)
Lemma 2.1:

(i) Every Cauchy sequence in $\mathbb{M}_n(\mathbb{R})$ converges.

(ii) $\|A + B\| \leq \max(\|A\|, \|B\|);$

(iii) $\|AB\| \leq \|A\| \cdot \|B\|;$

(iv) if $\|A\| < 1$, then $I_n - A \in \text{GL}_n(\mathbb{R}) = (\mathbb{M}_n(\mathbb{R}))^\times$.

(v) Let $0 < c < 1$. Let $(A_i)$ be a sequence of matrices in $\mathbb{M}_n(\mathbb{R})$ such that $\|A_i\| \leq c$ for each $i$, and $\|A_i\| \to 0$. Let $P_i = (I_n - A_1) \cdots (I_n - A_i)$, for $i \geq 1$. Then the sequence $(P_i)$ converges to a matrix in $\text{GL}_n(\mathbb{R})$.

Proof: Assertions (i), (ii), and (iii) follow from the properties of $\|\|$ . The proof of (iv) is a straightforward analogue of Remark 1.1.

(v) Put $P_0 = I_n$. By (ii) and (iii) we have $\|P_i\| \leq 1$ for each $i$. Hence

(2) \quad $\|P_i - P_{i-1}\| = \|P_{i-1}(I_n - A_i - I_n)\| \leq \|P_{i-1}\| \cdot \|A_i\| \leq \|A_i\| \to 0.$

Thus $(P_i)$ is a Cauchy sequence, and hence converges so some $P \in \mathbb{M}_n(\mathbb{R})$. Furthermore, by (ii) and by (2), $\|P_j - I_n\| = \|\sum_{i=1}^{j}(P_i - P_{i-1})\| \leq \max \|A_i\| \leq c$. Hence $\|P - I_n\| < 1$, and therefore $P \in \text{GL}_n(\mathbb{R})$ by (iv).

Lemma 2.2 (Cartan’s lemma [FP, III.6.3]): Let $B \in \mathbb{M}_n(\mathbb{R})$ such that $\|B - I_n\| < 1$. Then there are $B_1 \in \text{GL}_n(\mathbb{R}_1)$ and $B_2 \in \text{GL}_n(\mathbb{R}_2)$ such that $B = B_1B_2$.

Proof: Deduce from Lemma 1.3(v) that for each $A \in \mathbb{M}_n(\mathbb{R})$ there are $A^+ \in \mathbb{R}_1$ and $A^- \in \mathbb{R}_2$ such that $A = A^+ + A^-$ and $\|A^+\|, \|A^-\| \leq \|A\|$. Let $A_1 = B - I_n$ and $c = \|A_1\|$. Then $0 \leq c < 1$. The condition

$$I_n + A_{j+1} = (I_n - A^+_j)(I_n + A_j)(I_n - A^-_j)$$

defines recursively a sequence $(A_j)_{j=1}^\infty$ in $\mathbb{R}$. From

$$A_{j+1} = A^+_j A^-_j - A^+_j A_j A^-_j + A^+_j A_j A^-_j$$

it follows that $\|A_{j+1}\| \leq \|A_j\|^2$. By induction, $\|A_j\| \leq c^j$, and hence $A_j \to 0$. Further,

(3) \quad $I_n + A_{j+1} = (I_n - A^+_j) \cdots (I_n - A^+_1) B (I_n - A^-_1) \cdots (I_n - A^-_j).$
We have $|A_j^+| \leq |A_j| \leq c < 1$ and $|A_j^-| \to 0$. Hence by the Lemma 2.1(v), the partial products $(I_n - A_j^-) \cdots (I_n - A_j^+)$ converge to some $B_j^2 \in \text{GL}_n(R_2)$. Similarly, the products $(I_n - A_j^+) \cdots (I_n - A_j^-)$ converge to some $B_j^1 \in \text{GL}_n(R_1)$. Passing to the limit in (3) we get $I_n = B_j^1 B_j^2$. Hence $B = (B_j^1)^{-1}(B_j^2)^{-1}$. 

**Corollary 2.3:** Let $B \in \text{GL}_n(R)$. Then there are $B_1 \in \text{GL}_n(R \cap Q_1)$ and $B_2 \in \text{GL}_n(R \cap Q_2)$ such that $B = B_1 B_2$.

**Proof:** As $K[z, z^{-1}]$ is dense in $R$, there is $A \in M_n(K[z, z^{-1}])$ such that $||B^{-1} - A|| < \frac{1}{B}$. Then $||BA - I_n|| = ||B(A - B^{-1})|| \leq ||B|| \cdot ||A - B^{-1}|| < 1$. By Lemma 2.1(v), $BA \in \text{GL}_n(R)$. In particular, $A \in \text{GL}_n(R)$ is a regular matrix over $K(z)$, whence $A \in \text{GL}_n(Q_2)$. By Cartan’s lemma there are $B_1 \in \text{GL}_n(R_1)$ and $B_2 \in \text{GL}_n(R_2)$ such that $BA = B_1 B_2$. Thus $B = B_1 B_2$, where $B_1 \in \text{GL}_n(R_1) \subseteq \text{GL}_n(R \cap Q_1)$ and $B_2 = B_2 A^{-1} \in \text{GL}_n(R) \cap \text{GL}_n(Q_2)$.

### 3. Patching

Fix a field $\hat{Q}$ and a finite group $G$. Let $\text{Ind}_1^G \hat{Q} = \{ \sum_{g \in G} a_g g \mid a_g \in \hat{Q} \}$ be the free $\hat{Q}$-module with basis $G$. Then $G$ acts on $\text{Ind}_1^G \hat{Q}$ from the left by $\sigma(a_g) = a(\sigma g)$. Turn $\text{Ind}_1^G \hat{Q}$ into a commutative $\hat{Q}$-algebra by $\sum_{g \in G} a_g g \cdot \sum_{\bar{g} \in G} b_{\bar{g}} g = \sum_{g \in G} a_g b_{\bar{g}} g$. (Thus, as a ring, $\text{Ind}_1^G \hat{Q}$ is the direct product of $G|G$ copies of $\hat{Q}$.)

The $G$-action on $\text{Ind}_1^G \hat{Q}$ preserves this multiplication. The unity of $\text{Ind}_1^G \hat{Q}$ is $1 \sum_{g \in G} 1g$, and $\hat{Q}$ (and every subfield of $\hat{Q}$) embeds into $\text{Ind}_1^G \hat{Q}$ via $a \mapsto \sum_{g \in G} a g$.

For a Galois extension $P/Q$ contained in $\hat{Q}$ such that its Galois group $H$ is a subgroup of $G$ we define

$$\text{Ind}_H^G P = \{ \sum_{g \in G} a_g g \in \text{Ind}_1^G \hat{Q} \mid a_g \in P, a_g \tau = \tau^{-1}(a_g) \text{ for all } g \in G, \tau \in H \}.$$  

If $\Omega$ is a system of representatives of $G/H$, then

$$\text{Ind}_H^G P = \{ \sum_{g \in G} a_g g \in \text{Ind}_1^G \hat{Q} \mid a_\omega \in P, a_\omega \tau = \tau^{-1}(a_\omega) \text{ for all } \omega \in \Omega, \tau \in H \}.$$  

9
Lemma 3.1: $\text{Ind}_H^G P$ is a subring of $\text{Ind}_1^G \hat{Q}$. Moreover,

(a) $\text{Ind}_H^G P$ is $G$-invariant.

(b) $(\text{Ind}_H^G P)^G = Q$.

(c) $\text{Ind}_H^G P$ is isomorphic over $Q$ to the direct product of $(G : H)$ copies of $P$.

(d) $\dim_Q \text{Ind}_H^G P = |G| = \dim_Q \text{Ind}_1^G \hat{Q}$.

Proof: (a) Let $\alpha = \sum_{g \in G} a_g g \in \text{Ind}_H^G P$ and $\sigma \in G$. Then $\alpha = \sum_{g \in G} a_{\sigma^{-1} g} \sigma^{-1} g$ and $a_{\sigma^{-1} g \tau} = \tau^{-1} (a_{\sigma^{-1} g})$ for all $g \in G$ and $\tau \in H$. As $\sigma(\alpha) = \sum_{g \in G} a_g (\sigma g) = \sum_{g \in G} a_{\sigma^{-1} g} g$, the last condition implies $\sigma(\alpha) \in \text{Ind}_H^G P$.

(b) The group $G$ fixes $\alpha = \sum_{g \in G} a_g g \in \text{Ind}_H^G P$ if and only if $a_{\sigma g} = a_g$ for all $\sigma, g \in G$, that is, $a_g = a_1$ for all $g \in G$. Thus

$$(\text{Ind}_H^G P)^G = \{ \sum_{g \in G} a_g g \in P, a = \tau^{-1} (a) \text{ for all } \tau \in H \} = \{ \sum_{g \in G} a_g g \in Q \} = Q.$$

(c) Let $\Omega$ be a system of representatives of $G/H$. It follows from (4') that

$$\sum_{g \in G} a_g g \mapsto \sum_{\omega \in \Omega} a_\omega \omega$$

is a $Q$-isomorphism $\text{Ind}_H^G P \to P^\Omega$.

(d) The assertion follows from (c).

Remark 3.2: A basis of $\text{Ind}_H^G P$ over $Q$. Let $\beta$ be a primitive element for $P/Q$, and let $\Omega = \{ \omega_1, \ldots, \omega_m \}$ be a system of representatives of $G/H$. Let $\tau_1, \ldots, \tau_l$ be an enumeration of the elements of $H$. The following sequence of $|G|$ elements of $\text{Ind}_H^G P$

$$C = \left( \sum_{i=1}^{l} \tau_i^{-1} (\beta^{j-1}) (\omega_k \tau_i) \right)_{1 \leq k \leq m, \ 1 \leq j \leq l}$$

(say, with the lexicographical order) is a basis of $\text{Ind}_1^G \hat{Q}$ over $\hat{Q}$.

Indeed, let $S = \{ 1 g \mid g \in G \}$ be the standard basis of $\text{Ind}_1^G \hat{Q}$ over $\hat{Q}$, and let $B \in M_n(\hat{Q})$ be the transition matrix from $S$ to $C$, that is, the matrix defined by $C = SB$. Of course, $B$ depends on the order of the sequence $S$, but only up to the order of its columns, which will not be important in the sequel. For instance, write $S$ as $\{ 1 (\omega_k \tau_i) \mid 1 \leq k \leq m, \ 1 \leq i \leq l \}$, (with the lexicographical order). Then $C$ consists of $m$ identical diagonal blocks $B_0 = (\tau_i^{-1} (\beta^{j-1})) \in M_l(\hat{Q})$. 
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These are Vandermonde matrices, and hence \( \det B_0 = \prod_{\tau, \tau' \in H} [\tau(\beta) - \tau'(\beta)] = \pm \text{discr}_Q \beta \neq 0 \). Thus \( B \in \text{GL}_n(\hat{Q}) \), and therefore \( C \) is a basis of \( \text{Ind}^G_H \hat{Q} \) over \( \hat{Q} \).

By Lemma 3.1(d), \( C \) is also basis of \( \text{Ind}^G_H P \) over \( Q \).

Moreover, let \( R \) be a subring of \( \hat{Q} \) that contains all conjugates \( \tau(\beta) \) of \( \beta \) over \( Q \) and such that \( \text{discr}_Q \beta \) is invertible in \( R \). Then the entries of the transition matrix \( B \) lie in \( R \), and \( \det B \in R^* \). Hence \( B \in \text{GL}_n(R) \).

**Definition 3.3:** Let \( I \) be a set of indices, \( |I| \geq 2 \).

**Patching data** \( E = (E, F_i, Q_i, \hat{Q}; G_i, G)_{i \in I} \) consist of fields \( E \subseteq F_i, Q_i \subseteq \hat{Q} \) and finite groups \( G_i \leq G \), for each \( i \in I \), such that

(i) \( F_i/E \) is a Galois extension with group \( G_i \), for every \( i \in I \);

(ii) \( F_i \subseteq \bigcap_{j \neq i} Q_j \), for every \( i \in I \);

(iii) \( \bigcap_{i \in I} Q_i = E \); and

(iv) the subgroups \( G_i \) generate \( G \).

For each \( i \in I \) put \( P_i = F_i Q_i \), the compositum of \( F_i \) and \( Q_i \) in \( \hat{Q} \). Conditions (ii) and (iii) imply that \( F_i \cap Q_i = E \). Hence \( P_i/Q_i \) is a Galois extension with group isomorphic (via the restriction of automorphisms) to \( G_i = G(F_i/E) \).

Identify \( G(P_i/Q_i) \) with \( G_i \) via this isomorphism.

Let \( N = \text{Ind}^G_H \hat{Q} \) and \( N_i = \text{Ind}^G_{G_i} P_i \subseteq N \), for each \( i \in I \). Let \( F = \bigcap_i N_i \).

Call \( E' = (E, F_i, Q_i, \hat{Q}; G_i, G; P_i, N, N_i, F)_{i \in I} \) the full patching data associated with \( E \).

Fix, for the rest of this section, a full patching data

\[
E' = (E, F_i, Q_i, \hat{Q}; G_i, G; P_i, N, N_i, F)_{i \in I}.
\]

**Proposition 3.4:** Assume that:

(COM) There is a linear basis of \( N \) over \( \hat{Q} \) contained in each \( N_i \).

Then

(a) \( F \) is a Galois field extension of \( E \) with group \( G \) (via restriction from \( N \));

(b) for each \( i \) there is a linear basis of \( F \) over \( E \) that is a basis of \( N_i \) over \( Q_i \).
Proof: By Lemma 3.1, $F$ is an $E$-algebra. Definition (4) gives an explicit presentation of $F$ as

$$F = \{ \sum_{g \in G} a_g g \in \text{Ind}_E^G \hat{Q} | a_g \in \bigcap_{i \in I} P_i, \quad a_g^\tau = \tau^{-1}(a_g) \text{ for all } g \in G, \quad \tau \in \bigcup_{i \in I} G_i \}.$$  

(b) Let $C = (\alpha_1, \ldots, \alpha_n)$ be the basis mentioned in (COM). Then $\alpha_1, \ldots, \alpha_n \in F$. By Lemma 3.1(b), $N_i$ is a $Q_i$-algebra, and by Lemma 3.1(d), $\dim_{Q_i} N_i = \dim_{\hat{Q}} N = |C|. Therefore $C$ is a basis of $N_i$ over $Q_i$. Moreover, $C$ is a basis of $F$ over $E$. Indeed, every $b \in N$ can be uniquely written as $b = a_1 \alpha_1 + \cdots + a_n \alpha_n$ with $a_1, \ldots, a_n \in \hat{Q}$. Then $b \in N_i$ if and only if $a_1, \ldots, a_n \in Q_i$. Hence $b \in F$ if and only if $a_1, \ldots, a_n \in \bigcap_i Q_i = E$.

(a) We first show that $F$ is a field. Let $\alpha = \sum_{g \in G} a_g g \in F$. Assume that $\alpha \neq 0$. Then the set $X = \{ g \in G | a_g \neq 0 \}$ is not empty. By (5), $X = X(\bigcup_{i \in I} G_i)$. Hence $X = X(G_i | i \in I) = XG = G$. Let $\alpha' = \sum_{g \in G} a_g^{-1} g$. By (5), $\alpha' \in F$. Clearly $\alpha \alpha' = 1$. Thus $\alpha$ is invertible in $F$, which proves that $F$ is a field.

By Lemma 3.1(a), the $N_i$ are $G$-invariant, and hence so is $F$. By Lemma 3.1(b), $F^G = \bigcap_i N_i^G = \bigcap_i Q_i = E$. By (b), $[F : E] = |G|$, and hence $G$ acts faithfully on $F$. By Galois theory $G(F/E) = G$.  

Condition (COM) is crucial for Proposition 3.4. We will achieve it only in a very special situation.
It will be convenient to identify the field $F$ constructed in Proposition 3.4 with a subfield of $\hat{Q}$:

**Definition 3.5:** Consider the homomorphism of $\hat{Q}$-algebras $\pi$: $\text{Ind}_1^G \hat{Q} \to \hat{Q}$ given by $\sum_{g \in G} a_g g \mapsto a_1$. Then $\pi|_F$ is an isomorphism. We call $\pi(F)$ the **compound** of $E'$.

We now list some properties of the patching.

**Lemma 3.6:** Assume that $E'$ satisfies (COM), and let $F'$ be its compound. Then

(a) $F'/E$ is a Galois extension with group $G$.

(b) $P_i = F'Q_i$, and the restriction $G(P_i/Q_i) \to G(F'/E)$ is the given inclusion $G_i \to G$, for each $i \in I$.

(c) Let $L/E$ be a finite Galois extension, and let $\rho: G \to G(L/E)$ be an epimorphism. Assume that $L \subseteq \bigcap_{i \in I} P_i$ and that $\text{res}_{P_i/L} \tau_i = \rho(\tau_i)$, for every $\tau_i \in G_i \leq G$ and each $i$. Then $L \subseteq F'$ and $\text{res}_{F'/L} \sigma = \rho(\sigma)$ for each $\sigma \in G$.

(d) Let $I = \{1, 2\}$. If $G$ is the semidirect product $G_1 \rtimes G_2$, then $F_2 = (F')^{G_1}$ and $\text{res}_{F'/F_2}$ is the projection $\rho: G \to G_2$ (that is the identity on $G_2$ and $G_1 = \ker \rho$).

(e) Fix $i \in I$. Let $v$ be a discrete valuation of $E$. Assume that it extends to a valuation $v_i$ of $Q_i$ such that the extension $Q_i/E$ is immediate. Then

(i) $v$ ramifies in $F'$ if and only it ramifies in $F_i$;

(ii) a decomposition (resp. inertia) group of $v$ in $F'$ is contained in $G_i$.

**Proof:** Let $N = \text{Ind}_1^G \hat{Q}$, and for each $i \in I$ let $P_i = F_iQ_i$ and $N_i = \text{Ind}_{G_i}^G P_i \subseteq N$. Let $F = \bigcap_{i \in I} N_i$, and let $\pi$: $\text{Ind}_1^G \hat{Q} \to \hat{Q}$ be the projection $\sum_{g \in G} a_g g \mapsto a_1$.

(a) This follows from Proposition 3.4(a). The restriction from $N$ to $F$ is an isomorphism $G \to G(F/E)$. The isomorphism $\pi$: $F \to F'$ induces the isomorphism $G(F/E) \to G(F'/E)$ by $\sigma \mapsto \pi \circ \sigma \circ \pi^{-1}$. Thus $G$ acts on $F'$ by

$$\sigma(\pi(\alpha)) = \pi(\sigma(\alpha)), \quad \sigma \in G, \, \alpha \in F. \quad (6)$$

(b) By (5), $F' \subseteq P_i$. Let $\tau \in G_i = G(P_i/Q_i)$, and $\alpha = \sum_{g \in G} a_g g \in F$. Then $\tau(\pi(\alpha)) = \tau(a_1) = a_{\tau^{-1}} = \pi(\sum_{g \in G} a_{\tau^{-1}} g) = \pi(\tau(\alpha))$. By (6), $\text{res}_{F'} \tau = \tau$. 
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In particular, \( G(P_i/Q_i) \rightarrow G(F'/E) \) is injective, and hence \( P_i = F'Q_i \).

(c) Define an embedding \( \lambda: L \rightarrow N \) by \( \lambda(a) = \sum_{g \in G} \rho(g^{-1})(a)g \). Clearly 
\[ \pi \circ \lambda = \text{id}_L. \]
If \( g \in G \) and \( \tau \in G_i \), then
\[ \rho((g\tau)^{-1})(a) = \rho(\tau^{-1})(\rho(g^{-1})(a)) = \tau^{-1}(\rho(g^{-1})(a)). \]
By (4), \( \lambda(L) \subseteq N_i \) for each \( i \), and hence \( \lambda(L) \subseteq F \). Thus \( L = \pi(\lambda(L)) \subseteq \pi(F) = F' \).

Identify \( G(F/E) \) with \( G \) via restriction to \( F \). If \( \sigma \in G \) and \( a \in L \), then
\[ \sigma(\lambda(a)) = \sum_{g \in G} \rho(g^{-1})(a) \circ \sigma g = \sum_{g \in G} \rho((\sigma g)^{-1})(\rho(\sigma)(a)) \circ (\sigma g) = \lambda(\rho(\sigma)(a)). \]
Hence, by (6), \( \sigma(a) = \sigma(\pi(\lambda((a)))) = \pi(\sigma(\lambda((a)))) = \pi(\lambda(\rho(\sigma)(a))) = \rho(\sigma)(a). \)

(d) Let \( L = F_2 \). If \( \tau_1 \in G_1 = G(P_1/Q_1) \), then \( \rho(\tau_1) = 1 \), and \( \text{res}_{F_1/L}(\tau_1) = 1 \), since \( L = F_2 \subseteq Q_1 \). If \( \tau_2 \in G_2 = G(P_2/Q_2) \), then \( \rho(\tau_2) = \tau_2 \), and \( \text{res}_{F_2/L}(\tau_2) = \tau_2 \), by our identifications. Hence the assertion follows from (c).

(e) All the information comes from completions: Extend \( v_i \) to \( P_i \) and let \( \hat{P}_i/\hat{Q}_i \) be the completion of \( P_i/Q_i \) (that is, \( \hat{P}_i \) be the completion of \( P_i \), and \( \hat{Q}_i \) be the closure of \( Q_i \) in \( \hat{P}_i \)). Let \( \hat{v}_i \) be the extension of \( v_i \) to \( \hat{P}_i \). Then the restriction \( G(\hat{P}_i/\hat{Q}_i) \rightarrow G(P_i/Q_i) \) maps \( G(\hat{P}_i/\hat{Q}_i) \) onto a decomposition group of \( v_i \) in \( P_i \), and the inertia group of \( \hat{v}_i \) onto an inertia group of \( v_i \) in \( P_i \).

As \( Q_i/E \) is immediate, and, by (b), \( P_i = F'Q_i \), we get that \( \hat{P}_i/\hat{Q}_i \) is the completion of \( F'/E \). Thus a decomposition (resp. inertia) group of \( v \) in \( F' \) is contained in the image \( G_i \) of the restriction map \( G(P_i/Q_i) \rightarrow G(F/E) \). In particular, \( v \) ramifies in \( F' \) if and only if \( v_i \) ramifies in \( P_i \).

Similarly, since \( P_i = F_iQ_i \), we get that \( v \) ramifies in \( F_i \) if and only if \( v_i \) ramifies in \( P_i \). Thus \( v \) ramifies in \( F_i \) if and only if \( v_i \) ramifies in \( F' \).

\[ \blacksquare \]

4. Realization of groups

Let \( K \) be a field complete with respect to a non-trivial ultrametric absolute value and let \( z \) be transcendental over \( K \). Let \( R_1 = R_2' = K\{z\} \), let \( R_2 = R_1' = \]
Let \( K \{ z^{-1} \} \) and \( R = K \{ z, z^{-1} \} \). Let \( Q_1, Q_2, \hat{Q} \) be the quotient fields of \( R_1, R_2, R \), respectively, and let \( E = K(z) \). Then \( E \subseteq Q_1, Q_2 \subseteq \hat{Q} \). By Corollary 1.11 we have \( Q_1 \cap Q_2 = E \). Also denote \( R_{10} = K[z^{-1}] \) and \( R_{20} = K[z] \). Let \( Q'_1 = Q_2 \) and \( Q'_2 = Q_1 \).

**Lemma 4.1:** With \( E, Q_1, Q_2, \hat{Q} \) as above, let

\[
(E, F_i, Q_i, \hat{Q}; G_i, G)_{i=1,2}
\]

be a patching data. Assume that \( F_i = E(\beta_i) \), where \( \beta_i \) and all its conjugates over \( E \) are in \( Q'_i \cap R \), and \( \text{discr}_E \beta_i \in R^\times \), for \( i = 1, 2 \). Then

(a) condition (COM) of Proposition 3.4 holds;

(b) the compound \( F' \) of (7) has an unramified \( K \)-rational place.

**Proof:** Recall (Definition 3.3) that (7) being a patching data means that \( G \) is a finite group generated by the subgroups \( G_1, G_2 \), we have \( F_i \subseteq Q_2 \) and \( F_i \subseteq Q_1 \), and \( F_i/E \) is a Galois extension with group \( G_i \), for \( i = 1, 2 \).

(a) Let \( 1 \leq i \leq 2 \). By Remark 3.2 there is a basis \( C_i \) of \( N_i = \text{Ind}_{G_i}^G F_i Q_i \) over \( Q_i \) that is also a basis of \( N = \text{Ind}_{G}^G \hat{Q} \) over \( \hat{Q} \) such that the transition matrix \( B_i \) from the standard basis of \( N \) to \( C_i \) is in \( \text{GL}_n(R) \). Therefore the transition matrix \( B_1^{-1}B_2 \) from \( C_1 \) to \( C_2 \) is in \( \text{GL}_n(R) \). By Corollary 2.3 there are \( A_1 \in \text{GL}_n(Q_1) \) and \( A_2 \in \text{GL}_n(Q_2) \) such that \( B_1^{-1}B_2 = A_1A_2^{-1} \). Put \( C = C_1A_1 = C_2A_2^{-1} \). Then \( C \) is a basis of \( N \) over \( \hat{Q} \) contained in both \( N_1 \) and \( N_2 \). This gives (COM).

(b) Recall that \( F' \subseteq \hat{Q} \). Each \( a \in K \) with \(|a| = 1 \) induces the evaluation homomorphism \( z \mapsto a \) from \( R \) to \( K \). As \( R \) is a principal ideal domain (Theorem 1.10), this homomorphism extends to a \( K \)-place \( \hat{Q} \to K \cup \{ \infty \} \). Its restriction \( \varphi_a \) to \( F' \) is a \( K \)-place. There are infinitely many \( a \in K \) with \(|a| = 1 \). For all but finitely many of them \( \varphi_a \) is unramified over \( E \).

Let \( F/E \) be a finite Galois extension with group \( G \), and let \( \pi: F \to F' \) be an isomorphism of fields that maps \( E \) onto itself. Then \( \pi \) induces an isomorphism \( G(F/E) \to G(F'/E) \), and hence \( G(F/E) = G \), where \( G \) acts on \( F' \) via (6).

In the next lemma consider both \( K((z)) \) and \( R \) as submodules of the \( K \)-module of formal double sided power series \( \sum_{i=-\infty}^{\infty} a_i z^i \) with coefficients in \( K \).
For $c \neq 0$ in $K$ let $\mu_c$ be the automorphism of the field $K((z))$ mapping $f(z) = \sum_{i=0}^{\infty} a_iz^i$ to $f(cz) = \sum_{i=0}^{\infty} (a_ic^i)z^i$. Note that $\mu_c$ leaves $E = K(z)$ invariant.

**Lemma 4.2:** Let $F/E$ be a finite Galois extension such that $F/K$ has an unramified prime divisor $\mathcal{P}$ of degree 1.

(a) There is a $K$-automorphism $\theta$ of $E$ that extends to a $K$-embedding of fields $\theta: F \to K((z))$.

(b) Assume that $F \subseteq K((z))$. Let $\beta$ be a primitive element for $F/E$. Then there is $r > 0$ with the following property: If $c \in K^\times$ and $|c| < r$, then $\mu_c(\beta)$ and all its conjugates over $E$ are in $Q_1 \cap R$ and $\text{discr}_E \mu_c(\beta) \in R^\times$.

Proof: (a) Let $\mathfrak{p}$ be the prime of $E/K$ below $\mathcal{P}$. Let $\hat{F}$ be the completion of $F$ at $\mathcal{P}$, and let $\hat{E} \subseteq \hat{F}$ be the completion of $E$ at $\mathfrak{p}$. Then $[\hat{F} : \hat{E}] = e(F/E) f(F/E) = 1$. Apply an automorphism of $E/K$ to assume that $\mathfrak{p}$ is $z \to 0$. Then $\hat{E} = K((z))$. Hence $F \subseteq \hat{F} = K((z))$.

(b) Let $\beta_1, \ldots, \beta_m$ be the conjugates of $\beta$ over $E$. For $i \neq j$ set $\lambda_{ij} = (\beta_i - \beta_j)^{-1} \in F$. All $\beta_i$ and all $\lambda_{ij}$ lie in $K((z))$ and are algebraic over $E$. By a theorem of Artin [Ar, Theorem 2.14] there is $c_0 \in K^\times$ such that the $\beta_i$ and the $\lambda_{ij}$ converge at $z = c_0$. Let $c \in K^\times$ such that $|c| < |c_0|$. Then the $\beta_i$ and the $\lambda_{ij}$ converge at $z = c$. It follows that we may consider the convergent series $\mu_c(\beta_i), \mu_c(\lambda_{ij})$ as elements of $Q_1 \cap R$ (such that the coefficient of $z^{-n}$ is 0 for sufficiently large $n$). As $\mu_c(\beta_i - \beta_j) \mu_c(\lambda_{ij}) = 1$, we have $\mu_c(\beta_i) - \mu_c(\beta_j) \in R^\times$. Hence $\text{discr}_E \mu_c(\beta) \in R^\times$. 

**Proposition 4.3:** Let $G$ be a finite group generated by subgroups $G_1$ and $G_2$. For $i = 1, 2$ let $F_i$ be a Galois extension of $E = K(z)$ with group $G_i$ such that $F_i/K$ is a regular extension that has an unramified prime of degree 1. Then there exists a Galois extension $F$ of $E$ with group $G$ such that $F/K$ is a regular extension that has an unramified prime of degree 1.

Moreover, if $G$ is the semidirect product $G_1 \rtimes G_2$, then we may choose $F$ so that $F_2 \subseteq F$ and the restriction map $G(F/E) \to G(F_2/E)$ is the canonical projection $\rho: G \to G_2$.  
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Proof: We may replace $F_2$ by $F_2' = \theta_2(F_2)$, where $\theta_2: F_2 \to F_2'$ is an isomorphism of fields that restricts to an automorphism of $E$. Indeed, $\theta_2$ induces an isomorphism $G(F_2/E) \to G(F_2'/E)$, and hence $G(F_2'/E) = G_2$. Suppose that $G = G_1 \times G_2$ and that $F'/E$ is a Galois extension with group $G$ so that $F_2' \subseteq F'$ and the restriction map $G(F'/E) \to G(F_2'/E)$ is $\rho$. Extend $\theta_2$ to an isomorphism of fields $\theta: F \to F'$. Then $\theta$ induces an isomorphism $G(F/E) \to G(F'/E)$, and hence $G(F/E) = G$, and the restriction map $G(F/E) \to G(F_2/E)$ is $\rho$.

Apply Lemma 4.2 to replace $F_2/E$ by an isomorphic extension so that $F_2 = E(\beta_2)$, where $\beta_2$ and all its conjugates over $E$ are in $Q_1 \cap R$ and $\text{discr}_E \beta_2 \in R^\times$. By the same argument and by Remark 1.5 we may assume that $F_1 = E(\beta_1)$, where $\beta_1$ and all its conjugates over $E$ are in $Q_2 \cap R$ and $\text{discr}_E \beta_1 \in R^\times$. By Lemma 4.1(a) the patching data (7) satisfies (COM) and its compound has an unramified $K$-rational place. The first assertion follows by Lemma 3.6(a). The second assertion follows by Lemma 3.6(d).

Recall that a local integral domain $R$ with a maximal ideal $m$ is complete if $R = \lim_{\to} R/m^n$.

**Theorem 4.4** (Harbater): Let $K$ be the quotient field of a complete local integral domain, properly contained in $K$. Let $G$ be a finite group. Then there is a Galois extension $F/K(z)$ such that $G(F/K(z)) \cong G$ and $F/K$ is a regular extension that has an unramified prime of degree 1.

**Proof:** By [Ja, Corollary 1.6] we may assume that $K$ is a complete field with respect to a non-trivial ultrametric absolute value. Apply inductively Proposition 4.4. Thus it suffices to assume that $G$ is abelian (or even a cyclic $p$-group). Such a construction is well known (see [FJ, Lemma 24.46] or [V, Section 10.4.2]), except perhaps for the existence of an unramified prime of degree 1. But this follows from the next lemma:

**Lemma 4.5:** Let $K$ be an infinite field, and let $F/K(z)$ be a Galois extension with abelian group $G$, such that $F/K$ is regular. Then there exists a Galois
extension $F'/K(z)$ with group $G$, regular over $K$ such that $F'/K$ is regular and has an unramified $K$-rational prime (i.e., a prime of degree 1).

Proof: Let $E = K(z)$. Only finitely many primes of $F/K$ are ramified over $E$. Therefore there is a prime $p$ of $E/K$ with residue field $K$ and a prime $\mathfrak{P}$ of $F/K$ above $p$ that is unramified over $E$. Let $L$ be the residue field of $\mathfrak{P}$. Then $L/K$ is a finite Galois extension. As $F/K$ is regular, $F$ and $L$ are linearly disjoint over $K$. Therefore $FL/E$ is a Galois extension, and $G(FL/E) \cong G(F/E) \times G(L/K)$.

Let $q$ be a prime of $FL/L$ above $\mathfrak{P}$. As $FL/L$ is a constant field extension of $F/K$, the prime $q$ is unramified over $F$, and hence also over $E$, and its residue field is $L$.

Let $\Delta$ be the decomposition group of $q$ over $E$, let $F' = (FL)^{\Delta}$ be the decomposition field, and let $\mathfrak{P}'$ be the prime of $F'$ below $q$. Then the residue field of $\mathfrak{P}'$ is $K$. The algebraic closure of $K$ in $F'$ is contained in the residue field, and hence it is $K$. Furthermore, $F'/K$ is separable, since $FL/K$ is. Hence $F'/K$ is regular.

It remains to show that $\Delta$ is normal in $G(FL/E)$ and $G(FL/E)/\Delta \cong G$. This will follow if we show that $G(FL/E) = G(FL/EL) \times \Delta$.

The restriction $\pi: G(FL/E) \to G(EL/E)$ maps $\Delta$ onto the decomposition group of $q \cap EL$ over $E$. As $EL/L$ is a constant field extension of $E/K$, this decomposition group is $G(EL/E)$. Therefore $\Delta \cdot G(FL/EL) = \Delta \cdot \text{Ker}(\pi) = G(FL/E)$. As the inertia group of $q$ over $E$ is trivial, there is an isomorphism $\Delta \to G(L/K)$, and hence $|\Delta| = [EL : E]$. It follows that $\pi|_{\Delta}$ is an isomorphism, and therefore $\Delta \cap G(FL/EL) = \Delta \cap \text{Ker}(\pi) = 1$. Finally, as $G(FL/E) = G(FL/EL) \times G(FL/F)$, and $G(FL/EL) \cong G$ is abelian, $G(FL/EL)$ lies in the center of $G(FL/E)$. Hence $G(FL/EL)$ commutes with $\Delta$.

Theorem 4.6: Let $K_0$ be an algebraically closed field. Then every finite embedding problem over $K_0(z)$ is solvable.

Proof: By Tsen's theorem [Ri, Proposition V.5.2], $K_0(z)$ has cohomological dimension 1. Hence the absolute Galois group of $K_0(z)$ is projective [FJ, Remark
on p. 293]. By Jarden's lemma [Ma, p. 231] it suffices to show that all split embedding problems over $K_0(z)$ are solvable. So consider the split embedding problem given by a finite Galois extension $L_0/K_0(z)$ and a split surjection $\rho: G \to G(L_0/K_0(z))$. As $K_0$ is algebraically closed, each (unramified) prime of $L_0/K_0$ is of degree 1.

**Part I:** *Solution over a complete field.* Let $t$ be transcendental over $L_0$, and let $K = K_0((t))$. By Example 1.2, $K$ is complete with respect to a non-trivial ultrametric absolute value. Consider $L_0$ and $E = K(z)$ as subfields of $L_0((t))$. Then $L_0 \cap K(z) = K_0(z)$. Thus $L = L_0K$ is a Galois extension of $E$, and the restriction $G(L/E) \to G(L_0/K_0(z))$ is an isomorphism. Each unramified prime of $L_0/K_0$ extends to an unramified prime of $L/K$ of degree 1.

By Theorem 4.4 there is a Galois extension $F_1$ of $E$ with group Ker $\rho$ such that $F_1/K$ is a regular extension that has an unramified prime of degree 1. By Proposition 4.3 there is a Galois extension $F$ of $E$ that contains $L$ and such that $G(F/E) \cong G$ and the surjection $G(F/E) \to G(L/E)$ is $\rho$. Moreover, $F/K$ is regular. Let $\alpha$ be a primitive element for $F/E$, integral over $K[z]$. Let $f \in K[Z,Y]$ such that $f(z,Y)$ is the monic irreducible polynomial of $\alpha$ over $E$. Then $F$ is the quotient field of $K[Z,Y]/f$; as $F/K$ is regular, $f$ is absolutely irreducible.

**Part II:** *Construction of a Galois cover.* There is a finite sequence $x$ of elements of $K$ such that $F' = K_0(x,z,\alpha)$ is a Galois extension of $E' = K_0(x,z)$ with Galois group isomorphic to $G(F/K(z))$ via the restriction to $F'$. We may assume that $x$ contains all coefficients of $f$. By Bertini-Noether theorem [FJ, Proposition 8.8] we may add to $x$ the inverse $c^{-1}$ of a suitable $c \in K_0[x]$ and thus assume that $\varphi(f)$ is irreducible over $K_0$ for every homomorphism $\varphi: K_0[x] \to K_0$. Furthermore [FJ, Lemma 17.28] there is a polynomial $g(X,Z) = g_0(X)Z^m + \cdots + g_m(X)$ over $K_0$ such that $g_0(x) \neq 0$, the ring $A = K_0(z)[x,g(x,z)^{-1}]$ is integrally closed, and $B = A[\alpha]$ is a Galois ring cover [FJ, p. 57] of $A$ with primitive element $\alpha$.

**Part III:** *Specialization.* By Hilbert's Nullstellensatz there is a sequence $a$ of
elements of $K_0$ such that $g_0(a) \neq 0$ and $x \to a$ is a specialization over $K_0$.

Extend $x \to a$ to a $K_0(z)$-homomorphism $\varphi: A \to K_0(z)$ by $z \mapsto z$, and then to a homomorphism $\varphi$ from $B$ into the algebraic closure $\widetilde{L}_0$ of $L_0$. Composing $\varphi$ with an automorphism of $\widetilde{L}_0/K_0(z)$, we may assume that $\varphi$ is the identity on $L_0$.

Let $F_0 = K_0(z, \varphi(\alpha))$ be the residue field of $\varphi$. As $\varphi(f)$ is irreducible, $\varphi(f)(z, Y)$ is the monic irreducible polynomial of $\varphi(\alpha)$ over $K_0(z)$. Hence $[F_0 : K_0(z)] = \deg_Y \varphi(f) = \deg_Y f = |G|$. By [FJ, Lemma 5.5], $\varphi$ induces a group isomorphism $G(F'/E') \rightarrow G(F_0/K_0(z))$ that extends the restriction $G(L_0E'/E') \rightarrow G(L_0/K_0(z))$. Thus $F_0$ is a solution to the embedding problem. 

**Corollary 4.7:** Let $K_0$ be a countable algebraically closed field, and let $L$ be a function field of one variable over $K_0$. Then the absolute Galois group of $L$ is the free profinite group $\hat{F}_\omega$ on countably many generators.

**Proof:** By assumption, $L$ is a finite separable extension of $K_0(z)$. By Theorem 4.6 and by Iwasawa’s criterion [FJ, Corollary 24.2], $G(K_0(z)) \cong \hat{F}_\omega$. As $G(L)$ is an open subgroup of $G(K_0(z))$, also $G(L) \cong \hat{F}_\omega$ [FJ, Proposition 24.7].
References


