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1 Introduction

In this thesis we deal with arc-connectivity problems on directed graphs. We
divide the problems to three categories: |

1. Problems for which arc-reversal is allowed.

2. Problems for which arc-contraction is allowed.

3. Problems for which arc-addition is allowed.

For each of these categories we solve several optimization problems, which
differ in their connectivity requirements. The connectivity requirements are
defined by the number of sources, the number of targets and the connectivity
value.

The organization of the thesis follows the categorization of the problems.
Section 2 presents some definitions and theorems used in the following sec-
tions.

Section 3 deals with arc-reversal and orientation problems. We present
new algorithms for problems which have one source and fixed number of
targets, and one source and all the other vertices are targets. We also show
NP-completeness for the problem. of making a subset of V strongly connected
by arc-reversal, and for single source arc reversal problem with capacities.

Tn Section 4 we discuss arc-contraction problems. The arc-contraction
problems, are problems for which we allow adding an arc to the graph if and
only if the anti-parallel arc exists in the graph. These problems are special
cases of addition problems, but the reason we deal with them separately is
that for some of the contraction problems there is a polynomial algorithm,
even if the corresponding addition problem is NP-complete. In this section
we give new proofs concerning the relation between reversal and contraction
problems. We also present a new a,lgor.ithm which uses submodular flow, for
finding k-arc-disjoint paths from a single source to every other vertex.

Section § deals with addition problems. In this section we give an al-




ternative algorithm for the problem of making a graph strongly connected
when the cost of addition is 1 for all the arcs. We also give a new dynamic
programming algorithm for the problem with two sources and two targets.

In Section 6 we give a new formulation for the problem of making a
graph strongly connected by arc-contraction. We formulate the problem as
an integer mathematical programming problem.

Section 7 contains a summary of the results presented here.




