RANKING THE BEST BINARY TREES*
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Abstract. The problem of ranking the K best binary trees with respect to their weighted average leaves' levels is considered. Both the alphabetic case, where the order of the weights in the sequence w₁, ..., wₖ must be preserved in the leaves of the tree, and the nonalphabetic case, where such a restriction is imposed, are considered.

For the alphabetic case a simple algorithm is provided for ranking the K best trees based on a recursive formula of complexity O(K²). For nonalphabetic trees two different ranking problems are considered and for each of them it is shown that the best K trees can be solved by a dynamic programming formula of low complexity order.
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1. Introduction. Let w₁, ..., wₖ be given "weights." This paper deals with the problem of computing the best, second best, ..., K-best binary trees with respect to these weights. The problem arises when we want to construct a best tree satisfying certain constraints, and no efficient algorithm is known to find this tree. We may then rank the best trees ignoring these additional constraints starting from the best to the next best until the best tree obeying the constraints is reached.

We consider both the alphabetic case, where the order the weights are given must be preserved in the leaves of the tree, and the nonalphabetic case where no such constraints are imposed. The techniques we present can be used however in other problems of ranking trees. For example, ranking binary search trees is done almost in the same way as for the alphabetic case.

Ranking alphabetic trees is relatively a straightforward task. The problem is solvable by dynamic programming, and thus partitioning of the solution set can be obtained by introducing constraints on the decisions made while executing the computations. In this regard the problem is similar to the well-solved problem of ranking the shortest paths between a pair of nodes in a network. In § 2 we show how this can be done efficiently, and the K-best trees can be computed in O(K²) time.

Nonalphabetic trees are useful in the context of binary encoding of a set of words where each word is has a given frequency wᵢ, which it appears in the language. In a given code each word is written as a string of zeros and ones, and the length of a word is defined as the length of the string. The main objective is to find a binary encoding of minimum average length. Here we distinguish between two different problems:

(a) The language is viewed as a collection of n objects (words); we say that two codes are different if there exists a word wᵢ, 1 ≤ i ≤ n that is associated with strings of different lengths in these codes (set § 3).

(b) Here we do not distinguish between words of identical weights, i.e., given a code for a language containing two words w₁ and w₂, for which w₁ = w₂, then exchanging
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between the strings associated with \( u \) and \( v \) does not induce a new code even if their lengths (\( \ell \)-levels) are different. In other words, the set of words \( \{v_1, v_2, \ldots, v_n\} \) is partitioned into disjoint subsets according to their weights. A code is identified by the corresponding subsets of the strings' lengths, where the order in which the levels of a particular subset are assigned to the words in that subset, is unimportant (see §3).

We note that if all the weights are different (from each other, then the two problems coincide; otherwise, the number of different codes is larger in the problem defined in (a) in both cases one must be taken to avoid repetition of solutions (where "repetition" is defined differently in the two cases), as a solution is uniquely identified by the length of the words and thus may be represented in many ways by different topological trees with different orderings of the weights.

Ranking the nonalphabetic trees is not as straightforward as ranking the alphabetic trees since no order is defined on the problem's elements. We note that the set of all alphabetic trees corresponding to a given order of leaves is only a subset of a much smaller size of the set of all nonalphabetic trees with the same number of leaves. (For example, in all alphabetic trees with three leaves \( v_1, v_2, v_3 \) the second leaf of the trees is of level two while in the set of nonalphabetic trees using the same leaves, \( v_2 \) may also be of level one.) Therefore, the task of ranking the nonalphabetic trees cannot be achieved by applying the corresponding algorithm for alphabetic trees on any specific order of the leaves. Moreover, since the leaves can be ordered in many different ways, a direct application of the ranking procedure for alphabetic trees to the nonalphabetic case may result in an inefficient algorithm and an enormous number of repetitions of solutions. The main objective of this paper is in developing efficient ranking algorithms for nonalphabetic trees.

We show that the best nonalphabetic tree (i.e., the " Huffman tree") can be computed by any algorithm for alphabetic trees. We then extend this property to rank nonalphabetic trees using ranking schemes for alphabetic trees: in §3 we introduce another algorithm for alphabetic trees (with a higher complexity order-\( O(k^n^2) \)) that is modified in §4 to rank the solutions for the nonalphabetic problem (b) defined above. In §5, we present an \( O(k^n^2) \) algorithm that ranks the solutions for the nonalphabetic problem (a) by combining a procedure for ranking solutions for the assignment problem.

We assume that the reader is familiar with the basic concepts involved with binary trees as described, for example, in [K].

2. Alphabetic trees: Algorithm A. An alphabetic tree with \( n \) leaves \( \{u_1, \ldots, u_n\} \) is represented by the sequence of levels of its leaves, ordered from left to right. We denote this sequence by \( (l_1, \ldots, l_n) \). For a given sequence of weights we define the cost of the tree \( T = (l_1, \ldots, l_n) \) as \( C(T) = \sum_{i=1}^{n} \ell_i \). The optimal tree, i.e., the one of minimal cost, can be found in \( O(n \log n) \) time by the algorithm of Hu and Tucker [HT]; however, we do not know of any method that will use this algorithm to rank the \( K \)-best trees. In this section and in the next we describe, instead, two methods for ranking the best trees that are based on the recursive algorithm suggested by Gilbert and Moore [GM]. The first computes the \( K \)-best trees in \( O(Kn^2) \) time by modifying the above algorithm in a way similar to that used by Dreyfus [De] and Lawler [L2] to rank the \( K \) shortest \( k \) paths in a network. The second requires \( O(Kn^2) \)-time and will serve later to rank the best (nonalphabetic) binary trees.

Let \( T^*_K \) and \( C^*_K \) denote the \( K \)-best tree and its cost for a problem consisting of the weights \( w_1, w_2, \ldots, w_n \) and define \( W_j = \sum_{i=1}^{j} w_i \). Then \( C^*_K = \min_{i, j, k} \{C^*_K + C^*_K + W_j \} \) and

\[
C^*_K = \min_{i, j, k} \{C^*_K + C^*_K + W_j \} \quad i < j.
\]
For \( k > 1 \), \( C_n^k \) is given by \( C_n^k = C_n^{k-1} + W_n \) for some \( i \leq r \leq j \) and \( u, v \leq k \). Thus \( C_n^k \) is fully characterized by the triple \((r, u, v)\) and we denote \( T_n^k = (r^k, u^k, v^k) \).

Let

\[
U(i, j, r, K) = \max_{u, v \leq K} \{ u | r_u = r \} \quad \text{and} \quad u_n^k = u, \text{for some } k = 1, \ldots, K - 1,
\]

\[
\text{LAST}(i, j, r, K, u) = \max_{v \leq K} \{ v | r_v = r \} \quad \text{and} \quad n_1^k = v \text{ for some } k = 1, \ldots, K - 1
\]

Both \( U \) and \( \text{LAST} \) are set to zero when the maximization is over an empty set. \( U \) and \( \text{LAST} \) focus on the subset of the \((K - 1)\)st-best solution, for \( n, u, v, \ldots, t \) in which the left subtree consists of the leaves \( n, u, v, \ldots, t \) and the right subtree consists of the leaves \( n, v, \ldots, t \). The set \( \{ T_n^k \} \) \( T_n^k = (r_u^k, u^k, v^k), k = 1, \ldots, K - 1 \) is the set of all solutions of the \((K - 1)\)st-best tree for \( n, u, v, \ldots, t \) as their left subtree. LAST is assigned the maximum \( v_n^k \) in this set, i.e., the rank value of the worst right subtree consisting of the leaves \( n, u, v, \ldots, t \) used together with \( T_n^k \) among the \((K - 1)\)st-best solutions for \( n, u, v, \ldots, t \). The operators \( U \) and \( \text{LAST} \) are used in the design of Algorithm A.

Let

\[
M_n = \left\lfloor \frac{2n - 2}{n - 1} \right\rfloor
\]

be the number of distinct alphabetic binary trees with \( n \) leaves [11]. For a given sequence of weights \( w_1, w_2, \ldots, w_n \) and \( k \leq M_n \), we propose an algorithm based on a dynamic programming formulation that we explain in the sequel, for computing the \((K - 1)\)st-best tree:

**Algorithm A.**

Compute \( C_n^k \) for all \( 1 \leq i \leq j \leq n \) using recursion (1).

For \( m = 1, \ldots, n - 1 \) do begin

For \( i = 1, \ldots, n - m \) do begin

For \( k = 2, \ldots, M_m \) do

\[
C_{i+m}^k = W_{i+m} + \min_{1 \leq r \leq k, i \leq u, v \leq k} \min_{r_u = r \leq j, u^k \leq u \leq j \leq v^k \leq v} \left\{ C_u^k + C_v^{k-1} + W_{i+1:m} \right\}
\]

end

end

In (2) it is assumed that \( C_n^k = \infty \) for \( k > M_n \). It is also assumed that some tie-breaking rule is applied whenever \( C_n^{k+1} = C_n^k \). For example, we may require in such a case that either \( r_n^k = r_n^{k+1} \) or \( r_n^k = r_n^{k+1} \) and \( u_n^k < u_n^{k+1} \), or \( r_n^k = r_n^{k+1} \), \( u_n^k = u_n^{k+1} \) and \( v_n^k < v_n^{k+1} \).

Formula (2) can be explained as follows. \( T_{i+m}^k \) can be viewed as combined of two subtrees emanating from its root, the left one consisting of the leaves \( n, n, \ldots, n \), and the right one consisting of the leaves \( n, v, \ldots, n, v \) for some \( i \leq r \leq j \leq m \). Among the \((K - 1)\)st-best trees for the leaves \( n, v, \ldots, n, v \), we consider only those containing of two subtrees in which \( v \) is the highest indexed leaf in the left subtree. The best such solution is, of course, consisting of the subtrees \( T_n^k \) and \( T_{i+1:m}^k \). The second best such solution may either consist of the subtrees \( T_n^k \) and \( T_{i+1:m}^k \) of the subtrees \( T_n^k \).
and $T_{k,1}^m$, etc. By the same reason with respect to $T_{k,1}^m$, we distinguish between the following cases:

(a) $T_{k,1}^m$ consists of a subtree $T_k^m$ that already has been used in one of the trees $T_{k,i}^m$, $1 \leq k \leq K - 1$, i.e., $u \subseteq U(i, i + m, r, K)$. In that case the right subtree must be the best tree for $S_{k+1}, \ldots, S_{m-1}, S_m$ that has not been used previously together with $T_k^m$ in one of the solutions $T_{k,i}^m$, $1 \leq k \leq K - 1$, thus the right subtree is given by $T_{k+1}^m(T_k^m, S_{k+1}, \ldots, S_{m-1}, S_m)$.

(b) If the left subtree $T_k^m$ has not been used in one of the solutions $T_{k,i}^m$, $1 \leq k \leq K - 1$, then it is easily verified that a must be equal to $U(i, i + m, r, K) \cup 1$ and the right subtree must be the optimal one, i.e., $T_{k+1}^m$. We observe that for $u \supset U$ the operator \textsc{last} is equal to zero by definition. In addition, since the costs of $T_k^m$ and $T_{k+1}^m$, i.e., $C_k^m$ and $C_{k+1}^m$, are computed relatively to their roots, we must adjust the leaves' levels that result in adding the sum of the weights $W_{k+1,n}^m$ to $C_k^m + C_{k+1}^m$.

Formula (2) follows immediately from the above observations.

Maintaining an appropriate data structure of $(C_k^m + C_{k+1}^m, \text{last}, k, r)$ for each $(i, m)$ pair, the $O(K)$ minimizations in the inner loop require $O(n + K \log (n + K))$-time. Since $\log K \leq \log M_n = O(n)$, the overall complexity of the algorithm is $O(Kn^2)$.

3. Alphabetical trees: Algorithm B. We do not know of any efficient modification of algorithm A to solve for the best binary (nonalphabetical) trees. Next we describe an $O(Kn^2)$ algorithm for alphabetical trees, for which such a modification is possible as will be described in the next section. This algorithm that we call Algorithm B uses a partitioning procedure of the solution set, similar to that of Murty [M] and Lawler [L]. See also [K1M2], [KIM1] and the extensive bibliographies on ranking the $K$-best shortest paths.

Let $A_n$ be the set of alphabetical trees with $n$ leaves. Let $T_n = (l_1, \ldots, l_n)$ be the $K$-best tree in $A_n$. Suppose that $T_i$ is known for $i = 1, \ldots, n - 1$. Let $S_i(S)$ be the subset of $A_n$ satisfying $l_i^k = l_1^i, \ldots, l_{i-1}^i, l_i < l_i^k$. The union of all these sets is $A_n - \{T_i\}$, so that if we can solve for the best tree in each set then we can obtain $T_{n-1}$ by comparing these trees and selecting the one with minimum cost.

Suppose, without loss of generality, that $T_i \in S_i$. To compute $T_{n-1}$ we first partition $S_i - \{T_i\}$ to subsets $R_i, R'_i, \ldots, R'_i$ satisfying new constraints: in addition to those defining $S_i$. Specifically,

$R_i = \{T \in A_n | l_i^k = l_1^i, \ldots, l_{i-1}^i, l_i < l_i^k \}$

$R'_i = \{T \in A_n | l_i^k = l_1^i, \ldots, l_{i-1}^i, l_i < l_i^k, l_i < l_i^k\}$, and for $j = i + 1, \ldots, n - 1$,

$R_i = \{T \in A_n | l_i^k = l_1^i, \ldots, l_{i-1}^i, l_i = l_i^k, l_j < l_j^k\}$

$R'_i = \{T \in A_n | l_i^k = l_1^i, \ldots, l_{i-1}^i, l_i = l_i^k, \ldots, l_{i-1}^i, l_j = l_j^k, l_i < l_i^k\}$

If we could solve for the best tree in each of these sets, then we could compute $T_{n-1}$ as the tree of minimum cost among these trees and the best trees of $S_i, S_i$, and $S_i, j \neq i$. By repeating this procedure $K - 1$ times we could compute the $K$-best trees in $A_n$.

To apply such a procedure we need an algorithm that computes the best tree satisfying constraints of the following type: $l_i = l_1^i, \ldots, l_{i-1}^i = l_{i-1}^i, D_i \leq l_i \leq D_2$. We
denote the set of trees satisfying these constraints by \( F \). All these trees share a common left part consisting of the paths from the root to the \((i - 1)\)st most left leaves \( v_1, \ldots, v_{i-1} \).

**Definition.** The front of the trees in \( F \) consists of the subgraph of a tree \( T \in F \), induced by the paths from the root to the \( i \)th leftmost leaves, where the path to \( v_i \) is extended from the leaf so that its total length is \( D_i \). This extended path is called the stem of the front.

We note that the front is uniquely defined and is independent of the choice of the tree \( T \). The front is also independent of \( D_i \), so that it is characterized by the level sequence \( (i_1, \ldots, i_{i-1}, D_i) \).

The nodes on the stem, except those on the stem, are either leaves or parents to two sons. The nodes on the stem fall into three categories:

(i) Parents to two sons. We call them closed nodes.
(ii) Parents to a single son. We call them open nodes.
(iii) The leaf. We classify it also as an open node.

We name the open nodes in order from the leaf to the root by \( O_1, \ldots, O_n \) as in Fig. 1, and denote their levels by \( l(O_1), \ldots, l(O_n) \), respectively. Let \( j = \max \{ j | l(C_j) \leq D_i \} \) and there are no closed nodes below \( O_j \), i.e., \( O_k \) is the open node closest to the root whose level is at least \( D_i \) such that all the closed nodes on the stem have lower levels. In other words, the \( n \)th leaf of the trees in \( F \) must be one of the nodes \( O_1, O_{i-1}, \ldots, O_i \).

**Fig. 1.** The front \( (3, 4, 4, 4, 5) \).
Any tree in $F_l$ is constructed from the front of $F_l$ by assigning $v_i$ to an open node $O_{i_l}$, $p \leq i$, deleting $O_{i+1}, \ldots, O_{i_l}$, and joining $v_{i+1}, \ldots, v_i$ to $O_{i+1}, \ldots, O_{i_l}$ through non-empty alphabetic trees whose leaves are consecutive subsequences of $v_{i+1}, \ldots, v_i$, and whose roots are connected to the open nodes. For example, suppose $F_l = \{T \in A_l \mid l_1 = 2, l_2 = 4, l_3 = 4, l_4 = 4, 5 \leq l_5 \leq 9\}$. Then the front of $F_l$ is as in Fig. 1, and $O_1 = O_2$. Figure 2 illustrates the construction of a member of $F_l$ from the front of $F_l$.

We now show how to solve the problem of computing the best tree in $F_l$ by dynamic programming.

Let $V_{ij}$ denote the minimum cost involved with attaching leaves $v_{i}, \ldots, v_j$ to subtrees connected to $O_{i+1}, \ldots, O_{l_j}$. Let $C_{ij}$ denote the cost of an optimal alphabetic tree with leaves $v_{i}, v_{i+1}, \ldots, v_j$. Note that if we attach this tree to the front through an edge from $O_{l_j}$ to its root, then its actual cost is $C_{ij} + W_{ij}(l_j) + 1).\) Therefore,

$$V_i = \min_{1 \leq j < i} \left( V_{ij} + C_{ij} + W_{ij}(l_j) + 1 \right), \quad l \geq i, \quad j > 2,$$

$$V_{it} = \infty, \quad l > i,$$

$$V_i = \begin{cases} W(l_j) + 1 & \text{if } j \leq q, \\ \infty & \text{if } j > q. \end{cases}$$

(3)

The costs $C_{ij}, 1 \leq i \leq j \leq n$ can be computed in $O(n^3)$-time by (1). Then (3) can be computed for a given front and $q$ (determined by a lower bound $D_q$) and for all relevant $l$ and $i$ in $O(n^3)$.

To apply (3) we must first determine the levels of the open nodes on the stem. For this purpose we make the following definitions:

![Fig. 2. A possible completion for the tree in Fig. 1.](image-url)
For a sequence $a_1, \ldots, a_k$, let $k = \min \{ |a_i| \}$. Then the sequence $a_1, \ldots, a_{i-1}, a_i - 1, a_{i+1}, \ldots, a_k$ is the reduction from the left of the original sequence.

The left-reduced sequence for $a_1, \ldots, a_k$ is obtained by repeating the process of reduction from the left until $a_i \neq a_{i+1}$. For example, the sequence $(3, 4, 4, 4)$ generates $(3, 3, 4)$ and then $(2, 4)$. No further reduction is possible and thus $(2, 4)$ is the left reduced sequence.

**Lemma 1 [HT].** A sequence $l_1, \ldots, l_k$ defines a tree in $A_n$ if and only if its left-reduced sequence is $(0)$. In a similar way we can prove the following theorem.

**Theorem 2.** Let $\{ l_1^*, \ldots, l_k^* \}$ be the left-reduced sequence of $\{ l_1, \ldots, l_k \}$. Then

(a) $F$ is nonempty if and only if $D_1 \leq l_1^*$ and $\max \{ D_1, l_1^* \} - p \leq n - i + 1$.

(b) If $F$ is nonempty then the stem of the front of the trees in $F$, defined by $\{ l_1, \ldots, l_i, D_1 \}$, contains exactly $p$ closed nodes, or levels $l_i^* - 1$.

The costs $C_2 \leq r < l \leq n$ used in (3) can be computed in $O(n^2)$-time by (1). For a given front the open nodes can be computed with the aid of Theorem 2, and $q$ is determined by the front and the lower bound $D_1$. Then (3) can be computed for all relevant $j$ and $i$ in $O(n^2)$-time. For each value of $k, 1 \leq k \leq K$ we apply (3) at most $2n$ times using the above partitioning procedure, and then select the best of the solutions obtained for the $O(Kn)$ subsets of the partition. Therefore the time required to compute the next best tree is $O(4n^2 + n \log Kn) = O(n^2)$, and the overall complexity of computing the $K$-best trees is $O(Kn^3)$.

4. Nonalphabetic trees: Algorithm C. In this section and the subsequent one, we describe two algorithms for computing the $K$-best binary trees for the leaves $v_1, v_2, \ldots, v_n$. In contrast to the previous section, the order of the leaves is not prespecified. The optimal tree can be computed in $O(n \log n)$-time by the algorithm due to Huffman [Huf]. Alternatively, the leaves can be numbered in ascending order of their weights $w_1, w_2, \ldots, w_n$, and then the best alphabetic tree for $v_1, v_2, \ldots, v_n$ can be computed by the Hu-Tucker Algorithm [HT] that also requires $O(n \log n)$ time. It is known that the resulting tree is indeed optimal.

As mentioned in §1 we consider two different ranking problems on the set of nonalphabetic trees. In this section we provide a ranking algorithm of complexity $O(Kn^3)$ according to (b) defined in §1. In this problem a solution $(l_1, l_2, \ldots, l_k)$ is characterized by the set $\{ (l_i, w_i) \} \leq i \leq k$, i.e., exchanging the levels of two words with identical weights will not create a new solution.

We first modify the partitioning algorithm of §3 to rank nonalphabetic trees. To reduce the time complexity we modify the partitioning scheme so that when computing the next best solution each subset is replaced by just two new ones, rather than $O(n)$ new ones. As in [CG2, Der], [Kim1] and [Kim3] this requires knowledge of both the best and the second-best solution in each subset of the partition.

Without loss of generality we assume that $w_1 \leq w_2 \leq \cdots \leq w_n$, and let $l_i$ denote the level of $w_i$. A tree is uniquely defined by the sequence $(l_1, \ldots, l_k)$ for which there exists a permutation $(l'_1, \ldots, l'_k)$ defining an alphabetic tree. It is well known that a necessary and sufficient condition for integers $(l_1, \ldots, l_k)$ to define a tree is that

$$\sum_{i=1}^{n} 2^{-l_i} = 1.$$  

The cost of the tree $(l_1, \ldots, l_k)$ is $\sum_i w_i l_i$. Trees $(l_1, \ldots, l_k)$ and $(l'_1, \ldots, l'_k)$ are said to be isomorphic if one sequence is a permutation of the other. Trees $T = (l_1, \ldots, l_k)$
and $T = (L_1, \ldots, L_r)$ are distinct if the ordered sequences $(L_1, \ldots, L_r)$ and $(L'_1, \ldots, L'_r)$ are different. As before, we denote by $T^* = (L'_1, \ldots, L'_r)$ the k-best tree.

Clearly there exists an optimal binary tree $(L_1, L_2, \ldots, L_r)$ satisfying $L_1 \geq L_2 \geq \cdots \geq L_r$ and without loss of generality we call it $T^1$. The next lemma shows that $T^1$ is also the best alphabetic tree with respect to the nondecreasing weight sequence $w_1, \ldots, w_r$, and thus can be computed by the Ha-Tucker Algorithm or by (1).

**Lemma 3 [Hase].** Any nondecreasing sequence $(L_1, \ldots, L_r)$ satisfying (4) represents an alphabetic tree.

The following theorem uses this property and will be used to compute the second-best tree in every subset of the partition.

**Theorem 4.** Either $T^1$ is the second-best alphabetic tree with respect to $w_1, \ldots, w_r$, or $T^1$ is isomorphic to $T^2$ and $(L'_1, \ldots, L'_r) = (L_1, \ldots, L_r, L_{r+1}, \ldots, L_r)$ for some $r \geq 2$ such that $L'_{r+1} > L_r$ and $w_r \neq w_{r+1}$.

**Proof.** Clearly, if $T^1$ and $T^2$ are not isomorphic then $L'_1 \geq L'_2 \geq \cdots \geq L'_r$. By Lemma 3, $T^1$ is an alphabetic tree, thus it is the second-best alphabetic tree. Suppose now that $T^1$ and $T^2$ are isomorphic. Since $L'_1 \geq L'_2 \geq \cdots \geq L'_r$, there must exist indices $j < r$ such that $L'_j > L'_r$ and $L'_j = L'_r$. Moreover, we can assume $L'_j > L_r$ and $w_r < w_j$. Then $T^1$ is the best tree satisfying $L'_1 = L'_j$, which means that except for $L'_j$ the levels are non-decreasing: $L'_1 \geq L'_2 \geq \cdots \geq L'_r$. Consequently, $(L'_1, \ldots, L'_j, L_r, L'_j+1, \ldots, L'_r) = (L'_1, \ldots, L'_r)$, and so that $T^1$ is obtained from $T^1$ by a cyclic permutation of a subsequence $(L'_j, \ldots, L'_r)$. The difference in the costs of $T^2$ and $T^1$ is

$$
\sum_{i=1}^{r} w_i (L'_i - L_i) = \sum_{i=1}^{r} w_i (L'_i - L_i) + w_i (L'_1 - L_1) \\
= w_j - \sum_{i=1}^{j} w_i (L'_i - L_i) + w_j (L'_1 - L_1) = (w_j - w_{j+1}) (L'_1 - L_1) \\
= (w_j - w_{j+1}) (L'_1 - L_1).
$$

The last term is the change in costs obtained with respect to the tree $(L'_1, \ldots, L'_j, L_r, L'_j+1, \ldots, L'_r)$. Hence this tree is the second-best tree as claimed.

Let $B_n$ denote the set of nonalphabetic trees with $n$ leaves. We now consider the problem of computing the best tree in $B_n$ satisfying $L_1 \leq L_i$, $i \in Q$. Let $h_1, \ldots, h_m$ be a permutation of $i \in Q$ such that $L_{h_i} \leq L_{h_{i+1}} \leq \cdots \leq L_{h_m}$. Let $L_{t_1}, \ldots, L_{t_{m+1}}$ be a permutation of $i \in \{1, \ldots, n\} \setminus Q$ such that $w_{t_1} \leq w_{t_2} \leq \cdots \leq w_{t_m}$. Clearly there exists an optimal nonalphabetic tree $(L_1, \ldots, L_r)$ with respect to the constraints $L_i = L_{t_i}, i \in Q$ satisfying $L_{t_1} \leq L_{t_2} \leq \cdots \leq L_{t_m}$. Theorem 5 below shows that the sequence $L_{t_1}, \ldots, L_{t_m}$ defines an alphabetic tree, and obviously this implies that $(L_{t_1}, \ldots, L_{t_m})$ is the optimal alphabetic tree with respect to $w_1, \ldots, w_r$. Therefore the best nonalphabetic tree under the constraints $L_i = L_{t_i}, i \in Q$ can be computed by applying (3) to $w_1, \ldots, w_r$.

**Theorem 5.** A sequence of integers $(L_1, \ldots, L_r)$ satisfying conditions (a) and (b) represents an alphabetic binary tree:

(a) $\sum_{L_i = L_{t_i}} 2^{-1} = 1$.

(b) For some $m, t \leq n \leq m$, $L_1 \leq L_2 \leq \cdots \leq L_t < L_m$, and $L_{t+1} = L_{m+1} = \cdots = L_n$.

**Proof.** The proof is by induction on $n$. For $n = 2$ the only sequence $(L_1, L_2)$ satisfying (a) and (b) is $(1, 1)$, which also represents an alphabetic tree. Suppose the conclusion holds for a sequence of $\ell$ elements with $\ell \leq n - 1$ and assume the sequence $(L_1, \ldots, L_\ell)$
satisfies (a) and (b). Clearly \( l_e = \max_{1 \leq i \leq l} l_i \) and as \( \sum_{i=1}^{l} 2^{-l_i} = 1 \) there must exist an even number of indices for which \( j = l_e \). Without less of generality assume \( l_e = l_{n+1} = \cdots = l_{2k} \), for some odd number \( k \geq 1 \). Let \( j^* \) and \( j^* + 1 \) be the most left pair of indices for which \( j = l_{j^*} \). Clearly, \( j^* \leq m \). The first step of reduction from the left of the sequence \( l \) will generate the sequence \( (l_1, \cdots, l_j - 1, l_{j+1}, \cdots, l_k) \). It is easily verified that the last sequence of \( n - 1 \) elements satisfies both (a) and (b), thus by the assumption it represents an alphabetic tree \( T \) with \( n - 1 \) leaves. The alphabetic tree for the sequence \( l \) is obtained by adding two some to the \( j^* \)th leaf of \( T \).

We now describe the partitioning scheme. Suppose \( T \equiv ([0], \cdots , [n]) \) has been computed. \( T^* \) is then either the second-best tree in \( F = \{ T \mid |T| = l \} \) or the optimal tree in \( F = \{ T \mid |T| = l \} \).

To compute the optimal tree \( F \) we can initiate the partitioning procedure described in \$2 \$ also here. However, we do not know how to solve a problem with constraints of the type \( l \in D_j \) except by solving \( D_j = O(n) \) problems with \( l = l \), \( l = q, \cdots , D_j \). The scheme requires solving \( O(Kn) \) such problems, and each requires \( O(n^2) \)-time, so the overall complexity is \( O(Kn^3) \). We now describe a modified partitioning scheme, relying on our ability to compute the two best solutions to constrained problems, that results in \( O(Kn^3) \) time complexity.

The optimal tree in \( F \) is obtained by solving \( O(n) \) problems, each with a constraint of the form \( m = l \), for \( m \in \{ 1, \cdots , n \} \). Altogether the two best solutions are computed in \( O(n^2) \) time complexity.

At the beginning of the \( k \)th iteration of the algorithm, we have a partition \( \hat{T} \) of \( B \setminus \{ T', \cdots , T^n \} \) into subsets. In each subset \( F \) we find the best and second-best trees \( T(F) \) and \( T^*(F) \). We define \( T(F) \) to be \( T(F) = T(F) \) if \( T^*(F) = T(F) \) and otherwise we define \( T(F) = T^*(F) \). In this case \( T(F) \) is a subset \( \{ T(F) \} \). The next best tree \( T_F \) is, therefore, the best of all trees \( \{ T(F) \} \).

Suppose \( T^* = T(F) \). If \( T^* = T(F) \) then we do not change the partitions and set \( T(F) = T(F) \). If \( T^* = T^*(F) \) then there exists \( j \leq k \) such that \( T^* = T^*(F) \). Suppose \( F^* = \{ T \in \mathcal{D}_j \mid l = l \}, \) \( i \in Q \). Since \( T^* = T^* \) there exist \( m \in Q \) such that \( D_m \neq \). We replace \( F^* \) by new subsets, \( F = \{ T \in \mathcal{D}_j \mid l = l \}, \) \( i \in Q \), \( l = l \) for all \( r = 1, \cdots , n - 1 \). For each of these new subsets we compute both the best and the second-best solutions. This requires \( O(n^3) \)-time for each subset.

We note that \( U_{l_1}, \cdots , U_{l_1} = F^* \) and these sets are disjoint. For \( r \in l_1 \), \( T(F) = T^* \) and for \( r \in l_1 \), \( T^*(F) = T^* \). Thus for these values of \( r \) we set \( T(F) \) to \( T^*(F) \). For the other sets \( F \) we set \( T(F) \) to \( T^*(F) \). This requires \( O(n^2) \)-time for each set and \( O(n^2) \) in total. Thus the overall complexity per iteration is \( O(n^3) \) and for ranking \( K \) best trees it amounts to \( O(Kn^3) \).

5. Nonalphabetic trees: Algorithm D. In this section we propose an \( O(Kn^3) \) algorithm for ranking the \( K \)-best nonalphabetic trees for problem (a) defined in \$1 \$. Here a solution is defined by the sequence \( (l_1, \cdots , l_k, \cdots , l_k) \), i.e., interchanging the lengths of two words with identical weights will create a new solution of the same cost. The algorithm uses a two-stage partitioning scheme. First \( B \) —the set of nonalphabetic trees—is partitioned into subsets characterised by the unordered level set \( \{ l_1, \cdots , l_k \} \). Then these sets are further partitioned by an algorithm for ranking a special type of transportation problem adapted from that of Mertzd [M] and Weneraub [W].

Let \( w_1, \cdots , w_k \) be given in ascending order \( w_1 \leq w_2 \leq \cdots \leq w_k \), and \( T^*, \cdots , T^* \) be the \( K \)-best alphabetic trees for \( w_1, \cdots , w_k \). For \( k = l_1, \cdots , K \), let \( S_k \) be the set of
leaves of $T^*_n$ whose level is $l$. Let $T^*_1, \cdots, T^*_n$ be the subsequence of $T^*_1, \cdots, T^*_n$ obtained by deleting all trees $T^*_l$ for which there exists $j<k$ such that $|S_j| = |S_k|$, $l=1, \cdots, n-1$.

For $r=1, \cdots, R$ consider the following transportation problem $P_r$ that assigns the weights $w_1, \cdots, w_r$ to the level sets $S_i$ of $T^r$:

\[
(P_r) \quad \text{minimize} \quad \sum_{i=1}^n \ln X_i
\]
\[
\text{subject to} \quad \sum_{i=1}^n X_i = 1 \quad \forall i,
\]
\[
\sum_{i=1}^n X_i = |S_i| \quad \forall i,
\]
\[
X_i \geq 0 \quad \forall i, l.
\]

Let $X^r$ be the $k$-best solution to $(P_r)$ and let $Y^r$ be the $k$-best solution among $\{X^r[j=1, \cdots, K, r=1, \cdots, R]\}$. Let $T^r$ be the tree defined by $Y^r$.

**Theorem 6.** $T^r$ is the $k$-best nonalphabetic tree.

**Proof.** $X^r$ defines the $k$-best solution when the tree is restricted to have the level sets defined by $S_i$, $l=1, \cdots, n-1$. Therefore, $Y^r$ defines the $k$-best nonalphabetic tree, under the restriction that it has $|S_i|$ leaves of level $l$, $l=1, \cdots, n-1$, for some $r=1, \cdots, R$. We now show that this restriction is legitimate. Assume otherwise that the list $T^1, \cdots, T^n$ contains a tree that does not obey the above restriction. Let $k^*$ be the smallest index of such a tree. Clearly in $T^r$ the weights are assigned to leaves in a nonincreasing order, i.e., $h(w_i) \leq h(w_j)$ for $i < j$. By Lemma 3 there exists an alphabetic tree with the same level set and where the levels of the leaves are nonincreasing. Therefore $T^r$ is an alphabetic tree with respect to $w_1, \cdots, w_r$ and $T^r = T^r_i$ for some $i, 1 \leq i \leq R$, in contradiction to the assumption. \( \square \)

Each problem $(P_r)$ is a transportation problem that can be reformulated as an assignment problem $(P'_r)$:

\[
(P'_r) \quad \text{minimize} \quad \sum_{i=1}^n \sum_{j=1}^n l_{i,j} X_{i,j}
\]
\[
\text{subject to} \quad \sum_{i=1}^n X_{i,j} = 1 \quad \forall i
\]
\[
\sum_{i=1}^n X_{i,j} = 1 \quad \forall e.
\]

The next best solution of $(P_r)$ can therefore be obtained by solving $O(n)$ problems of this type, as described by Murty [M] and Weintraub [W].

The complexity of producing $T^1, \cdots, T^n$, and deleting trees to obtain $T^*_1, \cdots, T^*_n$ is of order $O(Kn^2)$. Weintraub [W] in his interesting paper presents an $O(Kn^2)$ algorithm for ranking the $K$-best assignments. By using his procedure to rank the solutions of $(P'_r)$ our algorithm for calculating $Y^r$, $r=1, \cdots, R$ requires an overall complexity of $O(Kn^2)$.

It is worth pointing out that for the special case where $w_1 < w_2 < \cdots < w_r$, the two last algorithms solve the same problem. In view of the differences in their order complexities, we should prefer to use Algorithm D.
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