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Abstract

Lecating facial features is crucial for various face
recognition schemes. We suggest a robust facial fea-
ture detecior based on a generalized symmetry interest
operator. No special tuning is required if the face oc-
cupies 15-60% of the image. The operator was lested
on o large face data base with a success rale of over
95%.

1 Introduction

Recognition of human faces is a problem that ap-
pears time and again in the field of computer vision
(see [2] for a review). This task, which seems effort-
less for humans, does not lend itself easily to computa-
tional approaches. These approaches can be generally
classified into two categories — feature based recogni-
tion and Gestall based recognition. The feature based
approaches focus on detection of individual features
such as eyes, nose, mouth, and head outline; and de-
fine a face model by the relative position of the fea-
tures and their size. The approaches inspired by the
Gestalt school of perception [l1, 8] process faces as
entities, where the parts are not the main cues.

The importance of developing an automatic method
for locating facial features is self evident in the feature
based schemes. It is equally important in the Gestalt
approaches; in a typical system faces are stored in
at least 128 x 128 pixel resolution and the problem
is transformed to a classification task in R'™°%0 or
more. Kirby and Sirovich [6] suggested to use the
Kathunen-Loéve procedure to reduce the dimension-
ality of the problem. This was suggested also in [10].
In Figure 1 we demonstrate that this method can be
substantially improved by normalizing faces using the
eyes and mouth location as anchor point for an affine
transformation. Recently [4], we have obtained good
recognition rates on normalized faces.

An early system for locating facial features is de-
seribed in [9, 5]. This system applies a threshold over
the laplacian of a wide gaussian convolved with the
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original image. This operation transform the pictures
into a line drawing and then a simple heuristic is ap-
plied to find the facial feature. Although the results
reported are impressive, this system requires fine tun-
ing for every image. In a more recent attempt, the
Sobel operator is applied with a simple contour follow-
ing heuristic [3]. Again, this cannot be used on real
data. Baron [1] locates the eyes by cross-correlating
the image with a sefies ol eye templates anil lodking
for sufficiently high levels of correlation. This tech-
nique is inadequate for real images with varying sizes,
angles, and considering the fact that the eyes are plas-
tic objects.

An attempt to achieve a more complete solution is
to use defermable templates, which are parameterized
models (resembling snakes) of each feature in which
the parameter values are determined by interaction
with the image [13]. The deformable template success
relaies on descending to a local minima of an energy
function, whose final parameters characterize the fea-
ture we look for. In order for the function to converge
to a local minima, which is actually the feature we
look for, the initial guess should be close enough, We
suggest an operator which enables estimation of these
locations. Finding the exact location, can then be
performed by simpler and more robust methods.

We have developed an operator that detects the
eyes and mouth in images of human faces and can be
used as a preprocessor for virtually any face recogni-
tion system. No special tuning is required if the face
occupies 15-60% of the image. We have tested it on
a face image data base (including [10]) with a success
rate of over 95%. Some examples are shown in Fig-
ure 2.

2 The Generalized Symmetry Opera-

tor

Biological and machine vision tasks involve the pro-
cessing of an enormous amount of information. In or-
der to analyze it under plausible time and space con-
straints primates direct their computational resources



Figure 1: Projection of a new face on eigenvectors obtained using Karhunen-Loéve procedure (principle component
analysis).

Top: (a) A new image presented to the system. (b) The expectancy of the original data base obtained from [10]
(432 images). (¢) Projection of a on the first 25 eigenvectors. (d) Projection of a on the first 40 eigenvectors.
Bottom: Same procedure applied to a normalized by the location of the eyes and the mouth; the image data
base is normalized as well.

Figure 2: Top: Original intensity images. Bottom: Crosses mark centers of facial features detected. Notice the
variations in size, contrast, posture and orientation of the faces,
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toward atlention points and fizralion poinis. We have
suggested an inferest operator based on the intuitive
(rather than the formal mathematical) notion of sym-
metry that can provide a basis for a more thorough
investigation by higher processes.

The motivation and formalization of the operator
can be found elsewhere [7, 12]. We give here a slightly
different formulation of the operator. This formulation
was actually used as the first step for facial features
detection.

We first define a symmetry measure for each point.
let pp = (zz, ) be any point (k = 1,...,K),
and denote by Vipp = (Eﬂ:ph-f: p;,.) the gradient of
the intensity at point pg. We assume that a vector
tp = (re,f) is associated with each pip such that
re = log (1 +||Vipell) and 6 = arctan (;%mfﬁ";m)-
For each two points p; and p;, we denote by [ the line
passing through them, and by a;; the angle counter-
clockwise between | and the horizon. We define the
sti I'(p), a distance weight function D,(i,j), and a
phase weight function P(i, j) as

I'p) = {(i,ﬂ "";’”J':,J}
i) = (el
Pij) = (1= con (6 +0; — 2043)) (1 - cos (8 — 6;))

We define the contribution of the points p; and p; as
C(i,j) = Da (3, 5)P(i, J)rirj
The symmetry measure M, (p) of each point p is de-
fined as
2. CG.Jd)
(5.5)el(p)

We define the direction of the symmetry §(p) = L“;’i
such that M(1, j) is maximal for (i,j) € ' (p). Thus,
the symmetry of the point p is defined as

Sa(p) = (M, (p), 8 (p))

We have used a similar operator to demonstrate the
detection of interest points in general [7]. Recently,
another symmetry measure was suggested [14].

M, [P:l =

3 Locating Facial Features

The symmetry operator is a powerful tool for find-
ing interest points in arbitrary natural scenes without
o priori knowledge of the world. It can be turned
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Figure 3: Various stages of the operator. (see text).



into a feature detector by considering domain specific
knowledge as demonstrate in Figure 3. (a) is an orig-
inal image and (b) is its edges result by a convolution
with derivatives of gaussians in two directions. We
start by detecting the vertical midline of the face, by
employing global correlation of directional intensity
gradients of left and right half images (¢). This can
be done in various orientation and the midline is de-
termined according to the best correlation found. We,
then expect the eyes to be on the two sides of the
midline, the mouth to cross the midline and to have
certain geometrical relations between the various lo-
cations.

Applying the symmetry operator on an image result
in a symmeiry map which assigns a symmetry magni-
tude (d) and a symmetry orientation to each point.
This kind of representation is similar to edge repre-
sentation and therefore it can be processed by similar
techniques such as edge linking. (e) is the projection
of the symmetry map along the normal to the midline.

{f) is the accumuloted symmetry evaluated by link-
ing the symmetry values based on dynamic program-
ming. Each symmetry point adds to its accumulated
value a fraction of the accumulated value of its left
neighbours in a recursive manner. The same is done
with the right neighbors and the two accumulated val-
ues (left and right) are multiplied. In this way the cen-
ter of each symmetry cluster is singled out as being a
local maxima in the aceummulated symmetry map.

(g) is another way to reduce the information in the
symmetry map by suppressing symmetry values which
are not maximalin the direction perpendicular to their
symmetry orientation.

The edge values that contributed to the high sym-
metry value can be selected for segmentation purposes
(h).

Combining these processes yields good localization
as demonsirated in Figure 2. However, this process
is based on a geometrical relations among the features
assuming the existence of a single face in the image. It
can be made more robust if a pre-trained classifier is
applied to validate the existence of the facial features
detected; the resulted normalized image can be in turn
examined by an additional classifier for the existence
of a face.

4 Conclusions

In this work we have demonstrated that the notion
of generalized symmetry can be used to define a robust
operator, that can detect the centers of the eyes and
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the mouth for a wide range of sizes, rotations and
lighting conditions.
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