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Fishbach, Alon, Israel Nelken, and Yehezkel YeshurunAudi-  generate strong neural responses throughout the auditory path-
tory edge detection: a neural model for physiological and psyays (Eggermont 1993; Kitzes et al. 1978; Phillips 1988; Rees

choacoustical responses to amplitude transiedtdleurophysiol . : .
85: 2303-2323, 2001. Primary segmentation of visual scenesand Mgller 1983; Schreiner and Langner 1988a; Suga 1971).

based on spatiotemporal edges that are presumably detected§ eral studies of the dependence of neuronal responses on the
neurons throughout the visual system. In contrast, the way in whigRaPe of an onset ramp (Barth and Burkard 1993; Heil 1997a,b;
the auditory system decomposes complex auditory scenes is stigil and Irvine 1996, 1997; Phillips 1988, 1998; Phillips and
stantially less clear. There is diverse physiological and psychBurkard 1999; Phillips et al. 1995) have shown that neural
physical evidence for the sensitivity of the auditory system t@esponse characteristics can neither be ascribed to a simple
amplitude transients, which can be considered as a partial analogy§ction of onset plateau level nor to onset duration per se.

to visual spatiotemporal edges. However, there is currently RO iher the dynamics of the onset, such as the rate or acceler-
theoretical framework in which these phenomena can be assocn’a}\ﬂﬁiI y '

or related to the perceptual task of auditory source segregation. on of peak pr¢ssure’ shape the .neural response. TheS.e phe-
propose a neural model for an auditory temporal edge detectfPmena are evident across multiple levels of the auditory
whose underlying principles are similar to classical visual edggthways. Furthermore, they have been demonstrated using a
detector models. Our main result is that this model reproduceariety of experimental procedures, such as single-cell record-
published physiological responses to amplitude transients colleciggs from the cat primary auditory cortex and posterior field

at mu_ItlpIe levels of the auditory pathways using a variety Heil 1997a,b; Heil and Irvine 1996, 1998b; Phillips 1988,
experimental procedures. Moreover, the model successfully Pisgg) inferior colliculus potential of the awake chinchilla

dicts physiological responses to a new set of amplitude transients, . .
collected in cat primary auditory cortex and medial geniculatd Nillips and Burkard 1999), and human brain stem—evoked

body. Additionally, the model reproduces several published ps§esponse (Barth and Burkard 1993).
choacoustical responses to amplitude transients as well as thdhe dependence of neural responses on the dynamics of the
psychoacoustical data for amplitude edge detection reported haraplitude envelope raises the possibility that these responses
for the first time. These results support the hypothesis that theflect the computation of temporal auditory edges. Following this
Irespo?se ofhaudltory_nelurcéns té) amp_lltude transients is the Coré‘as'sumption, we suggest a neural model for the detection of am-
ate of psychoacoustical edge detection. plitude transients (auditory temporal edges), which is inspired by
visual edge detector models. The model responses are compared
to published physiological responses to amplitude transients, and
its predictions regarding the responses to amplitude transients that
The sensitivity of the auditory system to amplitude transientgve not been examined before are verified experimentally. In
is well documented, both physiologically and psychoacoustéddition, we attempt to define the physical parameters of ampli-
cally. Psychoacoustical studies have demonstrated the imptode transient that affect human perception of amplitude discon-
tance of the temporal structure of amplitude envelope to autiiuity, in order to characterize the psychophysical properties of
tory perception in general (e.g., Drullman 1995; Drullman et gberceived auditory temporal edge.
1994a,b; Shannon et al. 1995; Turner et al. 1994), and to theDur results suggest that the same physical parameters may
segregation process of complex auditory scenes in particuigmvern both physiological and psychophysical responses to
(Bregman et al. 1994a,b). These studies demonstrate that batiplitude transients. Moreover, we show that both physiolog-
the magnitude and duration of amplitude transients affect d@oal and psychoacoustical responses can be explained by our
ditory perception. However, it is still unclear which physicasimple neural model for auditory temporal edge detection.
parameters of the amplitude transients most affect auditdrirese results suggest that the sensitivity of the auditory system
perception of the transient. to amplitude transients is a realization of auditory temporal
Animal studies have shown that temporal changes in ampdielge calculation that may have a primary role in neural audi-
tude envelope in general, and amplitude onset in particultory processing.

INTRODUCTION
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METHODS the visual spatial dimensions. The stimulus is progressively delayed
- along this delay dimension. Information related to the temporal dy-
Neural model principles namics of the amplitude envelope (e.g., its rate of change) can be
In line with the auditory-visual edge detection analogy, we adapteaade explicit by differentiating the stimulus along this dimension, as
a model of visual edge detection to the auditory modality. THhidse visual brightness gradient is made explicit by differentiating the
fundamental principle of the operation of visual edge detector is thimulus along a spatial dimension.
calculation of a local brightness gradient. This is accomplished byWe construct the delay dimension by using the well-known tem-
differentiating the brightness function along some spatial direction poral characteristics of a standard version of the integrate-and-fire
directions, using a combination of inhibitory and excitatory connecrodel (1&F). Our 1&F makes use of a kernel function in the form
tions. The spatial organization of these connections in terms of the
retinal image induces a receptive field that might be functionally
described as an edge detector. Although there are recent and more
elaborated visual receptive fields models, the simplest edge detecting
receptive field model (Marr 1982; Rodieck 1965), which has ahhe kernel function, when convolved with the neuron’s presynap-
on-center off-surround (or vice versa) response pattern, suffices fiarinput, determines its postsynaptic potential (Gerstner 1999a).
our purpose. This receptive field describes the responses of edg¢he membrane time constant that may range from 3 to 25 ms
detector neurons that can be found mostly in sub-cortical visudicCormick et al. 1985). Highet,, values induce greater delay in
centers. The spatial properties of an idealized receptive field canthe neuron’s response (Agmon-Snir and Segev 1993). Inducing a
approximated by the second derivative of a gaussian or a differenca@ceptive field in the delay dimension can be done by connecting
two gaussians (DOG), one wider than the other. the neurons with increasing,s to an edge detector neuron using
To adapt such a mechanism to auditory temporal edge detection,imeibitory and excitatory connections with various efficacies that
hypothesize the existence of a temporal delay dimension, analogousstitect the receptive field shape. Differentiation of the stimuli is
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Fic. 1. Schematic diagram of the model. See detailed explanatiom®inobs.
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obtained by using a receptive field shape of a first-order derivatitlee threshold of the edge detector neuron was varied. However, the
of a gaussian. threshold was not manipulated independently; instead, its value was

Figure 1 presents a schematic diagram of the model and the flonabfrays set to best approximate the threshold of the neuron that was
data along the different model components. Each model componeriitigd. There are six additional fixed parameters of the model; three of
annotated with an approximate expression for its operation on item are parameters of the 1&F model. These parameters and their
input. These formulations will be used in the analysis of the modefalues are listed in full impPENDIX A. Their specific values have only
Exact implementation details are given ArrENDIX A. The inputs minor or redundant effect on the responses of the model. For example,
tested consisted of tone bursts shaped withand orFr ramps of changing the value of; or the range ofr, that are used in the delay
various shapes. An example of a tone burst with linear rampsl&yer can be in large extent be compensated by adjusting the value
displayed in Fig. A. of 75.

NEURAL REPRESENTATION. The neural representation (FigB)Lis
roughly the expected peripheral representation of sound by the inpeiysiological methods

hair cell DC potential. This representation is generated using a simple

. ; " IMALS AND PREPARATION. Neurons have been recorded in pri-
preprocessing that includes demodulation to extract the tempo%gry auditory cortex (Al) and medial geniculate body (MGB) of two

envelope, non-linear compression and low-pass filtering. In our an : !
ysis we formulate the demodulation and the non-linear compress @lothane-anesthetized adult cats. The methods have been described

using the amplitude envelope of the input converted to dB SPL chpedetal_ls elsevv_here (N?”‘e“ et aI._ 1999). In shor, _the cats were
(the constants in Fig.RLare set toA = 20/In (10) andP, = 2-10~° premedicated with xylazine (0.1 ml im), and anesthesia was induced
. = o =

Pa). The form of the argument to the log transformation eases ketamine (30 mg/kg im). The radial vein, the femoral artery, and

analysis for near-zero values band has negligible effect far> 0. he trachea were pannulated. BIOOd pressure and I@@Ig in the .
ge_tchea were continuously monitored. The cat was respirated with a

The low-pass filtering is formulated by convolving the log-envelo
with an aPpha kernel ?unctiorE(q i) withya time consq[ant of gWhich pmlxture of G/N,0 (30%/70%) and halothane (0.2-1.5%, as needed).
. L alothane level was set so that arterial blood pressure was kept

is in the millisecond range (Hewitt and Meddis 1990; Smith 1988). nd 100 mmHa on the average. Under these conditions. the cat
This preprocessing stage can be replaced by a more realistic inner ué?ﬁlll could be r%s irated withogut'the use of muscle relax:':mts In
cell model (which produces simulation of auditory nerve firing prob- e ?/nuscle relaxan%s were required. the deoth of anesthesia- was
abilities) (Hewitt and Meddis 1990; as implemented by Slaney 1998 luated by testing paw withd?awal ’reflexes pbel‘ore administerin
without any qualitative change in the response characteristics of ﬁc])w levels (gancurogniﬁm bromide, 0.05-0.1 mg iv, typically onceg
model. . . every 2-3 h). Lactated ringer was continuously given through the
DELAY LAYER. The preprocessed input is fed to the delay layer Qfenous catheter (10 mli/h). Every 8h a chemical analysis of

the model, which consists of standard integrate & fire (I&F) neurongterial blood was performed. When the cat developed acidosis, bi-
with ascending membrane time decay constants. EachUit;) in  carbonate was given (typically 5 ml iv, every 8 h).

the delay layer represents a population of neurons with identical| was accessed using standard methods. To reach the MGB,
characteristics. The population response is modeled as an analogidgtrodes were introduced at the appropriate stereotactic coordinates.
variable, by convolving the neuronal representai), with a kernel - ppysiological characteristics of the neuronal activity were used to
(Gerstner 1999b) whose time constantjsl&F kernel functions and position the electrode at the ventral division of the MGB. The elec-
membrane time-constant values are shown for several units €)g. l{rodes were stained with Dil, and the localization was verified after the
The membrane potential of each neuron in the delay layer is thggheriments using histological reconstruction of the electrode tracks.
saturated using a sigmoidal function The animal protocol was approved by the local animal care commit-

S0 = Frad2f1 + € 9] — 1) @

) ) ) - DATA ACQUISITION. Glass-coated tungsten electrodes (locally
where F,., is the maximal instantaneous output firing rate (22made) were used for recording neuronal activity. The activity from the
spikes/s) andC is a scaling factor, which determines the dynamigjectrodes was amplified (MCP8 Plus, Alpha-Omega), and spikes
range of the transformation. In Fig. 3, the outputs of the delay lay@ere detected on-line by a spike sorter (MSD, Alpha-Omega). The

neurons (including various amounts of saturation) are shown f@ines of the spikes were recorded (ET1, TDT) and written into a file
stimuli, similar to the stimulus presented in Fig. 1. for off-line analysis.

RECEPTIVE FIELD. The delay layer neurons are connected to an edgeousTic STIMULATION. Stimuli were generated digitally con-
detector neuron using inhibitory and excitatory connections witferted to analog waveforms and attenuated using TDT equipment. All
various efficacies (Fig. o) that reflect the receptive field shapestimuli were tone bursts, 230 ms long including the symmetrical onset
which is a first derivative of a gaussian. The output of the receptiggd offset ramps. Six types of onset/offset window shapes were used,
field, R(), is shown in Fig. 3 for stimuli similar to the stimulus cog (t), cod' (t), t, t2 t*, and squared exponential. By denoting the
presented in Fig. 1 and is approximately a smoothed first derivativegfteau peak pressure in Pascal units vifrand the onset rise time

the outputs of the delay neurons along thedimension. in milliseconds withD, the peak pressure (in Pa) during the onset is
EDGE DETECTOR NEURON. The edge detector neuron (FigE)lis a  given by

single I&F neuron with a membrane time constagntThe output of N

the edge detector neuron is also the output of the model. In the E(t) = p<£> foro=t=D n=1{1,2,4 @)
numerical implementation of the model, a noisy integration was used D

(Gerstner 1999a). For the analytical treatment presented here,
membrane potential of the edge detection neukd(t), is modeled as
a low-pass filter operating on the output of the receptive field operator, tar
R(1). E,t) = Pcod (5 +
PARAMETERS OF THE MODEL. The responses of the model are

adjusted to fit the response of a specific neuron by adjusting tié@ the co$ (t) and co$ (t) windows. For the squared exponential
parameters. The first parameterGsthe scaling factor of the delay window, the peak level (in dB instead of in Pa) is givendxy. 3with

layer saturation transformatioq. 2, and the second parameteris n = 2, except thatP is given in dB. To accommodate the peak
the membrane time constant of the edge detector neuron. In additipressure close to 0 Pa (at the beginning of the onset and the end of the

fg]rethet, t?, andt* windows, and is given by

m

2) for0O=t=D n={2, 4 (4)
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offset), where the dB scale is singular, a short linear ramp was used up A
to peak sound levels of about 0 dB SPL.

Onset window shapes were generated either using an electronic
switch (SW2, TDT) or in the digital domain (for the squared expo-
nential windows). The sound was presented to the animal through
electrostatic earphones (Sokolich) whose frequency response varied
by less than 10 dB in the frequency range used here. In situ calibration
of the earphones was performed in each ear.

For the data presented here, neurons were presented with tone
bursts at their best frequency. Tone levels were chosen from about 10
dB below neuronal threshold and up to about 100 dB SPL, in 10 dB
steps. Tone rise times covered the range of 1.7-100 ms and were Time

measured betwee.n 10. and 90% amplitude pOIrlts Whe_n gener_a\tqu& 2. lllustration of the amplitude envelopes of the stimuli that were used
using the electronic switch, or between 0 and 100% amplitude pOif{Sxperiments Isolid line) and2 (dashed line). In both experimenis, AT,

when generated in the digital domain. Data were taken in blocksdA, were manipulated. Note that the time scales for the 2 experiments are
within which the window shape was kept constant, but the tone lew#iferent. The total duration of the tone stimuli used émperiment 1lis

varied randomly under the constraint that each level was presented2BD0+ AT ms, while the duration of the noise bursts useéxperiment 2s

times. Stimuli were presented at a rate of 1/s. After a block wa€0 ms.

finished, another window shape (or a different rise time) was selected, =~ . . ) . o

and the process was repeated. In total, 19 neurons in Al and 9 neurdW4tiplying the signal with a trapezoidal function, which is illustrated

in MGB were tested with these stimuli. Of these, data from 11 neuroffsFig. 2 (dashed line) and contained 96-ms onset/offset time and 104

in Al and 4 neurons in MGB, whose responses were strong and stafié of plateau level before and after the pedestal. The values of the

during the recording Session, were ana|yzed for this paper. Vc’:_ll’lab_lt-'_.“s used in th|$ expe”ment can .be found in Table 2. The set of
stimuli is a full combination of the variable’s values, thus forming a
set of 36 unique stimuli, each of which was presented 5 times.

Psychoacoustical methods Stimulus levels for both experiments were calibrated using General-
Audio 1562-Z audiometer calibration set.

The main goal of our psychoacoustical experiments was 10 t@focepure. An identical procedure was used in both experiments.
whether the perception of amplitude changes is determined by tige stimuli were presented binaurally through Yamaha HP-2 ear-
gradient of the change, or by some other combination of its duratigiones to the participants who were seated in a soundproof room. The
and magnitude. A secondary goal was to rule out the possibility tadychophysical task was to judge whether the transition between the
the sensitivity of the auditory system to amplitude changes is dueg, plateau amplitude levels was a continuous or discontinuous one.
a spectral splatter that may be induced by the sudden amplitufigs participants were asked to indicate their choice for each of the
change. In order to accomplish these goals we used a direct meagyuli using a two-alternative forced choice procedure. A random
of the way in which the amplitude change is being perceived, rathgsining subset of 40 trials was presented to the listeners, followed by
than measuring amplitude change effect on higher perceptual tagkg entire set presented in random order. The listeners were unaware
This enabled us to isolate the perception of the amplitude transigptine fact that the first trials were training trials. Participants had

from the context of more elaborate auditory phenomena such @fimited time to respond after each trial and were presented with the
auditory source segregation, in order to avoid high-level cognitigxt trid 2 s after their response.

influences. Two sets of experiments were conducted; the first mea-
sured the discontinuity perception of ramped sinusadpériment },
while the second measured the perception of ramped noise bufs

(experiment P Neural model: general observations

—————— ‘III.IIIIIII.
.

Amplitude

v

ESULTS

PARTICIPANTS. All participants were normal hearing volunteer ; ; ;
adults, who participated with full informed consent. Data déaperi- The model was capable of reproducing all the physiological

ment 1were obtained from 10 participants. All except for one, who i%waracterlstlcs of onset responses in Al neurons. In parﬂculgr,
one of the authors (YY), had no previous listening experience 1H€ Model was capable to produce the shortening of latencies
psychoacoustical experiments. Data éxperiment 2vere obtained With increase in tone level, and was capable of generating both
from five participants. None had participated emperiment 1and monotonic and non-monotonic rate-level functions.

none had previous listening experience in psychoacoustic experiigure 3 illustrates the way the model responds to ampli-
ments. tude transients and the effect of the delay layer’s saturation
STIMULI. Experiment 1stimuli are pure tones with an amplitude® the timing and strength of the responses. The log-com-
envelope as illustrated in Fig. 2 (solid line). Onset and offset times d&€ssed envelopes of “near'_y sh_aped 30-dB SPL and 90-dB
150 ms, and both plateau amplitude periods are 1 s. The first plat&fdL tone bursts are shown in FigA3The response of the
level (A,), the amplitude ramp sizeA@) and duration 4T), and the model components to these stimuli is considered in two
frequency of the tone were manipulated. The values used appeadifferent saturation conditions. A model with a highly sat-
Table 1. The set of stimuli is a full combination of the variable’sirated delay layer, which yields non-monotonic responses,
values, thus forming a set of 224 unique stimuli, each of which wg§ described in Fig. 3B, D, andF, while a model with only

presented once. The stimuli were generated digitally and played o akly saturated delay layer is described in FigC3E, and
Ztsl'g‘_:girt"g;%m'igsn'”d'go workstation at sampling rate of 16,000 Hg "k cjarity, we consider a simplified delay layer that
The stimuli used inexperiment 2were prepared by Olsen (1994) consists of only two neurons with time constants of 3 and 6

All stimuli were broadband noise bursts, 700 ms in duration, 0~38S- Figure 3B andC, demonstrates the different delays of

kHz bandwidth, uniform random, digitally generated using a pthe stimulus envelope that are being induced by the two
computer and signal processing software (Signal, Engineering Dteurons. The outputs of the two neurons are subtracted by
sign). The amplitude envelope of the noise burst was shaped ¢gnnecting them to the edge detector neuron with weights of
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TABLE 1. Values of variables used in experiment 1 acceleration of peak pressure (for cosine-squared onsets). The
function for the linear case is given by

AT, ms 6 12 18 24 40 96 120

AA, dB 6 12 18 24 p 4

f, Hz 250 400 650 950 L= Lo+ A* [Iog <5> + S] ®)

A, dB SPL 60 73

whereA, is a global scaling factor, and,,;, andS are neuron
equal magnitude and opposite signs (FigD3andE). The specific parameters that determine the minimal latency of the
prominent effect of the amount of saturation on the mod8euron and its sensitivity to onset rate of rise, respectively.
responses emerges at this stage. For example, the totalhe function for cosine squared onsets is given by
current (the integrated presynaptic input) that is being in- P -4
jected to the edge detector neuron in the highly saturated Lo = Lo + Ag [Iog (ﬁ> +s] (6)
model (Fig. ) is higher in response to the 30-dB tone than
to the 90-dB tone (155 vs. 89.7 in arbitrary units, respedtote that the termr?P/2D? stands for the maximal accelera
tively). In the weakly saturated model (FigEB the inte- tion of the envelope, which occurs at the beginning of the
grated presynaptic input is lower in response to the 30-diiset. Heil fit global scaling factors, and A, over the entire
tone that the 90-dB tone (81.9 vs. 246.8, respectively). Theural population that was recorded and set them to 1,277 and
non-monotonicity of the highly saturated model is enhancd@,719 ms, respectively.
by the low-pass properties of the membrane potential of theWe fitted the model parameters to match the responses of 13
edge detector neuron (Fig.Fg The effect of the delay Al neurons for which both latency and spike-count data are
layer's saturation on the non-monotonicity of the model i!lly reported by Heil (1997a,b). For all of these neurons we
being mathematically analyzed irpenpix 8. Another effect found that the model re;produced the latency phenomena that
of the saturation is decreasing the first-spike latency a¥{gre measured by Heil. The latency data for two of these
shortening the period of neural activity. For the purpose SfUrons is shown in Fig. 4.

mathematical treatment, it can be reasonably assumed that §/9Ure 4.A and B, shows the experimental vs. simulated

neuron starts to fire when its membrane potential hits a fixéscrf];'r:ﬁsj'emee;;r\;gzsgl;efgfsgscﬂlgfnel‘:"éeﬂgedasonasefﬁr::ﬁt'?nne Zf
threshold and that its spike count is proportional to the ar b P P d -9 !

nclosed by this threshold and the neuron’s membran ﬁ_d D, demonstrates that plotting both the experimental and
tezeniigIS?Fig y$)s eshold a € neuron's me ane Kfnulated latency as a function of maximal acceleration of the

cosine-squared onset brings the iso-rise-time curves to close
congruence along a single curve that can be fittedeQy 6.
Figure 4,E andF, shows the congruence of the iso-rise-time
curves as a function of rate of linear rise onset.

hillips (1998) and Heil and Irvine (1998b) reported the
We evaluated the adequacy of the quel to match reF.)ort%(gponses of single neurons in the cat primary auditory cortex
neural response to sound bursts by feeding the model with

litud I f the stimuli and i | d the posterior field to characteristic frequency (CF) tones
amplitude envelope of the stimult and comparing Several &g, cosine-squared—-shaped onsets. These data confirmed the
pects of the model output with those of the reported respons

k . ; Sfitial observations of Heil and his co-workers in Al and
The properties of the output examined were the first Spik§iended them to a secondary cortical field. Figura 8ndC,

latency of the response, the response strength measured by.dbgts the first-spike latency of two neurons from the posterior
number of spikes that followed a stimulus, and the relatiofie|d as reported by Phillips, and Fig. B,andD, plots the fit

ships between the two. of the model to this data. Plotting Phillips’ latency data as a
LATENCY. Heil and his co-workers (Heil 1997a; Heil andfunction of maximal acceleration of the cosine-squared onset

Irvine 1996) studied the latency of primary auditory corteg€monstrates again the close congruence of the latency data
neurons (Al) as a function of the shape, amplitude, and duf{2"9 @ single curve, which can be fitted By. 6.

tion of the rise time of a best frequency tone. Two kinds GfXED-THRESHOLD MODEL DOES NOT FIT THE DATA. A possible
onset envelope functions were used, linear and cosine-squagglanation for the latency phenomena is that the neuron first
The peak amplitude during a linear onset is described bysgike occurs when the input stimuli level hits a fixed threshold
power function as described Eq 3with n = 1. The peak (Kitzes etal. 1978; Phl”lpS 1988; Suga 1971) Indeed, it is easy

amplitude during a cosine-squared onset is describegpyl, {0 Show that such a simple model predicts a reciprocal relation
with n = 2. between the first-spike latency of a neuron and the Rt@)(

As was stated earlier, the main finding of Heil and higf linéar onsets and maximum acceleratiorfR/2D?) of co-
co-workers is that mean latency is not solely a function of orfd?€-Squared onsets. While these predictions roughly approxi-

parameter of the onset envelope, but rather a function of { te the experimental results, the later systematically deviate

dynamics of the envelope. The latency of response appearsr n the predictions. On these grounds, Heil and Irvine (1996)

be a function of the rate of rise of the onset when a linedkg e 2. values of variables used in experiment 2

shaped onset is used, and a function of maximal acceleration-ef

the envelope for cosine-squared onsets. Moreover, Heil pros ms 3 6 12 24 40 96
posed a functional expression for the relationships between tfe dB 12 18

response latency and rate of rise (for linear onsets) or maxirhz 98 SPL 59 65 n

Evaluation of the neural model: single-neuron data
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argue against the simple threshold model. Their claims can 1@97a) show a systematically deviation from this prediction.

summarized by two main points that are illustrated in Fig. @otably, the relation between the latency and the rise time is
First, the threshold model predicts that the first-spike latencpmpressive, which rules out the possibility that adaptive pro-

should be a linear function of rise time (see dashed lines in Fagesses are the cause for this deviation.

6A). The experimental data of Heil and Irvine (1996; Heil The second argument relates to the slopes of the quasi-linear
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Experimental Model
A 95-98/14 (5.5 kHz) B =109 5=6
4 —&—170ms ——170 ms
85 4 —— 85 ms 85 J —- 85 ms
| ——e— 42 ms ] —e— 42 ms
65 i 17 MS 65 —t—17ms
i —at—8.5ms J —4—85ms
45 4 ——4.2 ms 45 - —u—42ms
25 - 25 4
5 " T T 1 FIG. 4. Experimental (replotted from Heil

T T T 5 v
00001 0001 001 0.1 1 00001 0.001 0.01 041 1 1997a) vs. model simulated data for 1st-spike la-

tency of the onset responsk.andB: the latency
Plateau peak pressure (Pa) as a function of the amplitude levél.andD: the

C D latency as a function of maximal acceleration of
95-98/14 (5.5 kHz) C=109 5=6 the cosine-squared onset and the curve fitted by

@ o 170ms 1 o 170ms Eq. 6.0ur fit for the neuron irC yieldedS = 4.53

£ 854 85ms 85 X 85ms andL,;, = 10.87 ms, and for the simulated data in

‘; ] 42ms | e 42ms D the best fit yieldecs = 5.12 and_,,;, = 8.1 ms.

9 65 J 17 ms 65 + 17ms E andF: the latency as a function of the rate of

5 ] 85ms ] A 85ms linearly shaped onset and the curve fittecHuy 5.

= 45 4 42ms 45 4 %X 42ms The fit for the neuron irE yielded S = 4.9 and

T:' ] Curve Fit ] Curve Fit Lmin = 11.55 ms and for th(_e mo_deiFX S=5.09

= andL,,, = 6.7 ms. Neuron identity, neuron char

L 25+ 25 1 acteristic frequency (CF), and the model parame-

2 E ters that were used are shown above each plot. The
5 T T 5 T 1 difference between experimental and simulated

0.01 1 1e+2 te+d 1o+6 0.01 1 le+2 Te+d le+6 | values reflects constant delays (acoustic, co

. 2 chlear, and neural delays), which are not included
Max. acceleration of peak pressure (Pals’) in the model. ModelS values are consistently

somewhat higher than those estimated from the

E 95-95/04 (22 kHz) F C=12.7 #=3 data, as explained iniscussion
70 - o 100ms 70 - o 100ms
0 A X 50ms 60 x 50ms

+ 10ms + 10ms
50 1 A 5ms 50 - A 5ms
40 4 e 1ms 40 e 1ms
2 Curve Fit 10 4 Curve Fit
20 A 20
10 A 10
0 v v v v v v v 0 T T T T T T 1
0.0001 0.001 001 0.1 1 10 100 1000 0.0001 0.001 001 04 1 10 100 1000

Rate of peak pressure (Pa/s)

iso-step-size curves, which should decrease, according to tlam be approximated during the onset (fer D) by a power
fixed threshold model, as the inverse ratio of the step sizégnction such as described iEg. 3 for any n > 0. For

Heil and Irvine demonstrate that the slopes of the curveinplicity sake we will restrict our analysis to= D; this
decrease by a factor that is smaller than expected. Simifgfsumption is equivalent to the statement that the first spike
deviation from the threshold model predictions have beggcurred during the onset ramp (after taking into account
observed in the first-spike latency of cortical neurons as rgonstant latency components that are independent of the sound
sponse to cosine-squared onsets (see Heil 1998 for reanalysjg).

of the data of Phillips 1998); in the response latency of inferior As illustrated in Fig. &, we assume that the edge detector
colliculus potential in unanesthetized chinchillas to cosingeuron starts firing when its membrane potenfi4(t), hits a
squared onsets (Phillips and Burkard 1999) and in the respoRggd threshold levelT. Thus the time of the first spike*,
latency of evoked cortical potentials in humans as responsestgtisfies the conditiorM(t*) = T. Althought* can be calcu-
linear onsets (Onishi and Davis 1968). Since our model repiigited numerically using the implicit functional form(t*) = T
duces very accurately the reported latency phenomena, it glas it is actually done in the process of fitting the model free
shows deviations from the predictions of the fixed threshofghrameters to match the experimental data), we are unable to
model (Fig. @). extract an explicit expression fdt that can replace Heil's
MATHEMATICAL ANALYSIS OF LATENCY PHENOMENA. In our functional forms Eqgs. 5and6). However, the implicit func-
analysis we use the formulations given in Fig. 1, and w#&nal form is useful in order to prove several characteristics of
assume that the amplitude envelope of the input stimi(ts, experimental and simulated latency phenomena, and to predict
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Experimental Model
A 93K010.24 (7.9 kHz) B =263 =5
- o 20ms . o 20ms
35 o x 5ms 35 X 5ms
] ¢ 1ms i ¢ 1ms
25 | Curve Fit 25 Curve Fit

*
15 4 15 4 .
. ] FIc. 5. Latency data from the cat posterior field

—~
g 5 5 (replotted from Phillips 1998) vs. model simulated
-~ i ) ' ) ) ' data. The latency is plotted as a function of maxi-
33 1 100 10000 1e+6 1 100 10000 1e+6  mum acceleration of peak pressure and is fitted
= using Heil’s functional form. Our estimat&value
% for neuron 93K010.24A) is 3.99, and the estimated
= 93K013.12 (0.85 kHz) D C=33.7%=5 value for the corresponding simulated latenBy i
2 ) o 20ms : o 20ms 4.62. Estimatefor neuron 93K013.12C) is 4.42
L] 35 X 5ms 35 4 x 5ms an(_j for_ the_ corresponding model settinD) (the
= : ”u . 1ms e 1ms estimation is 4.57.
o5 _‘ Curve Fit o5 | Curve Fit
1 x
4 15 A
15 ] .o,
5 T T 9 5 T T 1
1 100 10000 1e+6 1 100 10000 1e+6

Max. acceleration of peak pressure (Pa/s®)

latency behavior as response to stimuli that were not examimadnp). For near-threshold levels Bf t* may exceed, which
experimentally. results in longer latencies than predicted. This presumably is
SinceM(t) includes only non-linear compression and lineahe cause of the departures from the invariant relationship
time-invariant filtering ofE(t), it is clear thatt*, as a function between first spike latency afiD" at low levels ofP in both
of P andD, is being determined uniquely by the tef#D". experimental and simulated data (e.g., Figs.ahd 5).
This explains Heil's findings regarding the latency being a Another phenomenon that can be explained by the im-
function of the rate of linear onsets & 1) while being a plicit form of t* is of Heil and Irvine (1996) regarding the
function of the maximum acceleration of cosine-squared onskdviations of the latency from the predictions of a fixed
(n = 2, up to a 1st-order approximation). In addition, thishreshold model. ImprPenDIX B We explore the dependence
conclusion predicts that for a large family of functions that capf t* on the duration of the onseD), and prove the com-
be approximated by a power function, the first-spike laten@ressive nature af(D) as evident in both experimental and
for tone bursts that are shaped using these functions shouldsbaulated data (Fig. 6).
determined by the terr®/D". Moreover, we predict that for It should be noted that the latency of any fixed-threshold
exponential power functions, such that the envelope is a povagistem, which includes only monotonic transformations and
function whenP is given in dB unitst* is determined by the linear time-invariant filtering oE(t), as a function oP, D, and
term P/D", whenP is given in dB units. n, is being uniquely determined by the te®/D". This obser
Note that the analysis in the previous paragraphs is limitedtion can account for the latency phenomena of auditory
to t* = D (1st spike generation occurring during the onseterve fibers, reported by Heil and Irvine (1997).

Experimental Model
FIG. 6. A: mean 1st-spike latency of a neuron
30 25 4 —8—90dB——70dB —e—60dB from cat primary auditory cortex (solid lines) as a

+— 50 dB —a— 40 dB —x—30 dB  function of rise time of a CF tone of 22 kHz (replotted
20 from Heil and Irvine 1996). The dashed lines plot the
—+—204dB best fit of the data according to a fixed-threshold
model. Note that the latency is not a linear function of
rise time and that the slope ratio of any two quasi-
linear iso-step-size curves does not match the inverse
ratio of the step sizes. The model reproduces these
phenomenaR). Note that the latency axis is trans-
lated with respect t@\ for greater clarity.
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Experimental Model
A 401/9 (6.8 kHz) B C=25 =19
70 —8— 100 ms 70 —8—100 ms
—¥— 85 ms —¥— 85 ms
50 - —t— 17 ms 50 - —— 17 ms
—t— 8.5 ms —— 85ms
—k—1.7ms —k—1.7 ms
30 30
10 T T T " 10 T T T "
0.01 1 100 1e+4 1e+6 0.01 1 100 te+4 1e+6
Coefficient of linear amplitude rise-function (Pa/ms)
C D
. 907 —8— 100 ms 90 - —8—100ms 7 First-spike lat f a sinal it of
o~ FiG. 7. First-spike latency of a single unit of a
£ — 85ms 85ms cat [primary auditory cortex (Al)] as response to 3
= 70 70 —.— 17ms . ; : . gl
—— 17 ms rise functions, linear A, experimental;B, simu-
3' —+— 8.5ms —— 85ms lated), cosine squared( experimental:D, simu-
5 504 17 ms 50 + —.——i7ms lated), and squared exponenti@l, Experimental;
b= ’ F, simulated). Latency is plotted as a function of
== 304 30 4 the predicted invariant measure of each rise func-
g tion.
%’ 10 : ' ; ‘ 10 r r v
1 100 1e+4 1e+6 1e+8 1 100 1e+d4 1e+6 1e+8
. . . . . 2
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E F
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COMPARING MODEL PREDICTIONS WITH LATENCY RESULTS OF galigns along another curve. The model predictions also hold for
PHYSIOLOGICAL EXPERIMENTS. Figure 7 shows the latency datahe responses of a neuron in primary auditory cortex (F@). 8

of one Al unit in response to three types of onset windowgng are being reproduced by the numerical simulations of the
linear (Fig. ), cosine squared (Fig.CJ, and squared expo- model (Fig. 8,8 andD).

nential (Fig. E). The latency for each window is plotted as a ) ]

function of the predicted invariant measure, and the alignmeiftikE COUNT. Neurons in Al of anesthetized cat show a low
of the latency data along a single curve for each rise functiéfontaneous rate of fire, and their typical response to sound
validates our predictions. Numerical simulations reprodudwirsts is a single spike or a short burst of a few spikes
these phenomena (Fig. B, D, andF). Figure & shows the immediately following the onset of the stimulus (e.g., Heil
latency of a MGB neuron in response to four types of ampli:997b). Examining the spike count as a function of plateau
tude rise function, cds(t), co$ (), t?, andt®. The latency of peak pressure alone reveals a non-monotonic pattern that is
each rise function is plotted as a function of the predicteshared by many Al neurons to various degrees (e.g., Heil
invariant measure, which /D" for thet" rise functions and 1997b; Heil and Irvine 1998a; Phillips 1988; Schreiner and
7"P/2"D" for the co$ (t) rise functions {Taylor's series ap Mendelson 1990). Furthermore, the non-monotonicity is
proximation of co8 [(w/2)t + (w/2)] is (w"/2")t" + o(t"*?) for enhanced at the shorter rise times. Figure 9 demonstrates the
evenn}. This way the latency data collected with ttfeand the typical response patterns of two types of neurons, as replot-
cog (t) rise function aligns along a single curve, and theed from Heil's (1997b) data. FigureA9shows a highly
latency data collected with th& and the co$(t) rise function non-monotonic neuron, whereas FigC Shows a more
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Experimental Model
A MGB - 4445/25 (2.5 kHz) B C=24 ,=7
160 - a— Cos* o 160 1
| 5 4
120 4 —— Cos*(1) 120
| — |
80 4 —_F 80
40 4 40 -
~—~ L . . .
) wq Fic. 8. First-spike latency measured using
E Y T T T T T T 0 cog (1), cod (1), t%, andt* rise functions from
g 001 1 100 1e+d 1e+6 1e+8 1e+10 001 1 100 1le+4 1e+6 1e+8 1e+10 a single unit of a cat medial geniculate body
g (MGB; A andB, simulated) and AIC andD,
& simulated). Latency data are plotted as a func-
=3 tion of the predicted invariant measure/D"
T:' C Al - 1314/9 (9 kHz) D C=37 =25 for the t" rise functions and7"P/2"D" for the
8 1704 a— Cos*() 170 - cos' (t) rise functions].
S : ]
130 4 Cos'() 130 A
. — ]
90 4 —_—F 90 4
50 « 50 4
10 r y r r . T 10 r T T T Y T
001 1 100 te+d le+B 1e+8 1e+10 001 1 100 1e+d Te+6 le+8 le+10

Invariant measure (Pa/ms")

monotonic neuron. The spike-count data are plotted asegperimental and simulated results. The correspondence is
function of plateau peak pressure and are organized alamgparent for curve shapes as well as for order of displace-
iso-rise-time curves. The model reproduces these phenoment of the iso-rise-time curves, although the displacement
ena over a wide range of degrees of monotonicity. Figure & the model curves along the abscissa are much larger than
B and D, demonstrates a good correspondence betwetiose of the neural curves.

Experimental Model
95-98/14 (5.5 kHz) C=109 5=6
A B
1 —a— 170 ms
40 - 40 - —%— 85ms
] —
30 4 30 4 42 ms
] —— 17 ms
20 1 20 + —4—8.5ms
10: 10 - *—4.2ms FIc. 9. Experimental vs. simulated spike-
@ count data. Iso-rise-time curves of spike counts
= ] are plotted as a function of amplitude level of a
'E 0 T v ' 0 T T 1 cosine-squared onset, for a non-monotonic
= 1e-5 0.001 0.1 10 1fe-5 0.001 0.1 10 neuron A, experimental B, simulated), and a
[\ monotonic neuron(, experimentalD, simu-
E C lated). Experimental data are replotted from
w - 95-95/04 (22 kHz) D - C=127156=3 —a—170ms Heil (1997b). Simulated data for both neurons
_52 30 30 were obtained using the same sets of parame-
‘B ) T —»— 85ms ters that were used to match their latency data
w2 1 17 ms (see Fig. 4).
20 4 20 -
| | —&—8.5ms
10 - 10 - ” 4.2 ms
O - L) L] 1 o
1e-5 0.001 0.1 10  1e-5 0.001 0.1 10

Plateau peak pressure (Pa)
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The monotonicity of the model can be controlled by changvere much shorter and included plateau-level durations of 2-5
ing the value of the two adjustable parameters, as alreattg. For the model to accurately reproduce the experimental
illustrated in Fig. 3. Increasing the dynamic range of the delagsponses to these very short bursts, we had to reduce the time
layer’s saturation and decreasing the membrane time constaoristant of the delay layer units from a range of 3-5 ms to a
increase the monotonicity of the neuron. The relation betwesange of 0.5-1 ms, since higher time constants oversmoothed
the degree of the saturation and the monotonicity of the neuritre envelope. The problem of using very short time constants
spike count is being formally proved iappenpix B. It is when modeling mammalian inferior colliculus neurons has also
noteworthy that raising the sigmoidal scaling factor of thbeen encountered in other modeling studies (Hewitt and Med-
saturation transformation both raises the threshold and tfis 1994).

creases the monotonicity of the neuron. This relation betwegé'rEch. Phillips and Burkard (1999) measured the latency

the t_hreslhold anoi rgo?o':jqnlcny af t_:]e ?eﬂroriézz.onsmst:ent WIh? the ICP in the awake chinchilla in response to cosine-
previously reported findings (Heil et al. ; Sutter an guared onsets of various rise times and amplitude levels.

Schreiner 1995). e
Heil (1997b) found an interesting relationship between t%Ithough Phillips and Burkard reported that there were strong

spike count and the latency of the response. This relation lin ém_larme_s between the Iat(_ency behawor_ 9f the IQP and that of
the dynamics of the onset and the number of spikes that foll&f&)/mc""I single cells, they did not use Heil's funct|on_al expres-
it. Heil demonstrated that plotting the spike count as afunctiéﬁon.(seeEq' 9 to ”?atCh the latency data accordlrjg to the
of the stimuli's peak pressure at the moment of first-spikBaXimum acceleration of the onset envelope. Figuré 12
generation brings the iso-rise-time curves to close congrueng@PWs that replotting the ICP latency data as a function of
The moment of first-spike generation is defined as the me&aximum acceleration of the_envelope brings the iso-rise-time
|atency (for the given rise time and p|ateau peak pressufé)rves to converge along a Slngle curve that can be fitted using
minus the minimal latency of the neuron (as defined by tHed. 6and by using the same value of the constant parameter
termL,,;, in Egs. 5and6). The congruence of the iso-rise-time(A;) that was used by Heil (1997a). FigureBl&hows that the
curves holds for both linear and cosine-squared onsets andrfirdel reproduces the ICP latency data.
both monotonic and non-monotonic neurons. Figure 10 dem-Barth and Burkard (1993) measured the latency of wave V
onstrates this phenomenon using the data of Heil (1997bj,brain stem auditory evoked responses (BAER) in response
Phillips (1998), and the original data reported here, and showeslinear shaped onsets. Although Barth and Burkard reported
that the model reproduces this phenomenon for variety setstight both the onset rise time and amplitude affect the response
model parameters. IppEnpix B We analyze this special rela-latency, they did not analyze the latency as a function of the
tionship between the latency and the spike count of the modglvelope rate of change. FigureQ&hows that replotting the
and of auditory cortical neurons. BAER latency as a function of the envelope rate brings the
iso-rise-time curves to close congruence. Using Heil's func-
Evaluation of the neural model: evoked auditory brain stemtional form €q. 9 and the same value of Heil's consta)(
responses to match this curve yields a moderate fit. The model latency
data is shown in Fig. 12.
br;rrles?e?‘lr:nryeg;ct;iemsci)g(;lJr%;?gtilga:?tﬂoaﬁjd;Jﬁ(g?g iggg?rQ(EéPONSE AMPLITUDE. The effect of onset rise time and am-
inferior colliculus potential (ICP) in the awake chinchilla (Phil-%II ud_e level on th ICP and.on wave V of BA'.ER response
lips and Burkard 1999) in response to sound bursts, was tes?é'&p“tucj? are _S|m|la_r to their effect on the spike count pf
by feeding the model with the amplitude envelope of th@onotonlc_ cortical s!ngle cel!s. The response .amphtude In-
stimuli and comparing the model output to the reported r&l€ased with ascending amplitude levels and with descending
sponses. The membrane potential of our modeled edge deteBfiet rise times. Figure 13 replots Phillips and Burkard's
neuron (Fig. E) was used as an estimate of the combindd999) ICP amplitude response (Fig. Aj3and Barth and
activity of a large population of brain stem neurons (GerstnBurkard's (1993) BAER wave V response amplitude (Fig.
1999b). The model activity was then differentiated to mimié3C); both are plotted as a function of the plateau peak level.
the analogue highpass filter (with a slope of 6 dB/oct) used Trhe simulated response amplitudes are presented in Fi® 13,
these experiments. and D, and are scaled in order to match the experimental
Figure 11A shows a typical measure of the inferior colliculugneasurements.
potential in response to a tone burst as replotted from Barth and
Burkard (1993). Figure 18 shows the differentiated mem- _ )
brane potential of the edge detector neuron of the model. THgsults of the psychoacoustic experiments
figure also illustrates the definitions of the latency and ampli- i ,
tude of the response. The two adjustable parameters that shapg!® results of the two experiments were analyzed using a
the model's response to amplitude transielsagd 7,) were Stepwise Iogls_t!c regression. Th'e depgndent variable was set to
adjusted to fit the latency and amplitude of the experimenta§ the probability of eliciting a discontinuous response, and the
responses. independent variables included the stimuli parameters used in
In contrast to the stimuli that were used in single-cell reéach experiment (as detailed in Tables 1 and 2, respectively).
cordings, whose total durations were 50—100 ms (Philligg addition, motivated by our model, we added to the two sets
1998) or 400 ms (Heil 1997a,b), the stimuli that were used f independent variables: the logarithm of the normalized rate
Barth and Burkard (1993) and by Phillips and Burkard (199%f change of the ramp peak pressure re the base peak pressure
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Experimental Model
- } C=109 5=6
Aq 95-98/14 (5.5 kHz) B . , 3 170 ms
40 40 4 ; —»— 85ms
J E —e— 42 ms
30 4 30 4 —+— 17 ms
- - —— 8.5ms
20 4 20 —a— 4.2 ms
10 4 10 4
- b ,
0 L) Ll 0 L) L)
1e-5 0.001 0.1 1e-5 0.001 0.1
C . 95-95/04 22 kHz) - linear D.  (=1275=3 —a—100ms
—»— 50 ms
30 30 4 —+— 10 ms
. 4 —k— 5 ms
—%— 1 ms
20 4 20 4
10 4 10
0 T T 0 T T
1e-5 0.001 0.1 1e-5 0.001 0.1
E 95-92/01 (33.8 kHz) F C=244 5,=3
% 20 1 207 _g—85ms Fic. 10. Experimental and simulated spike-
‘= ——42 ms count iso-rise-time curves are closely aligned
= 154 154 _—4—17ms when plotted as a function of stimulus peak pres-
8 8.5ms sure at 1st-spike generation. Experimental data of
£ 10 10 4 1'7 s Heil (1997a,b) A, C,andE) and of Phillips (1998)
; L m (G) are recorded from single units of the cat Al.
] Original data from a single unit of the cat MGB
= 54 5 4 are shown inl. Note that the modelg, D, F, H,
v%‘ andJ) reproduces this phenomenon over a broad
04 0 - range of parameters.
1e-5 0.001 0.1 1e-56 0.001 0.1
G 93K013.38 (0.8 kHz) H C=99 5=3
40 - 40 - —a—20 ms
’ ) —¥— 5 ms
30 -+ 30 4 1 ms
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10 4 10 4
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1e-5 0.001 0.1 1e-5 0.001 0.1
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A \ B

; 0.3 - | 0.3 + Fic. 11. A: a typical wave-V brain stem auditory
=2, ! Response ] evoked response (BAER) as response to a 60-dB nHL
e i Amplitude 1.25-ms rise-time noise burst replotted from Barth and
= 0.1 - ! } 0.1 4 Burkard (1993)B: a differentiated membrane poten-
g Y 4 //\M tial of the model edge detector neuron as a response to
B 0.1 4 ' 01 4 the same stimulus without the addition of noise. The
g ’ H ’ response latency is measured with respect to the peak
< 1 Latenc ' 1 of the BAER, and the response amplitude is measured

.03 <__._=L..>: —— 03 ——t————————+—— from the peak to the following trough, as illustrated

0 4 8 12 0 4 8 12 nA.

Time after stimulus onset (ms)

(this is the invariant measure for the stimuli used here, see n&xtaluation of the neural model: psychoacoustic data

section). . . .
) ) In the following section we will compare the model re-

EXPERIMENT 1. The regression results show that the variablg,onses with the results of three psychoacoustical experiments.
that accounts for most of the variance is the nor_mlallzed ratetlese experiments include the experiment reported above that
the ramp peak pressurl [ ,pzs)= 1,948.6P < 10 7. Other tested the perception of amplitude discontinuity: an experiment
significant variables are the duration of the chanBg, osn = that tested the effect of amplitude transients on auditory seg-
60.8,P < 10 ?; and the tone frequencyF; »236 = 32.5, regation (Bregman et al. 1994b); and a forward masking ex-
P<10 1. periment (Turner et al. 1994) that tested the effect of the probe
EXPERIMENT 2. The results of the second experiment alsgose time on the degree of masking. Although these experi-
found the normalized rate of peak pressure to be the variabtents investigate different auditory phenomena, we demon-
that accounts for most of the variand€[ge5) = 509.6,P < strate that by identifying the psychoacoustical measures with
10 *9). Other significant variables were the first plateau-anthe responses of the neural model to the amplitude transients
plitude level, F; go7) = 29.2,P < 10~ ]; the step amplitude presented in the experiments, the model is able to reasonably
[F(1,806y= 11.5,P < 0.0007] and the step duratioR| so5)= reproduce the psychoacoustical results.
11.07,P < 0.0009]. In two of these experiments (Bregman et al. 1994b and the

Mean results across all participants for the two experimerdggperiment reported here) the stimuli contained an amplitude
are plotted in Fig. 1A. As expected from the regressionramp rising above a pedestal. The invariant measure for these
analysis, it is evident that plotting the probability data as stimuli is not the rate of rise of the amplitude ramp per se, but
function of the rate of peak pressure causes the data to aligther the normalized rate of rise re the pede&tD", where

along a typical psychometric function. P* is the plateau peak pressure of the ramp normalized by the
Experimental Model
A ICP B C=16.3 7,=0.75
25 S 25 -
20 4 20 4 L ) )
Fic. 12. A: replotting inferior colliculus potential
15 15 (ICP) response latencies (Phillips and Burkard 1999) as
10 4 10 4 a function of maximum acceleration of cosine-squared
onsets yields a good alignment of the latency data along
5 J 5 4 a curve that can be fitted by Heil's (1997a) functional
o form (Eg. 6). Our fit for the experimental ICP data yields
£ 0 T T T T 0 T T T T S = 5.65 andL,,,;, = 3.46. The model reproduces these
< 1e-2 1e+0 1e+2 1eHd 1le+b 1e-2 1e+0 1e+2 1le+d 1le+b results B), with a fit of S = 5.97 andL,,;, = 1.18.C:
15 . 2 replotting wave-V latencies (Barth and Burkard 1993) as
5 Max. acceleration of peak pressure (Pa/s”) a function of the rate of linear onsets reveals good
= alignment along a curve that only moderately fits Heil's
- C D functional form Eq. 5 with S= 5.65 andL,,,;, = 6.43.
g BAER C=99 =2 The model matches the experimental resubs lfut is
@ 10 - 10 o 25ms better fitted by the functional fornS(= 6.17 and_,;, =
E . x 1.25ms 2.27). Note that both Barth and Burkard (1993) and
8 . 8 J e 05ms Phillips and Burkard (1999) used 0-ms rise time onsets.
+ 0.185ms To allow a valid calculation of the envelope maximum
" Curve Fit acceleration and rate of change for these stimuli, we
6 - 6 - replaced the zero rise time by a 0.185-ms value. This

1 1 value was found to best match the fitted curves for both
N 4l \\"'\..*wﬁ the ICP and the BAER latency data.
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Experimental Model
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ratio between the pedestal peak pressureRn@ee Fig. B). above a pedestal is identical to the response to the onset of a
Intuitively, this follows from the fact that the essential operasound with the same size in dB IRg and with the same shape.
tion of the model is differentiating the log-compressed amplNote that we arbitrarily set the value &, to 0 dB SPL for

tude envelope. Therefore the output of the receptive field (Fgimplicity sake. Using differer, values can be compensated
1D) is not changed by multiplying the input stimuli by aby adjusting the threshold value of the edge detector ne&gpn.
constant factor. In consequence, the response to a ramp risiatye is significant only when fitting the model responses with

Experimental Model
A B C=6.8 =3

B 17-%-18dB Noise & 1, —=—24aB
&=  {--a—-12dB Noise E { ——18dB
.50-8- —a—24 dB s 084 —a—12dB
S 6]t 2 06] —— 6B
£9°%1—a—12dB 87
& 1—— 6dB Q04 FIG. 14. A:mean results across all participants
o 0.4 1 ‘g . ' for experiment 1(solid lines) andexperiment 2
< 0.2 ] € 02 (dashed lines). The probability for the amplitude
8 <7 % <] ramp to be perceived as a discontinuous change is
& 0 ] é 0 - plotted as a function of the normalized rate of the
(=] e ' ! v ' ramp peak pressure re the pedestal (see text). This

1e-7 1e-6 1e-5 te-4 le-7 1e-6 1e-5 1e-4  produces a good congruence of the data along a

D typical psychometric curve. A plot of the simula-
C=1.7 =9 tion results B) shows a good fit with the psy-

?_’ 4 A Bregman, 1994 = 4 4 choacoustic dataC: a replot of the discrimination
8 o score from Bregman et al. (1994b) as a function
@ | = of the normalized rate of change of the incre-
S 3. ® 3 mented partials. The model matches the data only
.g b7 moderately D).
] 1 %
R 5 —&—6dB a 2 —a—6dB
E ——3dB €] —%—3dB
5 —a—1dB 2 ——1dB
@
8 1 . . . Ry . . .

1e-8 1e-7 1e-6 1e-5 1e-8 1e-7 1e-6 1e-5

Rate of peak pressure re. pedestal (Pa/s)
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the responses of a specific neuron to both the onset of a soGRGFCT OF AMPLITUDE = TRANSIENTS =~ ON  RELEASE ~ FROM
and to a ramp rising above a pedestal. In these dasemy be FORWARD MASKING. In forward masking, the masker (which

adjusted to best fit the neural responses to both types of stim@fin be a tone or a noise burst) masks a target tone that appears
just after the masker ends. The degree of masking depends on

PERCEPTION OF AMPLITUDE DISCONTINUITY. TO compare our many factors such as masker level, bandwidth, duration, and
psychophysical results and the model predictions, a functiontie inter-stimulus interval. Turner et al. (1994) studied the
the neural response compatible with the dichotic nature of thffect of the target tone rise time and duration on forward
psychophysical responses is required. As mentioned earlier, thasking levels. They used two types of target tones, one with
modeled neurons have low spontaneous activity, and theitotal duration of 25 ms including 2-ms cosine-squared rise/
responses to sound bursts consist of a short burst of 1-3 spikat.ramps, and the second with a total duration of 22 ms
Therefore it seemed plausible to define a response to a stimuiv@uding 10-ms cosine-squared rise/fall ramps. Growth of
as one or more spikes, and to identify the probability ahasking (GOM) functions were measured using noise maskers
response as the probability that a participant would reportaalevels of 10-90 dB SPL. Their results show that targets with
discontinuous amplitude change in the psychophysical expé@-ms rise time were masked more than targets of 2-ms rise

iment. This measure did in fact yield a good match between tH@e. In addition, Turner et al. showed that in contrast with the
simulated (Fig. 1B) and the experimental results. psychoacoustical results, there was no significant effect of the

target rise time on the amount of masking that was measured in

EFFECT OF AMPLITUDE TRANSIENTS ON AUDITORY SEGREGATION. Sing|e auditory_nerve fibers of the chinchilla. This suggests
One of the few studies that tested the effect of both the duratigat, although some forward masking effects are apparent at the
and magnitude of amplitude changes on auditory segregatienel of the auditory periphery, the effect of target rise time
tasks has been reported in Bregman et al. (1994b). Themy involve higher auditory centers.
presented a 3.5-s long complex tone consisting of five harmon-To put these results in the context of our model, we inter-
ics of 500 Hz. The amplitudes of an adjacent pair of the thrggeted the forward masking paradigm as a method of assessing
middle frequencies (1,000, 1,500, and 2,000 Hz) were incriée strength of response produced by the target tone; the higher
mented in succession in random order. A sufficiently largbe response produced by the target, the louder the masker that
amplitude increment caused the partials to be segregated frignieeded to mask it. Therefore we interpreted the minimal
the complex tone, and to be perceived as separate tones.Masker level needed to mask a target tone as a measure of the
measure the degree of segregation, the participants had@gPonse produced by the target. This measure is being com-
judge whether the perceived pitch pattern, caused by the segred with the strength of response produced by the neural
regated partials, went up or down. Three levels of incremeriidel as response to the target tone alone. Figukeréplots
were used (1, 3, and 6 dB) and six increment durations (30, 90e masker level as a function of the target level for the two
270, 730, 910, and 970), resulting in a total of 18 experimenta$e-time targets as calculated from the data of Turner et al.
conditions. The overall amplitude level of the complex tone ihigure 18 demonstrates that these results are reproduced by
its steady state was 65 dB SPL. Bregman et al. reported tH& spiking responses of the edge detector neuron in the model.
both the amplitude increment level and the increment duratih addition, the data of Turner et al. remarkably resemble the
had a significant effect on the participants’ performanctCP amplitude data of Phillips and Burkard (1999). Figur€15
Longer increment duration resulted in poorer discriminatidigplots Phillips and Burkard’s (1999) ICP responses at com-
performance, while larger increment levels led to better digarable parameter values, and the corresponding model re-
crimination. These results suggest that the gradient of thgonses (as already shown in Fig. 13) are plotted in Fi. 15
increment had a dominant effect on discrimination perfothus the psychophysical data of Turner et al. can also be
mance. However, Bregman et al. did not include the gradientigterpreted by this version of the model.
the increment in their statistical analysis, and therefore it is
impossible to determine the exact influence of the amplitudg s, ssion
gradient of a tone on the ability to segregate it from a mixture
of tones. When the results of Bregman et al. are replotted as dn the present study we describe a neural model for auditory
function of the normalized rate of peak pressure of the amplemporal edge detection. The core of the model is in the
tude increment, the data fall along a single curve (Figc)14 formation of an auditory delay dimension. Sensitivity to am-

Since Bregman et al. used a continuous measure rangplijude edges is achieved by differentiating the stimulus along
from O to 5, we used the spike count of the model as tliis dimension. We demonstrate the ability of the model to
simulated measure while using a linear transformation of theproduce both the latency and magnitude of responses to
spike count data that resulted in the best fit to the psychoacossund bursts, as recorded from single units of the cat primary
tical results. Figure 14 shows that the model's ability to auditory cortex and posterior field (Heil 1997a,b; Heil and
approximate the experimental results of Bregman et al. is orllyine 1996; Phillips 1988, 1998), inferior colliculus potential
moderate. Formally, the model responses do not align orofawake chinchilla (Phillips and Burkard 1999), and wave V
single curve because of the use of extremely shallow rampsoihhuman brain stem—evoked response (Barth and Burkard
this experiment (see Fig. B1 and the accompanying discussit#93). Moreover, we predict the response of cortical neurons to
in APPENDIX B). Interestingly, the experimental data of Bregmara general family of sound bursts whose onset envelope is a
et al. (1994b) are in fact invariant with respect to the normgbower function or the exponent of a power function. We
ized rate of rise of the ramp, implying that the rate of rise is treiccessfully verified these predictions for several of these
behaviorally relevant variable even under these extreme catimuli by recording from single units of the cat primary
ditions. auditory cortex and MGB.
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Experimental Model
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In addition, we tested the ability of the model to matckatency of single and multiple neurons from the inferior col-
psychoacoustical findings for the sensitivity of human percelpeulus (IC) of unanesthetized mustached bats as a response to
tion to amplitude transients. Our results show that the modeltane bursts. They found that the latency (ranging from 4 to 12
capable of reproducing psychoacoustical results for the effens) is topographically organized orthogonally to the tonotopic
of amplitude gradient on auditory segregation (Bregman et akganization of the IC, forming a frequency versus latency
1994b); the effect of amplitude gradient on the ability tonap. Similar organization of onset latencies in the cat IC was
release a tone from a forward masker (Turner et al. 1994); arepported by Schreiner and Langner (1988b). They reported that
the effect of amplitude gradient on the perception of the arthe latency of response to CF tones at 60 dB above threshold
plitude transient itself as measured in the experiments repor{eahging from 5 to 18 ms) systematically varied across a given
here. The behavior of the model stems from its general opérequency band lamina. Both the range of values and the
ational principles and does not depend on the exact impleméopographic organization of the latency in the bat and in the cat
tation or parameters of any of its components. This importai@ are consistent with the model’s delay layer. However, more
property of the model is established by a mathematical analysésearch is needed to establish a direct link between these
of the model’s operation. findings and the proposed model. Some organization of mini-

Although the model usually follows the experimental datmal latency along the isofrequency contours is also present in
very accurately, there is one prominent systematic deviationazt auditory cortex (Mendelson et al. 1997), possibly reflecting
the simulated results from the experimental results. This dewi-similar map in the cat IC.
ation occurs at relatively long rise times at near threshold levelsThe main contribution of the proposed model lies in its
of plateau peak pressure. In these conditions the model spéslity to reproduce diverse physiological and psychophysical
count and latency are smaller than the experimental ones (fiadings on the sensitivity of the auditory system to amplitude
Figs. 4 and 9 for latency and spike-count data, respectivelyfansients, especially since currently there is no theoretical
This deviation causes Heil’s fit for the latency data to produéeamework to which these experimental phenomena can be
higherSvalues for the simulated data than for the experimentassociated. The motivation for our study stems from the con-
data. However, the underestimation of both latency and spijeeture that auditory transients could supply important cues for
count in the simulated responses preserves the special latertbypperceptual task of auditory source separation. The problem
spike count relationships, in line with the experimental datsf sensory source separation is an extremely difficult one,
(Fig. 10). The same effect causes the fit of the model to the detpecially when the input contains information that originates
of Bregman et al. (1994b) to be rather poor. from an unknown number of semsory sources of unknown type

While all the elements of the model are simple and biologind location. Since the solution space for almost any given
ically plausible, the use of an auditory delay layer currentiyput is infinite, some assumptions regarding the nature of the
lacks definite physiological or anatomical evidence. Howevenput need to be made. One basic assumption that is believed
there is some evidence that may validate the use of suchtarbe used by the visual system is that the brightness gradient
auditory delay layer. Hattori and Suga (1997) measured théthin an object cannot be too large. This implies that when-
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ever a sudden brightness change (visual edge) is observed, jirimary role in neural auditory processing in general and in

interpreted as a border between adjacent objects. The existesnagitory source separation in particular.

of neurons in the visual system that are sensitive to brightness

edges supports the conjecture that the visual system uses la¢gabenDIX A

gr?ﬂgnbigﬁgftéiglﬁpﬁhgp ;n;[)erir grriegggs\tlrl:iunatlls Img?er:au ce th rﬁc-)rdheif section lists the mathematical equations and parameters of the

solution space for the source separation problem led us to make ™

two assumptions that underlie the work presented here. Fir,

we assume that the local gradient constraint can be applie

the perception process of acoustic signals. Second, we assunTée amplitude envelopé(t), of the input stimulus is logarithmi-

that local gradients of acoustic properties can be computeally compressed and low-pass filtered. When expressed in dB SPL

using neural circuitry that is similar to the one that is used t#its, the neural representation is

compute local gradients of visual properties in sub-cortical .

visual centers. These assumptions lead to two expectations. N(b) :32 f E()(t — )& 9k (A1)
First, we would expect to find units of the auditory system 1)y

that are sensitive to the gradient of the stimulus amplitud\ﬁh re

Indeed, as reviewed earlier, examination of the responses orcn

many cortical and sub-cortical neurons to amplitude transients

suggests that the neural response is sensitive to the derivarﬁ\?éay layer

of the stimulus intensity over time and therefore their responseThe operation of each unid(t, n;) of the delay layer on its input,

may be interpreted as reflecting a temporal edge detectisft) is given by

{ .
gural representation

is setto 1 ms.

computation. 1
Second, we would expect to find that amplitude gradients utt, m) :lz J NGOt — X)e 9y (A2)
affect auditory perception in general and auditory source seg- mJ,

regation phenomena in particular. Although many studies de‘Qn_our simulations we used 10 units with) values equally spaced

onstrate the importance of amplitude transients to speech o ,
telligibility (Drullman et al. 1994a,b; Shannon et al. 1995) an ”t\évvsi?‘g ii;&%iga?qt?égsr}gr%lgﬁg; of the units is saturated using the

to the segregation process of a sinusoidal component from a )
background of other sinusoidal tones (Bregman et al. 1994a), Ot, m) = Frad2[1 + & 2] — 1} (A3)
the importance of the amphtude gradient cannot be d'rew}lerel:max is set to 225 spikes/s ar@lis a scaling parameter that is
deduced from these observations. Only few psychophysi¢akq to adjust the degree of the spike-count monotonicity.
studies (Bregman et al. 1994b; Turner et al. 1994) have ex-

pI|C|tI_y mampulated' both the duratlon' an.d the size qf thﬁeceptive field and edge detection neuron

amplitude change simultaneously, making it possible to isolate _ _
the effect of the amplitude gradient on auditory perception. AsThe delay layer units are connected to a single neuron. The neu-
we have demonstrated earlier, the results of these studies "ares inputl(t) is given by

consistent with the assumption that auditory perception is =S wilt Al
sensitive to the gradient of amplitude transients and that a © E . =) (A4)

larger gradient enables easier separation of auditory compo-
nents. where W, = {0.0285, 0.1637, 0.5240, 0.8547, 0.469+0.4697,

An alternative explanation for th hvsiological an —70.8547,—0.5240,—0.1637,—0.0285}. The neuron.is modeled as a
alternative explanation for these physiological and psg ple leaky integrator with a voltage threshold,(with an absolute

choacoustical phenomena is that they reflect the sensitivity . . abs \ ;

- efractoriness period®”*= 1 ms, and a refractoriness function
the auditory system to the frequency splatter that may be
caused by an amplitude transient, rather then by the transient o(t) = —Te NGt — 59 — K16~ 1) (A5)
per se. However, this explanation is rendered implausible b h a constank — . A = 1.5 ms and wher&( is the positive ste
many experlments that demonstrate the effect of amplitu ction (Gerstner 19199a). The membrane F?((Jt)eM(a) o?the neuror?
transients using broad-band noise bursts (e.g., Barth 30¢; en by
Burkard 1993; Phillips and Burkard 1999; Turner et al. 1994,
and the psychoacoustical experiments reported here). 1 [

These physiological and psychophysical findings support M® = f [00 + €01t —xe =dx+ D, @t—f) (AB)
our assumption that the local gradient constraint may be ap- 0 fith ol
plied to the perception process of acoustic signals. ThesRgere §,, ..., f} are the set of firing times of the neuron, the
observations, and the assumption regarding the possible simémbrane time constant is a parameter and(x) is a random
larity between neural mechanisms that perform visual agdussian noise with a zero mean and a standard deviatier0.2T.
auditory edge calculations, led us to suggest the proposed
model whose underlying principles are inspired by classicabrENDIX B
models for visual edge detection neurons.

The ability of the model to account for numerous dispara
experimental findings suggests that the sensitivity of the audiqn the following we derive approximate expressions for the oper-
tory system to amplitude transients is a realization of auditogyion of each of the model components on its input, as annotated in
temporal edge calculation, and that this computation hasFig. 1. These expressions will be used throughout the appendix for

fpproximate expressions for the model components
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analyzing some properties of the model. In our analysis we assufiitee operation of the receptive filed is approximated by the negative of
that the amplitude envelope of the input stimulus onEé), can be the first-order derivative ob(t, ,) with respect tor, at the neigh
approximated by a power function borhood of some fixed value af,. For the analytical treatment, the
sigmoidal saturation following the delay layer will be neglected (the
effects of saturation will be analyzed below). The degree of non-
monotonicity of the model depends on this transformation. Thus, only

) ~monotonic neurons will be further analyzed using these approxima-
wheren > 0, P denotes the plateau peak pressure in Pascal units afhs. Using these assumptions, it follows that

D denotes the onset rise time in milliseconds. For now the analysis B
will be restricted tat = D. The implications of this restriction for the R() = dtm) _A [1 i (l)n]tze*‘“z B7)
analysis of the first-spike latency phenomena have been discussed in dr, o P, \D

RESULTS and the implications for the analysis of the spike-count ) ) .
phenomena will be discussed in the following. The neural represeﬂ]e membrane potential of the edge detector neuron is therefore given

tation of the auditory input is achieved by low-pass filtering of thBY
= i ' E x\" ~Xta(+ _ N\ (X3
M(t) qu_gj;) In |:1 + PO <D> :|Xze (t X)e (0)'

E(t) = P(é) forO=t=D (B1)

stimulus envelope in dB SPL units

A |t P /x\" ey
ND=— [ In|1+=|=] [t—xe ¥ mdx (B2)
™, Py \D
can assume that, = 73 and by using the same kind of approximation
whereA = 20/In (10) andP, = 2e — 5 Pa. The form of the argument L*sed inEq. B4we get3the foilowing simplification

to the log transformation eases the analysis for near-zero values o

and has negligible effect far> 0. A P/t\"],_
M(t) =——In|1+ E B t“e Urs (B8)
0

Given the realistic biological values fat, and 75 time constants we

The convolution integrals appearing at three levels of the model 1223
(neural representation, delay layer, and edge detector neuron) do not
have closed analytical form. In the following, these integrals afd(t) will be used to investigate the dependence of the first-spike
approximated as follows latency and spike count of the model on the paramefrb(andn)
of the input stimulus.
To justify the approximation described Bq. B3,we defineG(t)

1t ‘ 1 ‘ )
= f FOO(t — x)e ™ dx = 2F0O f (t — x)e"dx (B3) andG(t) as follows
0 0

2
is in all three cases, and wheris small enough so thd(x) varies T Jo
slowly on an interval comparable taaround time. These claims will

1|t ~ 1 t
This approximation is valid wheR(x) is monotonic increasing, as it G(t) = *J FO)(t — x)e dx = G(t) = e F(t)j (t—xe dx (B9)
0

be proved at the end of this section. where
Using this approximation for the neural representation gives rise to P /x\"
the following expression FO) =Aln [1 e <5> ]
0
" [ and investigate the relative errds(t) — G(t)]/G(t). Since
N =2 [1 P (1) ] f R g ® - GOYSEH
TI Py \D o
P/t ¢ G(t) - G(t) = f [F(t) — FO)I(t — x)e”"dx
=Aln [1+—<7> ][1—@”’1(“—)] (B4) 0
Py \D T
t
The output of each unit of the delay layer is given by +J [F(t) — FOOIt — e ¥ dx 0=ty=t

to

and sincet(— x)e"“ " = 0 for 0 = x = t, andF() is positive and

1 t
I _ —(t=X)/mp,
Ut 72 ng NGI(t = xje o monotonically ascending, it holds that

0

substituting the approximation ®(x) according toEq. B4yields &) — Gt = [F(ty) — F(0)] f o (t — x)e~
0

Ut ) = f‘ In [1 WP (5” [1 - e’”“(l + 5)]@ — x)e~ Mgy
A Py \D T ' .-
2/, 0 1 + [F(t) — F(to)]f (t —x)e “dx

which is approximated by d theref w
and therefore

Uit = Al |:l+ P <t>n]{l— 7U72|:T§(727371)+T T2 ] ~
(t, 7)) =Aln D e P P— G ~ GO _ Lt 1) = 1-Et-t) [@} 1— 2E(t — to) + E(t)
2t — 3 G(t) 1-E®t) F(t) 1-E®)
_yn| TI\TL — OT2 1
te [ [ i — 71)2]} (B9 whereE(t) = e*Vf<1 4 %)

Biological constraints require thag > v, = 1 ms. In this cas&q. B5

can be further simplified to Itis easy to see that for a fixed valuetpthere isty such that (to, t) =

L(to, t) for every O= t, < t. Although we are unable to show a closed
P /t\" analytic form fort,, there are some observations that can be made
U(t, ) = Aln [1 +— (—) ][1 - e"“?(l + —)]

G (B6) regardingL(t,, t). If F(X) is a constant function such thiagt,)/F(t) =
0

T2
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1 for everyt, < tthent, = 0 andL(f,, t) = 0. Given the functiorF(x)
that is being used ilkq. B9,it holds that

F(to)

lim——=1 foreveryO<t,<t=D=lim L(t,,t) =0
P—= F(t) P

and
lim I:(tO)=1 forevery 0<t,<t=D=Iim L(t,,t) =0
-0 F(t) 0 o 0

On the other hand, ligy,, F(to)/F(t) and limy_.. F(t)/F(t) for every

0 <t, <t = D depend on the exact form &f In the special case that

D — « or r — 0, thenty/t, t/1 — =, and it holds that

F(to)
F()

lim Lt,t)=1— St=t> lim Li,t =0
to/7 T tolmr—e

and whenD — 0 or 7 — o, thenty/r, t/7 — 0, and it holds that

im Ly @Y @27 2F)
to/7,tI7—0 a

t
wherea = —
a F(t) to

which is always positive.

2321

Z(D) is the time-to-peak of the membrane potential. It will be shown
below that

IDirrl Z(D) = (4+ n)7y (B10)

From the definition oZ(D) it holds that
Ig”ll t*(D) = gﬂl Z(D) = (4+ n)7y
To proveEq. B10,we solve the following equation
lim d M(t) = 0= lim {rgnit"+3 +D"In [1 + P (i)n](%ﬁ - t“)} =0
b= it ) Py Py \D
Dividing both sides of the equation iy yields

t=0

P n+3| P n+4 _
o UAnn T Al - ot =0 Ty

The non-trivial solution of the equation prové&s. B10.Note that
these are asymptotic results; numerical analysisl@f demonstrates
that for finite values oD, the derivative ot*(D) with respect tdD is

not proportional to{ﬂ@, in agreement with the experimental findings

These observations show that the quality of the fit becomes bet@érHeil and Irvine (1996) and of Phillips (1998).

as P and D becomes bigger and and = becomes smaller. For

example, ifF(t) varies slowly enough such th&(7)/F(t) > 0.95 for
T <t= D then

G(t) — G(t)

= =0.157 fort > 47,
G(t)

n=1

Proof for the effect of the saturation on the monotonicity of
the model

To ease the analysis we consider the monotonicity of the pre-
synaptic input of the edge detector neur&(t) (Fig. 3,D andE),

instead of the monotonicity of the neuron membrane potential,
Proof for the compressive nature of the model’s latency as M(t) (Fig. 3, F andG). We show that for small enough value ©f
function of the rise time the total current that is being injected to the edge detector neuron
is a decreasing function ¥, i.e., d/P [§ R(t)dt < 0. Assuming

As illustrated in Fig. &, it is assumed that the edge detector neurohat the derivatives ofU(t, ,) with respect toP and 7, are
starts firing when its membrane potential hits a fixed threshold levebntinuous, it holds that

T. Thus the time of the first spiké*, satisfies the condition(t*) =

T, whereM(x) is the edge detector membrane potential approximated § (= d (-d . © @ [1— eltmic
by Eq. B8.To prove the compressive nature D), we will show 5 ROdt= -5 dsz(L T)dt = — dPdr, [m]dt
that limp_, (d/dD)t*(D) = o« and lim_.t*(D) < «. Since 0 0 0

B11
limp_,t*(D) = 0 andt*(D) > 0 for everyD, the compressive nature (B11)

of t*(D) is proven.
To prove that lim_, (d/dD)t* (D) = oo, we will differentiate both
sides of the following approximation with respecto

Using the derivative chain rule we can further simpligg. B11

& [ mom= [ (5 v
dP ) ,  \dPdr,
2e Vi 1—gue
Ci1+ e Yoy (C Y ﬁ) (B12)

Note that for simplifyingH we used the approximation fdi(t, 7.)

i[M(t*)]zi A In 1+E<E>n rag T —iT*O
dD ~dD | 127 p. \D =T =

To extract the following expression for (dt*

where H=

it* - e — 1" 3 (Eq. B, which justifies the following approximation
dD P t*
EO{[Tan + 4rg(th) — trg(t")] + ﬁ(% - t*)} ( d U>< d U) _ ( & U)U
5 dpP dr, )/ \dPdr,
here g(t*) = ﬂ
W g At“e¥=  Since—d?U/dPdr, is positive and bounded for8 t < o, U does not

depend orCC, limq_o H(U) = 0, and lim_.. H({U) = 0 we can use the
following approximation

1
(t*) _ 471n = d2uU u d?U
e © Hat =
= dPdr, dPdr,
1 0 0
Aty — t*] + O (47 — t*)}

Since lim_yt*(D) = 0 and lim._,g(t*) = <o it holds that

Hdt such thatU(t;) = kC

lim —t* = lim
pr—o dD pr—0 P {[ 73N N
Po LLo(t*)

In order to prove that ligL.. t*(D) < oo the following function is
defined

where the degree of approximation is determined by the parateter
independently ofC. By using small enough value & and therefore
small enough value df;, we can use the approximations

tn+2 and E U(t) ~ (n + 2)(AP)ll(n+2)
dt T (273p,DN)YV2

Z(D)=1 suchthat M) = rpj(}x{M(t)} Ut) = y -2l

2r2P,D"
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to transformEq. B12as follows A
95-98/14
o dPU(t) 2 [u 45+ —8—90dB
~ 4rd HU®Idt = —— | U®HU()]dt 1 —»—80 dB
. Pdr, Pz J, 354 ——70dB
] —+—604dB
° 1U(n+2) d K 1Un+2) 254 —-)l—ig gg
_ n+ et _ n+
=g | UMPOHU®]  Udi=g | U*"2HU)U  (B13) ] 40ds
0 0 154 20 dB
| —e—10dB
where
w 51 c b ‘ 1
22RO g 1™ !
g = B e A AR N2 - ™ T T T T T
Pr,(n + 2)(AP)M"? ; 1e-3 101 le+1) 1e+3 le+5 1te+7
Since a Max. acceleration
= 2
£ 1638 (Pa/s?)
HU) >0 0<U<u, Uy=1.54C F+
l
HU)<0 u<U ‘B 454 1.075 —8-—90dB
7] | =80 dB
"
and 35- i "t
] H —h—50 dB
U *© 251 Iy —¥—40 dB
H(U)dU + H(U)du =0 J —e—30 dB
0 w 154 =20 dB
] —9—=10d8
and sinceU®*2 is monotonically increasing, it holds that 54
{1 o
d * kC * '5 T L)
gp | Rbdt=g UMMPHU)dU =g | UY™PH(U)dU <0 (B14) 1e-5 1e-3 1e-1
0 ° 0 Peak pressure at first-spike

Analysis of the spike count as a function of the input generation (Pa)
parameters Fic. B1. Spike-count data from Heil (1997b) replotted as a function of
maximum acceleration of peak pressui¢ &nd as a function of stimulus level

Two assumptions are made to analyze the model predictions agthe time of 1st-spike generatioB)( Note that the data are organized along

garding spike counts, as illustrated in Figs .Jirst, it is assumed that iso-plateau-level curves and not along iso-rise-time curves. This figure dem-

the neuron fires as long as its membrane potential is above the figagtrates that the spike-count data for stimuli above 20 dB SPL converge along

threshold level. Second, it is assumed that the firing rate is Iineagg'”g'e curve also when presented as a function of maximum accelestion (

proportional to the level of the membrane potential above the thresti:e MOre details inPPENDIX B.

old. Formally, letM(t) denote the membrane potential of the edg . . .
detector neuron and denote the fixed threshold level, then the totafleatency is a decreasing functionffand therefore the dependence of the

: o spike counts o?/D" can be transformed into a dependence of the spike
spike countSP, D, n) is given by counts on the stimulus peak pressure at first-spike latency. To explain
L why the spike counts are still approximate functions of the stimulus peak
SP,D,n) = f [M(t) — Tldt where M(L) =M(L,) =T (B15) pressure at first-spike latency even when the approximations fail, note
L that the most obvious departures from the approximations occur Rihen
. L . . . is small. At these lower levels, the spike counts are no longer functions
This approach to approximating the spike counts is valid only for o ppn_ At these lower levels, the values D" can vary over order of
D, since the expression fdvl(t) (Eq. B is valid only fort < D agniydes. For example, whan= 2 andD covers a range of 4.2:170,
(where D denotes the onset rise time). Thereforelif > D, the ppn\would cover, for the sam@, a range of 1:1,638 (see Fig. &L On
approximation of the spike counts is invalid. These limitations restrigla oiner hand, the sound peak pressure at the time of first-spike gener-
further analysis to onsets of sufficiently long duration and large stego varies much less with (for example, in Fig. BB it covers a range
size. , . . of only 1:1.075). Thus plotting spike counts as a function of the sound
Under these assumptions, the spike count of the model in respopsgy pressure at the time of first-spike generation causes the spike-count
to a power-function onset is a function®fD", sincel, L,, andM(t)  cyrves to better overlap also at these lower valug(efg. P < 20, thick

are all functions oP/D". . n . . lines in Fig. BB), but is not an essential feature of the model.
The dependence of the spike count BD" is consistent with

experimental (see Fig. B and simulated findings. In particular, .
since the proof for this relationship is based on the approximationM- Furst helped collect the psychoacoustical data. L. Ahdut, N. Ulanovsky,

described irEq. B3,it is expected that the relationship would not hold"d G- Jacobson helped collect the electrophysiological data. We thank P. Heil
. Qr helpful comments on an earlier version of this manuscript.

for parameter _Values that ylelq poor approxmatlons._ For examp This research was supported by a grant from the Human Frontiers Science
low P values yield poor approximation for these equations and respl,rogram.
in spike count that seems to be uncorrelated With" (e.g.,P = 20 Present address of A. Fishbach: Dept. of Biomedical Engineering, Johns
dB, thick lines in Fig. BR). This fact is the main reason for the fa”ureHopkins University, 505 Traylor Bldg., 720 Rutland Ave., Baltimore, MD
of the model to fit the data of Bregman et al. (1994b, see Fig. 14)21205.

However, the above analysis does not explain the experimental and
simulated relationship between the spike count and the stimulus pressure
at the moment of first-spike generation. For the parameter rangeé?FFERENCES
which the approximations hold, the first-spike latency is a monotonGmon-Snir H anp SEGEv |. Signal delay and input synchronization in passive
decreasing function oP/D", the stimulus peak pressure at first-spike dendritic structureJ Neurophysiol70: 2066—2085, 1993.
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