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Fishbach, Alon, Yehezkel Yeshurun, and Israel Nelken. Neural
model for physiological responses to frequency and amplitude tran-
sitions uncovers topographical order in the auditory cortex. J Neuro-
physiol 90: 3663–3678, 2003. First published August 27, 2003;
10.1152/jn.00654.2003. We characterize primary auditory cortex (AI)
units using a neural model for the detection of frequency and ampli-
tude transitions. The model is a generalization of a model for the
detection of amplitude transition. A set of neurons, tuned in the
spectrotemporal domain, is created by means of neural delays and
frequency filtering. The sensitivity of the model to frequency and
amplitude transitions is achieved by applying a 2-dimensional rotat-
able receptive field to the set of spectrotemporally tuned neurons. We
evaluated the model using data recorded in AI of anesthetized ferrets.
We show that the model is able to fit the responses of AI units to
variety of stimuli, including single tones, delayed 2-tone stimuli and
various frequency-modulated tones, using only a small number of
parameters. Furthermore, we show that the topographical order in
maps of the model parameters is higher than in maps created from
response indices extracted directly from the responses to any single
stimulus. These results suggest a possible ordered organization of a
simple rotatable spectrotemporal receptive field in the mammalian AI.

I N T R O D U C T I O N

Fast frequency and amplitude transitions are important features
of the auditory input, and many studies have demonstrated the
sensitivity of the auditory system to these transients (e.g., for
amplitude transitions: Eggermont 1993; Kitzes et al. 1978; Phil-
lips 1988; Rees and Møller 1983; Schreiner and Langner 1988a;
Suga 1971; and for frequency transitions: Heil et al. 1992a–c;
Kowalski et al. 1995; Mendelson et al. 1993; Nelken and Versnel
2000; Phillips et al. 1985; Schreiner and Mendelson 1990;
Shamma et al. 1993; Tian and Rauschecker 1994, 1998).

Many physiological studies suggest that both the timing and the
strength of neural responses for amplitude and frequency changes
are correlated with the dynamics of the physical change (Barth
and Burkard 1993; Heil 1997a,b; Heil and Irvine 1996, 1997,
1998a,b; Nelken and Versnel 2000; Phillips 1988, 1998; Phillips
and Burkard 1999; Phillips et al. 1995). These results led us
recently to propose a neural model for the detection of amplitude
transients. The basic operation of this model is the calculation of
the smoothed time derivative of the log-compressed envelope of
the stimulus (Fishbach et al. 2001). In that model, a standard

neural representation of the auditory input is being progressively
delayed by a sequence of neurons that form a “delay layer.” The
time-derivative computation is implemented as a weighted sum of
the activity along the delay layer, with weights that form an ON-OFF

receptive field. In that study we have shown that the model is able
to reproduce and predict physiological responses to amplitude
transients collected at multiple levels of the auditory pathways
using a variety of experimental procedures. In addition, we have
demonstrated the ability of the model to reproduce the effect of
amplitude transients on several psychoacoustical phenomena.

To account for neural responses to frequency transitions we
add, in the present work, a spectral dimension to the temporal
delay layer by forming an array of neurons, which differ in
their best frequencies and temporal delays. The sensitivity of
the model to frequency and amplitude transitions is achieved
by applying a 2-dimensional receptive field to the spectrotem-
porally tuned neurons. The receptive field, which in its basic
form is a separable function of a Gaussian in the spectral
dimension and a 1st-order derivative of a Gaussian in the
temporal dimension, can be rotated in the spectrotemporal
plane. We compare the model responses to published responses
of primary auditory cortex (AI) units to a variety of stimuli
such as tone bursts, 2-tone complexes, and linear and expo-
nential FM sweeps. Our results suggest that the model is able
to fit the responses of AI units to these stimuli, adjusting only
4 parameters for each unit. Moreover, we demonstrate that the
model parameters have a more ordered topographical organi-
zation than the standard parameters that are extracted from
responses of the units to a single class of stimuli.

These results, along with the topographical order that is
being revealed by the 4 parameters of the model, suggest that
a simple well-ordered rotatable spectrotemporal receptive field
(STRF) may capture some fundamental aspects of the compu-
tation performed by neurons in the mammalian AI.

M E T H O D S

Neural model principles

The model is a generalization of a model for the detection of
amplitude transitions, which is described in detail elsewhere (Fish-
bach et al. 2001). In short, the basic operation of that model is the
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calculation of the first-order time derivative of the log-compressed
envelope of the stimulus. To be able to compute the time derivative,
we hypothesize the existence of a temporal delay dimension, along
which the stimulus is progressively delayed. We construct the delay
dimension using a layer of neurons with ascending membrane time
constants (�m); each neuron is modeled by a standard version of the
integrate-and-fire model (I&F). Our I&F makes use of a kernel func-
tion in the form

K�x� �
1

�m
2 xe�x/�m x � 0 (1)

where x represents the time elapsed since the occurrence of a synaptic
input. The kernel function, when convolved with the neuron’s pre-
synaptic input, determines its postsynaptic potential (Gerstner 1999a).
Higher membrane time-constant values induce greater delay in the
neuron’s response (Agmon-Snir and Segev 1993). The output of the
delay layer neurons converges to a single output neuron by a set of
connections with various efficacies that reflects a receptive field of a
Gaussian derivative. This combination of excitatory and inhibitory
connections embodies the operation of time-derivative computation.

In the current model, we add a spectral dimension to the temporal
delay layer by forming an array of neurons, which differ in their best
frequencies and temporal delays. Accordingly, the one-dimensional
(1D) temporal receptive filed is replaced by a 2-dimensional (2D)
STRF.

Figure 1 presents a schematic diagram of the model and the flow of
data along the different model components. Exact implementation
details are given in the APPENDIX. An example of a tone burst with
linear ramps, which was one of the inputs tested, is displayed in
Fig. 1A.

NEURAL REPRESENTATION. The neural representation (NR) (Fig.
1B) is a simplified approximation of the expected excitatory repre-
sentation of sound by neurons of a subcortical auditory station; e.g.,
type II and type III neurons in the ventral cochlear nucleus (Young
and Voigt 1982) or type V and type I neurons in the inferior colliculus
(IC) (Ramachandran et al. 1999). This representation is generated
using a simple preprocessing stage that includes band-pass filtering,
demodulation to extract the temporal envelope, nonlinear compres-
sion, and low-pass filtering. A bank of 81 band-pass filters are used;
the filters’ center frequencies fi are logarithmically spaced around the
middle frequency (MF) of the model, which is adjustable. The fre-
quency response magnitude of the ith band-pass filter in dB is given by

Ni�x� � �T�log2 �x

fi
�� fi � MF � 20.05�i�40� i � 1, 2, . . . , 81 (2)

where T determines the filter bandwidth. The low-pass filtering is
achieved by convolving the log-envelope with an alpha kernel func-
tion (Eq. 1) with a time constant (�m) in the millisecond range.

FREQUENCY-DELAY LAYER. The preprocessed input is fed to the
frequency-delay layer of the model, which consists of an array of
neurons Ui, j with ascending characteristic frequencies ( fi) in one
dimension, and ascending membrane time constants (�j) in the 2nd
dimension. Each unit Ui, j receives input from only one NR filter Ni ,
and represents a population of neurons with identical characteristics.
Ui, j is modeled as an analog variable by convolving the neuronal
representation Ni(t) with a kernel (Gerstner 1999b) whose time con-
stant is �j. I&F kernel functions and membrane time-constant values
are shown for several units (Fig. 1C). The membrane potential of each
neuron in the frequency-delay layer is then saturated using a sigmoi-
dal function

S�x� � Fmax� 2

�1 � e��x/D�� � 1� (3)

where Fmax is the maximal instantaneous output firing rate (225
spikes/s) and D is a scaling factor that determines the dynamic range
of the transformation.

RECEPTIVE FIELD. The frequency-delay layer neurons are connected
to a single neuron using inhibitory and excitatory connections with
various efficacies (Fig. 1D) that reflect the receptive field shape. For
each frequency channel, the receptive field has the same shape as the
receptive field of the purely temporal model (Fishbach et al. 2001),
that is, an ON-OFF weighting of the delayed versions of the stimulus
envelope, implementing a derivative operation on the temporal enve-
lope. However, the delays over which the derivative operation is
performed are shifted successively along the delay dimension as a
function of frequency. This shift is modeled by the term R� (Eq. 4).
Finally, the results from each frequency channel are summed up
together with weights that depend on the distance (in octaves) from
the MF of the receptive field

R�i, j� � Rf �fi�R���j, fi� (4)

where

FIG. 1. Schematic diagram of model. See detailed explanation in METHODS.
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Rf � fi� �
1

�f

e��F/�f�2
where F � log2 � fi /MF�

R���j, fi� �
2

��
3 te��t/���2

where t � �j � �� � 	F�

and where � is the mean delay of the receptive field, �f is the
frequency integration bandwidth, �� is the width of the delay time
window, and 	 is the slope of the frequency-dependent shifts along
the delay dimension (in octaves/ms) that produce the sensitivity to the
direction of frequency-modulated (FM) tones. We use this shearing
transformation of the receptive field instead of a simple rotation
transformation because the latter would destroy the temporal charac-
teristics of the STRF in each individual frequency channel. However,
because this transformation resembles a rotation transformation in the
context of our receptive field, 	 is termed throughout this study as the
pseudo-rotation parameter. Note that the MF of the model is not
necessarily equal to the best frequency (BF) of the model, as defined
by the frequency of a tone burst that yields the lowest intensity
threshold; high values of 	 and �f may yield a BF that significantly
deviates from the STRF’s middle frequency.

EDGE-DETECTOR NEURON. The model’s output neuron (Fig. 1E) is
a single I&F neuron with a noisy integration and membrane time
constant �ed (Gerstner 1999a). Because the model demonstrates sen-
sitivity to sharp transitions in amplitude and frequency, the model’s
output neuron is referred to as an edge-detector neuron.

PARAMETERS OF THE MODEL. The responses of the model are
adjusted to fit the response of a specific neuron by adjusting 4
parameters. Two of the parameters relate to the STRF: 	, the pseudo-
rotation parameter, and �f , the frequency integration bandwidth (Eq.
4). The other 2 parameters are the slope (T) of the symmetrical
band-pass filter of the neural representation Ni (Eq. 2), and D, the
scaling factor of the delay layer saturation transformation (Eq. 3). In
addition, the middle frequency of the model (MF) and the threshold of
the edge-detector neuron were varied. However, these parameters
were not manipulated independently; instead, their values were al-
ways set to best approximate the threshold and the BF of the neuron
that was fitted after the values of the 4 adjustable parameters are set.
There are 8 additional fixed parameters of the model, 4 of which are
parameters of the I&F model. These parameters and their values are
listed in full in the APPENDIX. Their specific values have only minor or
redundant effect on the responses of the model.

Simulation paradigms and analysis

We evaluated the adequacy of the model to match the responses of
AI units by matching the responses of the model with the reported
responses of a neuron to a variety of stimuli, using a single set of
parameters per neuron. We used the data of Nelken and Versnel
(2000), who recorded multiunit clusters in the AI of barbiturate-
anesthetized ferrets. To attain a reliable comparison between the
experimental and the simulated results, we simulated the responses of
the model to the same set of stimuli and used the same data analysis
methods as in Nelken and Versnel (2000).

STIMULI. The stimuli are described in detail by Nelken and Versnel
(2000). In short, pure tones, of 200-ms duration and 10-ms rise/fall
time, were used to characterize the BF of the model (in octaves
relative to the model MF), and to obtain a rate-level function at the
BF. Two-tone stimuli consisted of a 1st tone, which varied in fre-
quency, followed 50 ms later by a 2nd tone at BF and intensity of 20
dB above the model BF threshold; both tones were of 200-ms duration
and 10-ms rise/fall time. This paradigm was used to estimate the
excitatory and inhibitory response regions of the model.

Nelken and Versnel used 6 different FM stimulation paradigms in
3 pairs. Within each pair, the fine structure of the rate of change of
frequency was manipulated, being either linear with frequency (linear

FM sweeps) or linear with log frequency (logarithmic FM sweeps,
sometimes also called exponential FM sweeps in the literature). Be-
tween pairs of FM paradigms, the coarse structure of the frequency
trajectory was manipulated. The 1st FM frequency trajectory started
with a fixed low frequency followed by an upward frequency sweep
to a fixed high-frequency, which was then followed by a downward
sweep back to the low frequency. The sweep range was typically 4
octaves (oct) and its center frequency was chosen around the BF. The
total stimulus duration was 500 ms. These paradigms were called by
Nelken and Versnel LH-lin (for the linear version) and LH-log (for the
logarithmic version). In the 2nd pair of FM paradigms, the stimulus
started at the high frequency, swept to the lower one, and then up
again. These paradigms were annotated as HL-lin and HL-log. In the
last pair of FM paradigms, the stimulus started at the low frequency
for 10 ms and than swept up to the high frequency on one trial and on
the next trial the stimulus started at the high frequency for 10 ms and
then swept to the low frequency. Thus there was a period of silence of
about 1 s between the upward and downward sweeps. These para-
digms were annotated as N-lin and N-log for the linear and logarith-
mic versions, respectively. For all the FM paradigms, 10 FM veloc-
ities were used, equally distributed between 0.2 and 2 kHz/ms for the
linear variants, and between 30 and 300 oct/s for the logarithmic
variants.

The responses of the model to the LH and the HL paradigms used
by Nelken and Versnel (2000) are identical, which is inconsistent with
the experimental results. This is attributed to the fact that the model
integrates stimulus information over a time window of at most a few
tens of milliseconds, and therefore responds to a frequency transition
regardless of the stimulus history that precedes its integration time
window. In contrast, cortical activity seemed to undergo a fast adap-
tation during the stimulation period, presumably because the upward
and downward sweeps were presented as part of a continuous sound
in these paradigms. Because of this discrepancy between the experi-
mental and the simulated results, the model was tested with N-log and
N-lin stimuli only. In cases for which these data were missing, we
used the neural responses for the upward sweep of the LH stimulus
and the responses to the downward sweep of the HL stimulus. This
method of analyzing responses to FM of similar shape was also used
by Heil et al. (1992a).

DATA ANALYSIS. The data analysis methods are described in full in
Nelken and Versnel (2000), and are reviewed here only briefly.
Two-tone responses were summarized as the M index, measuring the
asymmetry of the side-band inhibition (Shamma et al. 1993)

M �
R�BF � R�BF

R�BF � R�BF

where R�BF and R�BF are the total number of spikes elicited by both
tones when the 1st tone is above BF and below BF, respectively.

FM responses were summarized using 2 indices; the 1st is the
directional sensitivity (Shamma et al. 1993)

C �
R2 � R1
R2 � R1

where R1 and R2 represent the total number of spikes evoked by
upward and downward sweeps, respectively.

The second FM index is the velocity sensitivity, which is the
weighted average of all the FM velocities, each weighted by the total
number of spikes it evoked

V �
¥ �x�R�x�

¥ R�x�

where x runs over all velocities tested, and R(x) is the total number of
spikes evoked by the sweep at that velocity. The directional and
velocity sensitivity for the log FM stimuli are annotated as C-log and
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V-log, respectively, and for the linear FM stimuli they are annotated
as C-lin and V-lin.

Standard deviations of response indices were estimated using boot-
strap by sampling with repetitions the responses to each experimental
condition. The resulting fictive data sets were summarized using the
response indices (M, C, and V). This process was repeated 100 times.
The SD for each index was derived from the 25–75% percentile
interval of the bootstrap distribution by comparing this interval to the
25–75% percentile interval of a normal distribution with SD � 1. This
indirect method was used to overcome possible effects of outliers of
the bootstrap distribution.

A brute force search was used to find the parameter set (	, �f , T, D)
that minimizes the target function
, given by


 � 0.1
R � 0.9
I

where 
R measures the fit error of the model with regard to the raw
responses and is given by


R � �
k�	stimuli


�1

Nk
�
ik�1

Nk

�Rk
M�ik� � Rk

E�ik��
2

where Rk
M and Rk

E are the total number of spikes elicited by the kth
stimulus by the model and experimental multiunit cluster, respec-
tively; and Nk is the number of different experimental conditions used
for the kth stimulus. 
I measures the model’s fit error with regard to
the response indices (M, C, V, C-lin, V-lin) and is given by


I � � �
k�	indices


	1

ak

� Ik
M � Ik

E�
2

where Ik
M and Ik

E are the model and experimental response indices,
respectively, and ak is the SD of Ik

E. Sensitivity analysis showed that
the shape of the target function around its minima was reasonably
compact, leading to well-defined parameter values.

Functional maps of the distribution of experimental response indi-
ces and of the model parameters on the cortical surface were produced
as follows. A Voronoi tessellation of the cortical surface around the
penetration points was performed and each of the polygons was
shaded according to the value of the point in its center.

The tendency of the experimental response indices and of the model
parameters to cluster was measured using a procedure first suggested
by Nelken and Versnel (2000) and improved in Rotman et al. (2001).
For every pair of penetrations, the topographical distance (di) and the
absolute difference in their parameter values (pi) were calculated, thus
forming a sequence of n � (n � 1)/2 pairs S � {di, pi}, where n is the
total number of penetrations. Next, the pairs were divided into 10
overlapping subsets Sk, S1 � S2 � . . . � S10 � S, such that Sk contains
all the pairs for which di is smaller than or equal to the k � 10%
percentile of all the distances {di}. We denote by {di

k, pi
k} pairs such

that {di
k, pi

k} � Sk.
When a map is highly clustered, it is expected that for small values

of k, {pi
k} will be small on the average (except for possible large

values that may originate at cluster borders), whereas for large values
of k, {pi

k} will consist of both small and large values. To quantify this,
the 80% percentile of {pi

k} is calculated for each k. The 80% percen-
tile is used because it captures the behavior of the majority of {pi

k} but
is not corrupted by occasional large values of {pi

k} expected at cluster
borders. Confidence intervals for this measure were calculated using
bootstrap, by randomly distributing the parameter values between the
penetrations so that no clustering was possible except by chance.

Statistical tests are considered as significant for P � 0.05. In some
cases, exact P values are reported as a rough indication for the
strength of the results.

R E S U L T S

Responses to tone bursts and comparison with the 1D model

The main new features of the 2D model, which differentiate
it from the 1D model, are the adjustable parameters of the
model’s STRF, 	 and �f . For the STRF in its basic form (	 �
0) the responses of the 2 models to any stimulus with stationary
spectra are comparable. This implies that the 2D model is able
to reproduce the responses of the 1D model to amplitude
transitions for STRF with 	 � 0. Because we use a pseudo-
rotation that maintains the temporal characteristics at each
frequency channel of the STRF (see Eq. 4), the 2D model
reproduces the responses of the 1D model to amplitude tran-
sitions of spectrotemporally separable sounds for any value
of 	.

Responses to frequency sweeps

The model is capable of reproducing many of the physio-
logical characteristics of responses of AI neurons to linear and
exponential FM sweeps. In particular, the model is capable of
showing various degrees of sensitivity to the velocity and to the
direction of the FM sweep.

Figure 2 illustrates the way the model responds to FM
sweeps and the effect of the STRF on the directional sen-
sitivity of the model. The frequency trajectory of an upward
N-log FM sweep is shown in Fig. 2A. For clarity, we
consider a simplified configuration of the model, which
consists of 2 NR filters (Fig. 2B), 2 frequencies by 3 delays
(2 � 3) frequency-delay layer (Fig. 2C) and accordingly a
2 � 3 STRF (Fig. 2D). The best frequencies of the lower and
upper NR filters are indicated in Fig. 2A by the lower and
upper dashed lines, respectively. Given that the simplified
NR filters are identical except for a translation on a log–
frequency axis, their responses to the stimulus are identical
except for a time shift that corresponds to the frequency
shift between the center frequencies of the 2 filters divided
by the FM velocity (Fig. 2B).

The simplified frequency-delay layer consists of 2 series of
neurons with time constants of 3, 5, and 7 ms (Fig. 2C); each
series is fed with the output of one NR filter. Figure 2D
illustrates 3 different STRFs with different 	 values; 	 � 0
(STRF1), 	 � 0 (STRF2), and 	 � 0 (STRF3). Note that the
STRFs for 	 � 0 are not rotations of the STRF with 	 � 0:
such rotations would cause the weights in all the “corners” of
STRF2 and STRF3 to be nonzero. Instead, the weights for the
2 frequency channels are shifted with respect to each other,
such that for 	 � 0, higher-frequency channels have weights
shifted to larger delay values, whereas for 	 � 0, higher-
frequency channels have weights shifted to smaller delay val-
ues. The responses of neurons at the 2 center frequencies, but
with different delays, are identical except for the time shift that
is caused by the NR filters. Zero or positive 	 (STRF1 and
STRF2) preserve or enlarge the time shift caused by the up-
ward frequency change of the stimulus. On the other hand,
negative 	 (STRF3) compensates for this time shift, aligning
the time derivatives calculated in each frequency series of the
delay neurons. This synchronization causes the membrane po-
tential of the edge-detector neuron to peak at a higher value.
Thus for negative 	, the total area of the membrane potential
above a high enough threshold (which is monotonically related
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to the expected number of spikes) will be larger (Fig. 2E).
Although negative 	 generally yields model neurons that are
sensitive to upward sweeps (negative C according to the def-
initions used here), the direction sensitivity of the model is a
complex function of all parameters and, under some condi-
tions, a downward-sensitive neuron can be generated with
negative 	. For example, a small value of D, the scaling factor
of the delay layer saturation transformation (Eq. 3), combined
with a narrow NR filter bandwidth (Eq. 2) and negative 	, may
yield a very short excitation of the edge detector in response to
an upward FM sweep, generating only a small number of
spikes. In such cases, a downward FM sweep will cause a more
prolonged excitation period. Because of the refractoriness of
the edge-detector neuron, such a set of parameters may pro-
duce more spikes for a downward than for an upward FM
sweep.

An important property of the model, which is illustrated by
Fig. 2, is that the detection of frequency and amplitude tran-
sitions uses the same basic computation, that is, calculating the
time derivative of the envelope of a band-pass filtered version
of the input. This computational principle may explain some

reported relations between the responses of cortical neurons to
frequency transitions and amplitude transitions. Phillips et al.
(1985) recorded the responses of cat AI units to narrow excur-
sion FM sweeps. Each sweep consists of a 200-ms tone of a
fixed frequency with which the sweep started, a linear FM
sweep of 2 kHz, and then a 400-ms tone of a fixed frequency
with which the sweep ended. The center frequency of the
sweep was varied over a 4–9 kHz range centered at the unit’s
BF. Phillips et al. report that the directional sensitivity of AI
neurons to narrow excursion FM sweeps depends on the center
frequency of the sweep. In particular, they found a good
congruence between the directional sensitivity, measured at
some center frequency, and the slope of the frequency response
map, measured at that frequency. Figure 3A illustrates this
finding, as replotted from Phillips et al. (1985). Figure 3B
demonstrates that the model reproduces this phenomenon very
accurately. In the barbiturate-anesthetized cats, most responses
to pure tones occur at sound onset. The model generates these
responses as derivatives of the instantaneous amplitude enve-
lope of the tones, and therefore the frequency tuning curve
measures the amplitude of the temporal derivatives in each

FIG. 2. Responses of model components to frequency transitions, as illustrated by cartoon configuration of model [2 neural
representation (NR) filters and 2 � 3 delay neurons]. Frequency trajectory of an upward N-log frequency-modulated (FM) sweep
is presented in A. Sweep evokes identical responses at NR filters (B), with a time delay that corresponds to difference in filters’
center frequencies (dashed lines in A) divided by velocity of sweep. Responses of each NR filter are progressively delayed by
frequency-delay neurons of same center frequency (C). Output of these neurons converges to edge-detector neuron (E) by
connections that reflect spectrotemporal receptive field (STRF). Three examples of STRF with different a values are presented in
D. Different a values do not change STRF within each frequency band; rather they affect temporal relation between frequency
bands. Negative a (STRF3) introduces time delay that compensates for time delay originated at NR level. This causes STRF3 to
better charge the edge-detector membrane (thick line in E) than STRF1 and STRF2.
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frequency channel. The model accounts for the data of Phillips
et al. (1985) by summing up such temporal derivatives in each
frequency channel, thus linking the computations underlying
the detection of frequency transitions and amplitude transitions
in AI neurons.

Responses to two-tone complexes

The model responses to 2-tone complexes are suppressed
when the OFF-BF tone is close to the model’s BF, in agreement
with the responses of AI neurons to these stimuli. Moreover,
the model is able to show a full range of asymmetrical re-
sponses with respect to the frequency of the OFF-BF tone.
Several factors are believed to contribute to the 2-tone sup-
pression phenomenon along the auditory pathway. At the level
of the auditory nerve the 2-tone suppression phenomenon is
thought to be related to nonlinear effects of the basilar mem-
brane, whereas at higher levels of the auditory pathway neural
inhibitory mechanism between neuron with adjacent BFs are
thought to enhance the suppression effect.

The simplified neural representation of the model does not
include nonlinearities that can account for 2-tone suppression,
and hence the model’s 2-tone suppression is formed elsewhere.
In fact, the model supplies an alternative explanation to the
enhancement of the 2-tone suppression by higher levels of the
auditory pathways. Figure 4 illustrates the way the model gives
rise to the 2-tone suppression phenomenon. Figure 4, A, B, and
C sketch 3 different scenarios of 2-tone stimuli used by
Shamma and his collaborates (Kowalski et al. 1995; Shamma
et al. 1993) and by Nelken and Versnel (2000). In all 3 cases
the BF tone (T2) starts 50 ms after the OFF-BF tone (T1). The
frequency of T1 is far from BF in Fig. 4A, close to BF in Fig.
4B, and on BF in Fig. 4C. For simplicity, we consider a
simplified configuration of the model in which the only signif-
icant input to the model comes from the NR filter at the model
MF (very small �f ; see Eq. 4). The output of this NR filter to
the 3 different 2-tone combinations is plotted in Fig. 4, D, E,
and F. In Fig. 4D the T1 tone has no effect on the output of the
NR filter because its frequency is far from BF. The response of
the model is therefore attributed only to the delayed T2 tone.
When the frequency of T1 is near (but not at) BF, its effect on
the NR filter output is larger but still attenuated (Fig. 4E).
However, because of the log compression of the neural repre-
sentation the amplitude envelope of the combined tones is
almost the same as of that of T2 when presented alone. After

the temporal differentiation performed by the STRF, the mem-
brane potential of the edge-detection neuron will show 2 pos-
itive deflections (Fig. 4H), each smaller than the deflection
caused by T2 alone (Fig. 4G). When the frequency of T1 is at
BF, it is not attenuated at all by the NR filter, and because of
the log compression of the NR, T2 has almost no effect on the
output of the NR filter (Fig. 4F). This causes the model
responses in this case (Fig. 4I) to be dominated by the re-
sponses to the T1 tone. These are similar to the model re-
sponses when the T1 frequency is far from BF (Fig. 4G),
except for an advance in latency of 50 ms. Figure 4J shows a
schematic diagram, replotted from Shamma et al. (1993), that
shows typical responses of an AI neuron to such 2-tone stimuli.
The recorded spikes are attributed to T2 or T1 according to
their latencies (thin and thick lines, respectively). Taking into
consideration that the simulated spikes are proportional to the
integrated membrane potential of the edge-detector neuron
above some positive threshold level (dashed line in Fig. 4,

FIG. 4. Responses of model to delayed 2-tone complexes, as illustrated by
cartoon configuration of model (one NR filter). Three typical 2-tone complexes
are discussed, in which 1st tone (T1) is far from model’s best fit (BF) (A), close
to BF (B), and at BF (C). Frequency of 2nd tone is fixed at BF. Because of
log-compression, responses of NR filter to steady-state complex differ only
slightly from its responses to a single BF tone (D, E, and F after onset of T2).
Time courses of NR filter responses to 3 scenarios differ because of frequency-
dependent attenuation of T1. Membrane potential of edge-detector neuron (G,
H, and I) reflects time-derivative computation performed by frequency-delay
layer and STRF. Responses of model are proportional to integrated membrane
potential above some positive threshold (dashed line in G, H, and I) and are
consistent with typical responses of AI neurons to same stimuli [J, as replotted
from Shamma et al. (1993)]. Arrows in J mark frequency of T2 used in
corresponding simulated scenarios.

FIG. 3. Directional sensitivity for narrow-excursion FM sweep as a func-
tion of sweep center frequency is correlated with slope of frequency–response
map of cat primary cortex (AI) neuron, as replotted from Phillips et al. (1985)
(A). Model reproduces this phenomena (B) by suggesting a common mecha-
nism for sensitivity of AI neurons to amplitude transitions (at tone onset) and
for narrow-excursion frequency transition. Slope of frequency–response map is
normalized to range [�1, 1].
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G–I), it is clear that the model follows very closely both the
timing and the strength of responses of AI neurons to 2-tone
complexes (compare the simulated responses to T2 and T1 in
Fig. 4, G–I with the experimental responses at T1 frequencies
pointed by the arrows in Fig. 4J). The description of the model
responses to 2-tone complexes becomes more complicated
when the STRF integrates NR filters other than the MF filter.
In these cases, 	 plays a role in determining the asymmetry of
the suppression with respect to T2 frequency, by synchronizing
responses across NR filters in a way similar to the effect 	 has
on the directional sensitivity of the model (Fig. 2).

Evaluation of the model: fit of AI multiunit data

Nelken and Versnel (2000) recorded a total of 212 multiunit
clusters in the AI of 6 ferrets. For the purpose of fitting the
model responses to the cluster responses we considered only
clusters whose responses to a sufficient stimuli set were re-
corded (single tones, 2-tone complexes, and at least one pair
out of the 3 FM stimulation paradigms). After this screening
process, we discarded data from 3 ferrets with �10 multiunit
clusters per ferret. This left a total of 74 multiunit clusters from
3 ferrets (experiments 162, 166, and 168 of Nelken and Versnel
2000). The responses of each multiunit cluster to the entire set
of stimuli (see METHODS) were fitted by adjusting the 4 adjust-
able parameters of the model. Figure 5 demonstrates the agree-
ment between the experimental responses of one AI cluster and
the simulated responses of the model with one set of parame-
ters that best fitted that cluster. Although there may be differ-
ences in the overall strength of response between the experi-
mental and simulated responses (Fig. 5A), the model follows
the general pattern of the experimental responses and matches
reasonably well the experimental response indices that sum-
marized them (M, C, and V).

Figure 6 shows the ability of the model to fit the 74 multiunit
clusters by comparing the simulated versus experimental re-
sponse indices (M, C, and V) that summarize the responses to
2-tone complexes and to linear and logarithmic FM sweeps.
The vertical error bars represent the SD of the experimentally
derived indices as estimated by bootstrap (see METHODS). The
SD for the simulated data are not shown because they are
arbitrarily determined by the integration noise of the edge-
detector neuron (Fig. 1E). The model is able to fit well all of
the experimental indices except for the linear velocity sensi-
tivity (Fig. 6D), for which the model shows a small but
consistent undershoot.

The distribution of the 74 values of each of the 4 model
parameters used to fit the 74 multiunit clusters is shown in Fig.
7. The histograms of �f, D, and T (Fig. 7, A, C, and D,
respectively) are plotted on a log-scale, whereas Fig. 7B plots

the histogram of the absolute values of 	. The circles in each
plot indicate the parameter values that divide each distribution
to groups of equal size. The use of these values is described
below. The �f and 	 parameters, describing the shape of the
STRF, are unimodally distributed. The parameter T, which
determines the frequency selectivity of the NR filters, is clearly
bimodally distributed. The parameter D, which determines the
saturation level of the delay neurons, also shows a tendency for
2 modes. The 4 adjustable parameters are pairwise uncorre-
lated except for T and �f , which are weakly correlated on a
log– log scale (r72 � 0.26, P � 0.05).

FIG. 5. Simulated vs. experimental responses
[replotted from Nelken and Versnel (2000)] to
2-tone complexes (A), exponential FM sweeps
(B), and linear FM sweeps (C). Experimental
(simulated) response indices are specified within
relevant subplot. Experimental data are of mul-
ticluster 21a of experiment 166.

FIG. 6. Simulated vs. experimental response indices for set of 74 neurons
matched by model. SD for experimental response indices (estimated by boot-
strap) are plotted as vertical error bars on each data point.

3669A MODEL FOR FREQUENCY AND AMPLITUDE TRANSITION DETECTION

J Neurophysiol • VOL 90 • DECEMBER 2003 • www.jn.org



Correlation between response indices: experimental versus
simulated data

Shamma et al. (1993) and Kowalski et al. (1995) recorded
AI units in barbiturate-anesthetized ferrets and showed a weak
but significant positive correlation between the M and the C
response indices using 2-tone complexes and FM sweeps fol-
lowing the LH-log paradigm as defined by Nelken and Versnel
(2000) (Fig. 8, A and B, respectively). Nelken and Versnel
(2000) also reported a significant correlation between the M
index and the C index measured using the LH-log paradigm,
but this correlation was absent for C indices computed using
the other FM paradigms. For the subset of experimental data
used here the correlation between M and C-log is significant
(r72 � 0.35, P � 0.0023), but the correlation was not signifi-
cant for C-lin, reproducing the same pattern as that of the full

data. The simulated response indices show a small but signif-
icant positive correlation for C-log (r72 � 0.39, P � 0.0006)
and a weaker, although still significant correlation, for C-lin
(r63 � 0.28, P � 0.05).

Kowalski et al. (1995) recorded from the ferret AI and
anterior field (AAF) and tested the relations between the unit
excitatory bandwidth at a level of 20 dB above threshold
(BW20) and the velocity sensitivity of the unit to logarithmic
FM sweeps. Kowalski et al. (1995) found a significant corre-
lation between these indices at the AAF but not at the AI (Fig.
8, D and E). The scatter plots relating BW20 and V-log had a
wedge shape, so that in both cases BW20 had a limiting effect
on V-log: at higher values of BW20 the dynamic range of V-log
is smaller than at lower values of BW20. A similar phenome-
non was reported by Mendelson et al. (1993) in cat AI and by
Heil et al. (1992a) in Field L of chicks, and was found in the
subset of experimental data used here as well as in the simu-
lated data.

We tested whether these relationships between the response
indices can be attributed to the model, or whether these corre-
lations are attributable to some other mechanism, and the
model reproduces these phenomena by merely adjusting its
parameters to best match the experimental results. For this
purpose we selected representative values of the 4 adjustable
parameters of the model (6 values for �f , 6 for 	 , 5 for D, and
4 for T) and constructed a canonical set of 720 model neurons
by using all the possible combinations of these values. The
representative values of each parameter were chosen to divide
the parameter distribution (as a result of the fitting procedure of
the 74 multiunit clusters) to sets of equal size (see Fig. 7). Each
model neuron in the canonical set was presented with the entire
set of stimuli and the response indices were calculated as
described in METHODS. This method enables us to test the
properties of the model while minimizing the influence of the
particular choice of parameters and maintaining a reasonable
distribution of the parameters. Figure 8, C and F show the
scatter plot of the M versus C-log and of the BW20 versus
V-log response indices, respectively, for the canonical set.
Clearly, the model reproduces the experimental phenomena

FIG. 7. Distribution histograms of 4 model parameters adjusted to fit ex-
perimental set of 74 neurons. Note that �f (A), D (C), and T (D) are plotted on
a log-scale. Circles in each histogram mark parameter values chosen to form
a canonical set of 720 model neurons used to investigate properties of model.
These values divide each distribution to sets of equal size.

FIG. 8. Correlations between experi-
mental response indices are reproduced by
intrinsic properties of model without a par-
ticular choice of parameter. M vs. C-log as
replotted from Shamma et al. (1993) (A),
Kowalski et al. (1995) (B), and for simu-
lated response indices (C). Regression line
and correlations are plotted in the subplots.
D and E replot experimental BW20 vs. V-
log as measured from ferret anterior field
(AAF) (D) and AI (E) by Kowalski et al.
(1995). Simulated BW20 vs. V-log are plot-
ted in F. Regression line as well as the
V-log scatter around it (measured as 2 SDs
of V-log index within each BW20 octave)
are plotted within the subplots. C and F:
parameter combinations that yield non-
physiological responses are marked with
crosses. Correlations between experimental
indices are significant even when nonphysi-
ological parameter combinations are ex-
cluded (r1204 � 0.66 and r602 � 0.43 for C
and F, respectively).
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regardless of the specific choice of parameters. Note that 118
out of the 720 parameter combinations in the canonical set
yielded model neurons that had extremely narrow excitatory
bandwidth and extreme asymmetry values (marked as crosses
in Fig. 8, C and F). The significant correlations between the
response indices in the canonical set was preserved when these
nonphysiologically parameter combinations were excluded
from the analysis.

The canonical set reproduced even finer features of the
correlation structure of the experimental data. For example,
when the canonical set was divided into 2 groups of equal size
according to their velocity sensitivity V-log, the correlation
between the M and C-log indices was higher for the group with
the higher V-log values (r592 � 0.3 and r704 � 0.71, respec-
tively). The same phenomenon held for the experimental re-
sponse indices; the correlation between M and C-log for the
low V-log group was relatively low (r35 � 0.27) and nonsig-
nificant, whereas for the high V-log group the correlation was
higher and significant (r35 � 0.47, P � 0.0018). It can be
concluded that the model parameters form a correlation-free
representation of the experimentally measured representation.

Topographical organization: response indices versus model
parameters

One of the main results of Nelken and Versnel (2000) is that
the functional maps of the C index and to a smaller extent the

V index are sensitive to the fine details of the FM stimulus, and
that in many cases these maps do not show significant cluster-
ing. Because each multiunit cluster can be described not only
by the experimental C, V, and M values, but also by the values
of the 4 model parameters that best approximate it, we could
plot topographical maps of the model parameters and compare
them with the experimentally measured ones. Figures 9 and 10
show functional maps that are derived from the 2 experiments
(162 and 166, respectively) for which the largest number of
multiunit clusters were fitted by the model. Figure 9 compares
the functional maps of the pseudo-rotation parameter 	 with
the functional maps for the 3 experimental indices that are most
correlated with it, M, C-log, and C-lin, as derived from exper-
iment 162.

As already noted by Nelken and Versnel (2000), the maps
for the directional sensitivity are sensitive to the stimulation
paradigm. As a result, the C-log and C-lin functional maps are
different from each other. Furthermore, the functional maps
derived from these experimentally measured parameters did
not show smooth topographical organization, as confirmed by
the statistical clustering analysis described in METHODS. These
results confirm the conclusions of Nelken and Versnel (2000).
In contrast, the functional map derived from the rotation pa-
rameter of the model as fitted to each cluster shows a signifi-
cant clustering (P � 0.05) along the cortical surface.

Figure 10 shows similar results for experiment 166. The
functional maps derived from the C-log and C-lin indices

FIG. 9. Functional maps for experimental C and M response indices for experiment 162, and for pseudo-rotation parameter of
model 	, used to fit these neurons. Dashed line marks isofrequency axis. Each map is given as a raw map and as a gray-level map
using a Voronoi tessellation of cortical surface around penetration points. Intertick interval in raw maps corresponds to a distance
of 185 �m on cortical surface. Significance level of topographical clustering is given for maps that are significantly clustered.
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FIG. 10. Functional maps for experimental C, V, and M response indices for experiment 166, and for 	, �f , and D parameters
of model, used to fit these neurons. Same format as in Fig. 9. Intertick interval corresponds to a distance of 127 �m on cortical
surface.
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differ, although sharing some common features (low C values
at the posterior part and at the anterior-lateral edge of the
mapped region). In contrast, the functional maps derived from
the V-log and V-lin indices show much greater similarity, a
phenomenon previously described by Nelken and Versnel
(2000). None of the functional maps derived from the M, C,
and V indices was significantly clustered at a significance level
of 0.05; however, the C-lin and M maps showed borderline
clustering (P � 0.075). As in experiment 162, the functional
maps derived from the model parameters fitted to each cluster
are much more organized. In fact, 3 (	, �f , and D) out of the
4 parameters of the model are significantly clustered on the
cortical surface.

Figure 11 plots the probability of a map to be clustered by
chance for the experimental and simulated response indices
(derived for each location from the model fitted to the re-
sponses at that location) as well as for the model parameters
and the linearly approximated model parameters (the latter are
described below). The P values, calculated using the procedure
described in METHODS, are also presented in Table 1. Figure 11
and Table 1 demonstrate that the number of significantly clus-
tered maps for the model parameters outnumbers the signifi-
cantly clustered maps induced by any of the other indices or
parameters. In total, only 2 out of 15 maps computed for the 5
experimental response indices (C-log, C-lin, V-log, V-lin, and
M) in the 3 experiments are significantly clustered (V-lin of
experiment 162, and M of experiment 168). For the simulated
response indices, 5 of the 15 maps are significantly clustered.
Note that the simulated indices are already “smoothed” in the
sense that all the data recorded from each cluster are consid-
ered in their calculation. The highest number of clustered
maps, however, was found among the maps derived from
model parameters: 8 out of the 12 maps computed for the 4
model parameters are significantly clustered.

The model parameters are the result of a nonlinear transfor-
mation from the response space to the model parameter space,
which, as described in the previous section, decorrelates the
experimental indices. The lack of analytical expression for this
transformation impairs the ability to track down the origin of
the improved topographical organization of the model param-
eters. In principle, there are 3 explanations as to why the model
parameters show more clustering than the experimentally de-
rived indices: across-cluster smoothing; within-cluster smooth-
ing; or some real physiological process that is captured by the
model and is not captured well by any of the experimentally
derived indices.

The improved topographical organization of the model pa-
rameters with respect to the experimental indices does not arise
from smoothing of the parameters across neighboring multiunit
clusters. This is attributed the fact that the parameters of the
model were separately fitted to the experimental data of each

FIG. 11. Probability of a map to be clustered by
chance (as calculated by bootstrap) for experimental re-
sponse indices, simulated response indices, linearly esti-
mated parameters of model, and for model parameters for
3 experiments that were analyzed. Significance level of
0.05 is marked by dashed line.

TABLE 1. Topographically clustered indices and model
parameters

162
(n � 19)

166
(n � 38)

168
(n � 17)

Significantly clustered
experimental indices

V-lin M

Significantly clustered
simulated index

V-lin M
V-log

C-lin
M

Significantly clustered
approximated parameters

D
T

Significantly clustered
model parameters

	 D
	
�f

T
�f

D
	

Model mean (SD) fit error 28.1 20.0 18.5
(10.9) (13.5) (7.7)
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multiunit cluster, without any information regarding the topo-
graphical location of the cluster or its neighboring clusters.

The second explanation for the improved topographical or-
ganization of the model parameters is that the experimentally
derived indices are in fact topographically organized, but
noisy, resulting in an apparent loss of order. According to this
explanation, the fitting procedure smooths the experimental
response indices within each cluster (e.g., by averaging the C
and V indices across the logarithmic and linear paradigms),
causing the simulated response indices to become more topo-
graphically organized than the original response indices. Al-
though the simulated response indices generally showed a
more ordered topographical distribution than the experimental
indices, this explanation is probably incomplete given that the
topographical organization of the simulated response indices
was worse than that of the model parameters (Fig. 11 and Table
1). To study this question further, we approximated the model
parameters (fitted using the nonlinear procedure described
above) using a linear regression on the measured response
indices (M, C-log, C-lin, V-log, V-lin), resulting in a global
linear approximation to the nonlinear fitting procedure. Within-
cluster smoothing would predict that the resulting “linearized”
model parameters would also show significant clustering. The
model parameters, fitted by the nonlinear procedure, were only
moderately correlated with the linearized model parameters (	,
r2 � 0.484; �f , r2 � 0.11; D, r2 � 0.357; T, r2 � 0.129). Most
important, the linearized model parameters failed to produce
significantly clustered maps (Fig. 11 and Table 1).

Table 1 also shows that the experiment for which only one
model parameter is significantly clustered (experiment 162) is
the experiment for which the model fits the experimental data
less well than for the other 2 experiments. The fit error for the
multiunit clusters of experiment 162 are significantly higher
than those of experiment 166 (t55 � 2.27, P � 0.015) and from
those of experiment 168 (t34 � 3.05, P � 0.0022). The fit
errors for the multiunit clusters of experiments 166 and 168 do
not differ significantly. Notably, experiment 162 is the only
experiment out of the 3 reported here that was not tested with
the N-log and N-lin paradigms by Nelken and Versnel (2000).
Therefore for all the multiunit clusters of experiment 162 the
model responses were matched with the neural responses for
the upward portion of the LH stimulus and with the responses
to the downward portion of the HL stimulus, as described in
METHODS. The only difference between the N-log/N-lin para-
digms and the first half of the LH/HL paradigms is the duration
of the fixed tone at the beginning of the stimulus. For the
N-log/N-lin this duration is fixed to 10 ms, whereas for the
LH-lin/HL-lin it is set to 75 ms and for the LH-log/HL-log the
duration varies in the range of 10–90 ms in accordance with
the sweep velocity. As noted by Nelken and Versnel (2000),
this difference by itself already gave rise to a measurable
amount of adaptation in the neural responses to the following
frequency sweep.

It is possible that the temporal proximity between the be-
ginning of the stimulus and the start of the FM sweep makes
the N-log/N-lin paradigms more suitable for the model fitting,
in that the model lacks components that can account for adap-
tation effects. Therefore it is possible that the lack of N-log/
N-lin data for experiment 162 accounts for the modest ability
of the model to fit the responses and to show significant
parameter clustering for that experiment.

D I S C U S S I O N

We present in the current study a neural model for the
detection of frequency and amplitude transitions. The basic
computational operation of the model is a delayed integration
of the amplitude time-derivative information across neighbor-
frequency channels. This computation is carried out by apply-
ing a rotatable 2D receptive field to a spectrotemporal repre-
sentation of the acoustic information. The spectrotemporal
representation is spanned by an array of neurons that differ in
their best frequencies and temporal delays. We show that the
model is able to reproduce the responses of AI neurons to
single tones, 2-tone complexes, narrow-excursion FM transi-
tions, and linear and logarithmic FM sweeps, as recorded from
the barbiturate-anesthetized cat and ferret.

Although the model shows a good agreement with the data
analyzed here, there are some aspects of the responses of
cortical neurons that the model does not account for. Specifi-
cally, AI neurons have longer time constants, as expressed for
example in the relatively slow dynamics of STRFs measured
using reverse correlation or moving ripple spectra (10–20 Hz;
Depireux et al. 2001; Linden et al. 2003; Miller et al. 2002;
Schnupp et al. 2001), or as expressed in the dependency of
AI responses on the stimulus history at a time scale of about
1 s (Brosch and Schreiner 1997; Calford and Semple 1995;
Heil et al. 1992a; Malone et al. 2002; Nelken and Versnel
2000; Ulanovsky et al. 2003). These phenomena cannot be
reproduced in the model because the model integrates acoustic
input over a time window of �10 ms. Furthermore, to keep the
model as simple as possible the model components are I&F
neurons that lack mechanisms such as synaptic depression and
facilitation. As a result, the responses of the model neurons
depend on a relatively short stimulus history of about 10 ms.
The success of the model as it stands suggest that multiple time
constants coexist in cortical neurons. Whether including mech-
anisms with longer time constants, such as synaptic depression,
to the model will adequately address this problem remains an
open question (Ulanovsky et al. 2003).

Part of the motivation for our study stemmed from the
assumption that transient information may be used by the
auditory system as important cues for the task of primary
segmentation of complex auditory scenes (Fishbach et al.
2001). Some psychoacoustical studies demonstrate that audi-
tory perception is sensitive to the gradient of amplitude tran-
sitions and that a larger gradient enables easier separation of
auditory components (Bregman et al. 1994; Turner et al. 1994;
also see reanalysis of these studies in Fishbach et al. 2001). We
presented in our previous study a neural model for the detec-
tion of auditory temporal transitions (edges) and demonstrated
that the model is able to reproduce and predict various physi-
ological and psychoacoustical responses to amplitude transi-
tions.

The application of a rotatable receptive field to a 2D spec-
trotemporal auditory space, as presented in this study, is a
natural generalization of the previously suggested temporal
model. The 2D model studied here preserves the temporal
properties of the 1D model and therefore it suggests a common
unifying mechanism for a vast physiological and some psy-
choacoustical responses to acoustic transitions.

Although the model is abstract, all of its components are
physiologically plausible. Even though the existence of a neu-
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ral frequency-delay layer is not well substantiated, there is
evidence that validates the use of such an auditory mechanism.
Hattori and Suga (1997) report that the latency (ranging from
4 to 12 ms) of neurons in the IC of unanesthetized mustached
bats is topographically organized orthogonally to the tonotopic
organization of the IC, forming a frequency versus latency
map. A similar organization of onset latencies in the cat IC was
reported by Schreiner and Langner (1988b). Both the range of
values and the topographic organization of the latency in the
bat and in the cat IC are consistent with the model’s frequency-
delay layer. However, more research is needed to establish a
direct link between these findings and the proposed model.

Relationships to STRF models

During recent years, a number of methods have been pro-
posed for constructing spectrotemporal receptive fields of au-
ditory neurons, using synthetic (e.g., deCharms et al. 1998;
Depireux et al. 2001; Miller et al. 2002) and natural (Sen et al.
2001; Theunissen et al. 2000) sounds. The STRF obtained
using these techniques is the best linear model that approxi-
mates the responses of a neuron to the stimulus ensemble used
for the estimation process. It is important to note that the STRF
estimated using these techniques is very different from the
STRF used in our model. The STRF in our model is being
applied to the model’s spectrotemporal representation of the
acoustic stimulus. This representation is spanned by the fre-
quency-delay neurons that have adjustable bandwidth and their
output undergoes 2 compressive nonlinearities (Eqs. 2 and 3).
Because of these nonlinearities, an STRF of a synthetic neuron
simulated by the model, measured using the above-mentioned
techniques, will not necessarily coincide with the model’s
STRF as represented by the weights of the frequency-delay
layer (Fig. 1D and Eq. 4). Moreover, the STRFs used in our
study constitute a restricted subset of all possible STRFs, and
can be characterized by only 2 free parameters (Eq. 4). Al-
though this probably constrains the ability of the model to fully

describe the properties of a neuron, it allows a more robust
characterization of part of its spectrotemporal properties based
on a limited set of stimuli.

These differences between the model’s STRF and a lin-
early estimated STRF have an important implication to the
ability of the model to replicate experimental data. For
example, the model is able to demonstrate sensitivity to very
fast frequency transitions (�150 oct/s), which is common to
many AI neurons (Kowalski et al. 1995; Nelken and Versnel
2000; and see Fig. 6C). The ability of the model to respond
optimally to frequency transitions of such a high velocity is
partly attributed to the relatively short time constants (3–9.8
ms; see the APPENDIX) that are used to span the frequency-
delay layer; however, the fast dynamics of the model are
further boosted by the nonlinearities the delay layer under-
goes. This property of the model is illustrated in Fig. 12A,
which plots the average velocity sensitivity of the model
(V-log) as a function of the filter bandwidth (T) and satura-
tion scaling (D) parameters of the model’s delay layer. For
this plot we use the data of the 720 model neurons in the
canonical set we have constructed using representative val-
ues for each of the 4 model parameters (see Figs. 7 and 8).
Therefore each data point in Fig. 12A is the averaged V-log
of the same 36 configurations of the model’s STRF (6 values
for 	 by 6 values for �f). Despite the fact that the STRF
configurations at each data point are the same, the model’s
velocity sensitivity changes systematically as a function of
the delay-layer filter bandwidth (T) and saturation scaling
(D) parameters. Note that the average velocity sensitivity
increases as the saturation transformation becomes steeper
(smaller values of D), which implies that in the absence of
this nonlinear operator the average velocity sensitivity of
the model would be lower.

Typically, the STRFs estimated for AI neurons show much
more sluggish characteristics than what is needed to produce
sensitivity to high-velocity transitions (e.g., deCharms et al.

FIG. 12. A: average velocity sensitivity of model (V-log)
as a function of filter bandwidth (T) and saturation scaling (D)
parameters of model’s delay layer. Data were calculated from
canonical set of 720 artificial neurons we constructed using
representative values for each of 4 model parameters (see Fig.
7). B–D: replot of 3 STRFs estimated by Depireux et al.
(2001) from ferret AI. Estimated velocity sensitivity (V-log)
as estimated by simulating responses of each STRF to stimuli
used by Nelken and Versnel (2000) appears above each plot.
These values are much lower than typical values estimated for
AI neurons. See DISCUSSION for more details.
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1998; Depireux et al. 2001; Miller et al. 2001). To verify this
qualitative observation, we used 3 of the STRFs displayed in
Depireux et al. (2001) and calculated their response to the
stimuli used by Nelken and Versnel (2000). The STRFs and
their corresponding velocity sensitivity (V-log) are shown in
Fig. 12, B– D. The velocity sensitivity for these STRFs is
indeed much lower than the typical values estimated for AI
neurons. A similar observation was made by Bar-Yosef et al.
(2002), who showed that AI neurons in the cat are sensitive to
fluctuations in stimulus envelopes on a time scale that is much
faster than predicted by most STRF studies.

The model does more than fitting the data

The fact that the model is able to fit the responses of AI
neurons to a variety of stimuli suggests that the model may
capture some fundamental aspect of the computation that is
being performed by neurons in the primary auditory cortex.
Moreover, we show that a correlation-free combination of the
model parameters reproduces the correlations between the ex-
perimental response indices, as reported in several studies.
Thus these correlations are being reproduced by the intrinsic
properties of the model and not by a particular choice of
parameters. These findings support the claim that the model
parameters better characterize the recorded neurons than the
response indices that are extracted from the responses to a
single type of stimulus. In this respect, the model performs a
nonlinear transformation of the neural characteristics from a
nonorthogonal experimentally measured coordinate system to a
much more orthogonal coordinate system of the underlying
computation.

The concept of a model-based characterization of the re-
corded neurons is further bolstered by the clustered topograph-
ical organization of the model parameters along the cortical
surface. In 2 out of the 3 experiments we have analyzed, 7 out
of the 8 possible maps for the 4 model parameters show a
significant topographical clustering. In the other experiment
(162), only the pseudo-rotation parameter was found to be
significantly clustered. Interestingly, the quality of the model
fit to the responses recorded from that experiment was signif-
icantly lower than that for the other 2 experiments. The relation
between the quality of the fit and the quality of the topograph-
ical organization of the model parameters is not trivial, given
that the experimental response indices showed equally weak
topographical clustering in all 3 experiments. Also, as we
already noted, the model parameters were adjusted separately
to fit the responses of each multiunit cluster, without any
information regarding its topographical location, nor the prop-
erties of its neighbors.

Primary sensory areas in the cortex of all mammals in-
vestigated to date demonstrated topographically ordered or-
ganization (Kaas 1997). Across the cortical surface, neurons
that share a topographical proximity tend to have similar
values of some functional properties. In many cases the
sensory cortical maps relate to some dimension of the re-
ceptor organ. However, there are examples for cortical maps
of computational properties (e.g., Bonhoeffer and Grinvald
1991; Kaas et al. 1979). This in mind, the fact that the model
parameters reveal topographical organization that is sub-
stantially better than the topographical organization of the
indices extracted from the responses the model fits strongly

support the claim that the model parameters more fully and
more simply characterize the recorded neurons than the
experimental response indices. Thus we suggest that the
model reflects some essential aspects of the computation
performed by neurons in primary auditory cortex.

A P P E N D I X : M A T H E M A T I C A L E Q U A T I O N S A N D

P A R A M E T E R S O F T H E M O D E L

Neural representation

The neural representation consists of a bank of 81 band-pass filters.
The output of the ith filter is given by

Ni�t� �
1

� m
2 �

0

t	�
k�1

n

Ek�x� � T�log2�Fk�x�

fi
��
�t � x�e��t�x���m dx

fi � MF � 20.05�i�40� i � 1, 2, . . . , 81 (A1)

where Ek and Fk are the instantaneous amplitude level (in dB SPL)
and the frequency of each of the n input sinusoidals. MF is the middle
frequency of the model, �m is set to 1 ms, and T is one of the 4
adjustable parameters of the model.

Delay layer

The operation of each unit Ui,j(t) of the delay layer on its input Ni(t)
is given by

Ui, j �t� �
1

� j
2 �

0

t

Ni�x��t � x�e��t�x�/�j dx (A2)

In our simulations we used 69 �j values equally spaced between 3 and
9.8 ms. The output of the units is saturated using the following
sigmoidal transformation

Ũi, j �t� � Fmax� 2

�1 � e�Ui, j �t�/D� � 1� (A3)

where Fmax is set to 225 spines/s and D is one of the adjustable
parameters of the model.

Receptive field

The delay layer units are connected to a single neuron. The neu-
ron’s input I(t) is given by

I�t� � �
i�1

81 �
j�1

69

R�i, j�Ũi,j�t� (A4)

where

R�i, j� � Rf � fi�R���j , fi�

Rf � fi� �
1

�f

e��F/�f�2
where F � log2 � fi /MF�

R���j, fi� �
2

��
3 te��t/���2

where t � �j � �� � 	F� (A5)

and where �� is the mean delay of the receptive field, set to 6.4 ms;
�� is the width of the delay time window, set to 0.2 ms; 	, the
pseudo-rotation parameter, and �f, the frequency integration band-
width, are 2 of the 4 adjustable parameters of the model.
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Edge-detection neuron

The neuron is modeled as a simple leaky integrator with a voltage
threshold (T), an absolute refractory period (�abs � 1 ms), and a
refractoriness function

�t� � �Te��t��abs�/�S�t � �abs� � KS�t�S��abs � t� (A6)

with a constant K3 �, � � 1.5 ms, and where S(t) is the positive step
function (Gerstner 1999a).

The membrane potential M(t) of the neuron is given by

M�t� �
1

�ed
2 �

0

t

�I�x� � ��x���t � x�e��t�x�/�eddx � �
Si�	s1, . . . ,sn


�t � si� (A7)

where {s1, . . . , sn} represents the set of firing times of the neuron, the
membrane time constant �ed is set to 3 ms, and �(x) is a random
Gaussian noise with a zero mean and SD � � 0.2T.
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