
www.elsevier.com/locate/ynimg
NeuroImage 30 (2006) 1313 – 1324
Widespread functional connectivity and fMRI fluctuations in human
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To what extent does the visual system’s activity fluctuate when no

sensory stimulation is present? Here, we studied this issue by

examining spontaneous fluctuations in BOLD signal in the human

visual system, while subjects were placed in complete darkness. Our

results reveal widespread slow fluctuations during such rest periods.

In contrast to stimulus-driven activity, during darkness, functionally

distinct object areas were fluctuating in unison. These fMRI

fluctuations became rapidly spatially de-correlated (39% drop in

correlation level, P < 0.008) during visual stimulation. Functional

connectivity analysis revealed that the slow spontaneous fluctuations

during rest had consistent and specific neuro-anatomical distribution

which argued against purely hemodynamic noise sources. Control

experiments ruled out eye closure, low luminance and mental

imagery as the underlying sources of the spontaneous fluctuations.

These results demonstrate that, when no stimulus is present, sensory

systems manifest a robust level of slow organized fluctuation

patterns.

D 2005 Elsevier Inc. All rights reserved.
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Introduction

To what extent can the human visual system be viewed as an

information processing device that is active primarily in response to

external stimuli? (Marr, 1982; Riesenhuber and Poggio, 2000)

Recent studies have revealed spontaneous fluctuations in activity of

the cat visual cortex which are elicited in the anesthetized animal in

the absence of sensory stimuli (Kenet et al., 2003). These results

have demonstrated that ongoing activity may play an important role

in cortical function and cannot be ignored in exploration of cognitive

processes (Tsodyks et al., 1999). Similar results have also been
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obtained in the alert ferret, revealing a strong correspondence

between patterns of correlated neuronal activity during and in the

absence of visual stimulation (Fiser et al., 2004). Finally, recent

electro-physiological recordings in the alert monkey have demon-

strated the existence of slow widespread coherent fluctuations

(Leopold et al., 2003). Interestingly, such fluctuations were highly

similar when the animal performed a visual task and during rest in a

dimly lit environment, when the animal’s sensory stimuli were quite

restricted.

In the present study, we set out to characterize, using fMRI,

the extent to which such slow (<1 Hz) neural fluctuations may

occur in the human visual cortex in the absence of visual

stimuli. A second aim of the present work was to obtain a direct

comparison between the properties of these spontaneous

fluctuations and the evoked activity which is elicited by

conventional visual stimulation, thus characterizing the critical

parameters that distinguish the rest fluctuations and the visually

evoked activity.
Materials and methods

Subjects

Ten healthy subjects (6 women, ages 22–50) participated in

one or more of the experiments (7 in the Fvision vs. darkness_
experiment, 6 in the Fvision vs. fixation_ experiment and in the Ffull
darkness experiment_ and 5 in the Fcontrol experiment_ and in the

Ffree viewing_ experiment). All subjects had normal or corrected to

normal vision and provided written informed consent. The Tel-

Aviv Sourasky Medical Center ethically approved the experimental

protocol.

Stimuli and experimental designs

Stimuli were generated on a PC, projected via an LCD projector

(Epson MP 7200) onto a tangent screen positioned over the

subject’s forehead and viewed through a tilted mirror.

http://www.sciencedirect.com
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FVision vs. darkness_ experiment
The Fvision vs. darkness_ experiment was 615 s long. Auditory

instructions marked transitions between the darkness and visual

conditions, lasting 120 s each.

In the darkness condition, all visual stimuli were extinguished,

subjects were instructed to close their eyes, pay close attention to

any visual-like percepts that might occur during darkness (e.g.

visual-like dots) and to report it following the scan. Upon

completion of the scan, subjects were interviewed to check

whether (and when) they experienced any visual-like percepts

during the darkness periods and whether these percepts were

similar to meaningful object images (such as faces or houses) since

such percepts are expected to elicit activity in high-order visual

cortex (Ishai et al., 2000).

In the visual condition, subjects’ eyes were open, and they

were presented with visual stimuli. An interleaved short block

design was used, where each visual epoch lasted 9 s followed by

a 6 s blank screen. The stimuli included line drawings of faces,

buildings and geometric patterns subtending 10- of visual field.

Drawings were presented at medium contrast (black line drawings

on uniform gray (36%) background), in an attempt to minimize

after-image effects in the darkness epochs. The first epoch of

every visual interval contained images of geometric patterns to

ensure that the object-selective activations were not biased by a

novelty effect. Nine images of the same category were presented

in each epoch; each image was presented for 800 ms and was

followed by a 200 ms blank screen. A central red fixation point

was present throughout the visual interval. During these visual

epochs, one or two consecutive repetitions of the same image

occurred in each epoch, and the subject’s task was to covertly

report whether the presented stimulus was identical to the

previous stimulus or not. The visual condition started with one

epoch of patterns followed by alternating epochs of faces and

buildings.

Overall, the duration and frequency of stimulation during the

visual conditions were chosen for their effectiveness in

activating high-order visual areas (Hasson et al., 2003; Levy

et al., 2001).

FVision vs. fixation_ experiment
The Fvision vs. fixation_ experiment was 615 s long,

alternating between intervals of visual stimulation (120 s) and

long fixation intervals (120 s). In the long fixation condition,

subjects viewed a small central red fixation point superimposed on

a blank (gray) screen. Subjects were instructed to pay close

attention to any visual-like percepts that might occur during

fixation (e.g. visual-like dots) and to report it following the scan.

Subjects were interviewed (same as above) to make sure that no

intense imagery of meaningful object images occurred during the

long fixation periods. The visual condition was exactly identical to

the visual condition described above in the Fvision vs. darkness_
experiment.

FFull darkness_ experiment
In the full darkness experiment, subjects’ eyes were closed

throughout the experiment (615 s long). Instructions were identical

to those given for the shorter darkness intervals described above.

FControl_ experiment
In the control experiment, subjects’ eyes were closed throughout

the experiment. Subjects were engaged in three different tasks: in
one condition (navigation imagery), subjects imagined their daily

route to work. In the second condition (mental calculation), subjects

consecutively subtracted 7 starting at 1000. The third Fno-task_
condition was identical to the darkness intervals in the other

experiments. Subjects were trained prior to the scan for the above

tasks. The entire experiment was 615 s long. Auditory instructions

marked transitions between the different conditions, lasting 100 s

each.

FFree viewing_ experiment
In order to directly compare the present results with our

previous findings, we have also re-analyzed data from a Ffree
viewing_ experiment in which subjects viewed an uninterrupted

segment from a popular movie. For details, see Hasson et al.,

2004.

Data acquisition

Subjects were scanned in a 1.5 T Signa Horizon LX 8.25 GE

scanner. In all experiments, a standard birdcage head coil was

used, and the scanned volume included 17–27 nearly axial slices

of 4 mm thickness and 1 mm gap to cover the entire cortical

surface. Blood oxygenation level dependent (BOLD) contrast

was obtained with gradient-echo echo-planar imaging (EPI)

sequence (TR = 3000, TE = 55, flip angle = 90-, field of view

24 � 24 cm2, matrix size 80 � 80, phase readout direction =

antero-posterior).

A whole brain spoiled gradient (SPGR) sequence was acquired

on each subject to allow accurate cortical segmentation, recon-

struction and volume-based statistical analysis. The scanned

volume included 80–120 nearly axial slices of 1.2 mm thickness

to cover the entire brain volume (TR = 40, TE = 9, flip angle =

30-, field of view 24 � 24 cm2, matrix size 256 � 256, phase

readout direction = left– right). T1-weighted high resolution

anatomical images of the same orientation and thickness as the

EPI slices were also acquired to facilitate incorporating the

functional data into the 3D space (TR = 400, TE = 14, flip angle =

90-, field of view 24 � 24 cm2, matrix size 196 � 196, phase

readout direction = antero-posterior).

Data analysis

General

fMRI data were analyzed with the BrainVoyager software

package (Goebel, 2000) and with complementary in-house

software. The first three volumes of each functional scan were

discarded. The functional images were superimposed on 2D

anatomical images and incorporated into the 3D data sets through

trilinear interpolation. The complete data set was transformed into

Talairach space (Talairach and Tournoux, 1988). Pre-processing of

functional scans included 3D motion correction, linear trend

removal, slice scan time correction and spatial smoothing using a

Gaussian filter of 4 mm full width at half maximum value

(FWHM). We filtered out very low frequencies (<0.0167 Hz) in the

Fvision vs. darkness_ data, in the Fvision vs. fixation_ data and in

the Ffull darkness_ data. Such filtering was not implemented in the

control experiment since both the imagery and calculation

conditions may have contained a tonic activation level lasting for

the entire duration of the 100-s epoch.

The cortical surface was reconstructed from the 3D-SPGR scan.

The procedure included segmentation of the white matter using a
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grow-region function, the smooth covering of a sphere around the

segmented region and the expansion of the reconstructed white

matter into the gray matter. The surface was then unfolded, cut

along the calcarine sulcus and flattened. Statistical analysis was

conducted on the flattened cortex.

Statistical analysis and definitions of regions of interest (ROIs)

Throughout our statistical analysis, we assumed a hemody-

namic lag of 3–6 s. In the Ffull darkness_ experiment, the lag was

set to 3 s for all subjects since this is the default lag which is used

in our studies when individual adjustments are not possible

(Hasson et al., 2004). In experiments which contained visual

stimulation, the lag was adjusted separately for each subject based

on optimal visual activation compared to the short fixation

periods.

In order to define object-selective ROIs, we created a new data

set containing only the visual intervals of the Fvision vs. darkness/

fixation_ experiments. This was accomplished by concatenating

the time courses acquired during the two visual intervals

separately for each voxel, after our basic preprocessing proce-

dures. We then performed statistical analysis based on the General

Linear Model (Goebel, 1996). A box-car predictor with a delay of

3/6 s was constructed for each experimental condition except the

short fixation blanks (patterns, faces, buildings), and the model

was independently fitted to the time course of each voxel. A

coefficient was calculated for each predictor using a least-squares

algorithm.

The linear model was fitted separately for the first and second

visual intervals. We used the Finternal-localizer_ approach in

which one part of the time course served for ROI definition,

while the other part served to estimate level of activation (Lerner

et al., 2002). Note that this approach guarantees the independence

of the ROI definitions from the activation level measurements but

ensures that ROI definitions and activation measurements are

performed on data acquired during the same scanning session, in

a similar fashion to the Ffunctional scout_ method (Weilke et al.,

2001).

ROIs were defined on the cortical surface as clusters of at least

50 mm2 in which the P value of the test was less than 0.05, after

correction for multiple comparisons (see below). Face-selective

ROIs included voxels which showed significantly higher activation

to faces vs. buildings (faces > buildings contrast), in the vicinity of

the fusiform gyrus (pFs—also known as the fusiform face area—

FFA (Kanwisher et al., 1997)) and in the inferior occipital gyrus

(IOG) (Hasson et al., 2003). Building-selective ROIs included

voxels which showed significantly higher activation to buildings

vs. faces (buildings > faces contrast), in the vicinity of the

collateral sulcus (CoS—likely corresponding to the parahippocam-

pal place area—PPA (Epstein and Kanwisher, 1998)) and in the

transverse occipital sulcus (TOS) (Hasson et al., 2003). To avoid

confusion with various naming schemes, we will refer to the face-

and building-related regions in ventral occipito-temporal cortex as

FFA and PPA respectively.

Calculation of significance values in the activation map (Fig.

1B) was based on the individual voxel significance and on the

minimum cluster size of 50 mm2 voxels (Forman et al., 1995). A

correction for multiple comparisons was performed by calculating

the probability of a false positive from the frequency count of

cluster sizes within the entire cortical surface, using a Monte Carlo

simulation (AlphaSim by B. Douglas Ward, a software module in
Cox, 1996). Finally, multi-subject maps (Fig. 1B) were generated

using random effect analysis.

Vision and rest comparisons

Time courses for Figs. 1C andDwere sampled from the building-

selective PPA separately for each subject. The multi-subject average

time course (Fig. 1C) was created by first converting, separately for

each subject, the BOLD time course to percent signal change values.

We used the average response during the short fixation periods as a

baseline for the percent signal change conversion. These time

courses were then averaged across subjects.

Time courses in the Supplementary Figs. 2 and 6 were

sampled from four object-selective regions in the occipito-

temporal cortex of both hemispheres: the PPA and TOS

building-related regions, and the FFA and IOG face-related

regions (Hasson et al., 2003).

For one subject (subject NZ), there was no significant building-

selective activity in the transverse occipital sulcus during the

Fvision vs. fixation_ experiment, and this time course is absent in

Supplementary Fig. 6.

All tests comparing visual stimulation periods and darkness

periods (Fig. 2) were conducted separately on time courses

sampled from these four regions bilaterally.

The power spectrum (Fig. 2 and Supplementary Fig. 3) was

defined as the base-10 logarithm of the squared absolute value of

the FFT components. Significant differences in the power spectrum

were defined by a paired t test (P < 0.05) separately for each

frequency range ([0.017 Hz–0.025 Hz–0.033 Hz–0.042 Hz–0.05

Hz–0.058 Hz–0.067 Hz–0.075 Hz–0.083 Hz–0.092 Hz–0.1

Hz–0.108 Hz–0.117 Hz–0.125–0.133 Hz–0.142 Hz–0.15 Hz–

0.158 Hz–0.167 Hz]). The same power spectrum analysis was

used to compare the spectral content of the darkness intervals of

the Fvision vs. darkness_ experiment to the Ffull darkness_ data

(Supplementary Fig. 4). For this purpose, we used segments with

identical length (120 s) from the Ffull darkness_ data.

Functional connectivity during rest

Functional connectivity results (Fig. 3A and Supplementary

Fig. 5) were generated by defining two Fseed_ time courses

sampled from the building-related PPA of the left hemisphere and

the inferior parietal cortex (IPC) of the right hemisphere. Each time

course was used as a GLM predictor to compute a voxel-by-voxel

fit (analogous to linear correlation). This fit was evaluated after

removing the auto-regression factor (BrainVoyager software

package (Goebel, 2000)) since consecutive fMRI data points of

the regressor are not statistically independent due to the nature of

the hemodynamic response.

For Fig. 3B, we applied a random effect group analysis in order

to further examine the neuro-anatomical distribution of the rest

fluctuations. In contrast to the normally applied procedure, in

which every subject’s data set is fitted with the same design matrix,

we used a different design matrix for each data set, based on the

subject’s actual data (Fseed_ time courses from the same ROIs) so

that the final map reflects regions which are consistently highly

correlated to the same Fseed_ location across subjects.

Correlations and spatial de-coherence index

After defining 2 face- and 2 building-selective regions in each

hemisphere (Hasson et al., 2003), we calculated, using the Finternal



Fig. 1. FVision vs. darkness_ experiment. (A) Experimental design. (B) Functional maps shown on an inflated cortical surface (ventral view). Red (green) areas

mark face (building)-selective regions. LH, left hemisphere; RH, right hemisphere; FFA, fusiform face area; PPA, parahippocampal place area. (C) PPA average

time course showing multi-subject average activity in terms of percent signal change from short fixation baseline epochs. Purple dotted line marks 75% of

average building-selective response. Note that in the group data it seems that there are no strong peaks during darkness. Prior to averaging, single subject time

courses were shifted by 3–6 s to account for the hemodynamic lag. (D) PPA single subject time course: purple dotted line marks 75% of average building-

selective response. Yellow and cyan arrows mark peaks during vision and darkness, respectively. Note that in single subject data strong peaks are quite frequent

during darkness. This time course was shifted by 3 s to account for the hemodynamic lag.
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localizer_ approach, the linear correlation coefficients between an

average time course of a given region to average time courses of all

other regions in the same hemisphere. Coefficients were then

averaged into 3 groups (Figs. 4A and C): FFace–Face_ correlations
denote correlations between the FFA and the IOG face-related

regions. Similarly, FBuilding–Building_ correlations mark correla-

tions between the PPA and the TOS building-related regions.
Finally, FFace–Building_ correlations represent an average of all

the 4 across-category correlations. Significance levels were

obtained by applying a paired t test comparing F–F (or B–B) to

F–B correlations (P < 0.05).

Spatial de-coherence level was defined as the difference between

the within-category correlation (an average of the F–F and B–B

values) to the across-category correlation (F–B value).



Fig. 2. FCharacteristics of object regions_ time courses. (I) FVision vs. darkness_ experiment. (A) The standard deviation of time course values was significantly

higher during visual stimulation (paired t test, P < 0.05, n = 7), indicating a larger modulation depth. (B) Log of power spectrum. Significant differences were

found only for the visual stimulation frequencies (paired t test, P < 0.05, n = 7). (II) FVision vs. fixation experiment. (C) The standard deviation of time course

values was significantly higher during visual stimulation (paired t test, P < 0.05, n = 6), indicating a larger modulation depth. (D) Log of power spectrum.

Significant differences were found only for the visual stimulation frequencies (paired t test, P < 0.05, n = 6). Every parameter of interest was computed for all

selective object areas and then averaged across regions and subjects. Statistical significance was evaluated by comparing the Fvision_ and Fdarkness_/Ffixation_
values for a given subject. Error bars mark inter-subject standard error of the mean (n = 7/6).
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Dynamic spatial de-coherence (Figs. 4B and D) was computed

by using a moving window of T10 time points around a center

data point and calculating the spatial de-coherence value for each

of the 21-point intervals. Thus, for each time point t, the value

computed is:

rbA;B�
t þ 10

t � 10 þ rbC;D�
t þ 10

t � 10

� �

2

�
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t þ 10
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t þ 10

t � 10 þ rbB;C�
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t þ 10

t � 10

� �

4

where: A = FFA, B = IOG, C = PPA, D = TOS, and rbA, B�T1
T2

denotes the linear correlation coefficient between A and B for the

interval [T1 T2].

Analysis of control experiment data

Map of different tasks during darkness (Fig. 5A) was obtained

by contrasting each condition with the other two (e.g. imagery vs.

calculation and Fno-task_) via GLM. Contours of building-related
regions were defined according to the visual interval of the Fvision
vs. darkness_ experiment, while borders of retinotopic areas are

schematic for illustration purposes only.

For the standard deviation analysis (Fig. 5B), we sampled time

courses of activation from the FFA and PPA and converted the

signals to percent signal change values around the mean prior to

calculation of the standard deviation.

For the spatial de-coherence analysis (Fig. 5C), we combined

data from several different experiments in the following manner: (i)

for the Fimagery_, Fno-task_ and Fmental calculation_ conditions,

data were collected from the control experiment (n = 5), and ROIs

were defined as follows: face-selective regions were defined by an

external localizer, using the Fvision vs. darkness_ experiment.

Imagery-activated regions, located slightly anterior to the standard

building-selective regions (Fig. 5A), were defined by using the

Finternal localizer_ method (Lerner et al., 2002). (ii) For the Fblock
design_ condition, we present data from the visual intervals of the

Fvision vs. darkness_ experiment (n = 7), as seen in Fig. 4A, while

ROIs were defined using the Finternal localizer_ approach. (iii) For
the motion picture condition, we present data from the free viewing

experiment (Hasson et al., 2004). ROIs were externally defined



Fig. 3. Neuro-anatomical distribution of rest activity. (A) Single subject analysis. Neuro-anatomical distribution of single subject rest activity shown on

flattened cortical hemispheres. Orange areas mark highly correlated regions to the left PPA (red contour) in the collateral sulcus. Green areas mark highly

correlated regions to the right IPC (blue contour). CoS, collateral sulcus; pFs, posterior fusiform gyrus; STS, superior temporal sulcus; IPC, inferior parietal

cortex; IPS, inferior parietal sulcus; LS, lateral sulcus; IFS, inferior frontal sulcus; preCS, pre-central sulcus; CS, central sulcus; pCS, post-central sulcus; LH,

left hemisphere; RH, right hemisphere. (B) Group analysis. Neuro-anatomical distribution of rest activity as revealed by multi-subject (n = 6) random effect

GLM analysis. Coloring and naming conventions are identical to panel A.
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according to the visual intervals of the Fvision vs. darkness_
experiments.
Results

Comparing fluctuations of activity in high-order visual cortex

during vision and darkness

To what extent does the human visual system become silent

when no visual input is available? We explored this issue by

performing a simple experiment which consisted of two main

conditions: visual stimulation and darkness (Fig. 1A). Upon

completion of the experiment, one of the seven subjects reported

sporadic experiences of Fvisual-like_ dots during darkness but

could not pinpoint the exact timings of these percepts. Another

subject reported some after-images in the first few seconds of the

darkness condition. The rest of the subjects did not report any

Fvisual-like_ experiences during darkness, and none of them

experienced any object-like percepts during darkness.

In the visual condition, subjects’ eyes were open, and they

received blocks of rapid visual stimulation consisting of either

pattern, face or house images. The visual epochs reproduced

successfully the well-established selective organization of occi-

pito-temporal cortex (Fig. 1B), revealing highly significant face- and
building-selective regions in both hemispheres (Hasson et al., 2003).

Face-selective activations were found in the FFA (Kanwisher et al.,

1997) and in the IOG face-related regions (Hasson et al., 2003),

while building-selective activations were found in the PPA (Epstein

and Kanwisher, 1998) and in the TOS dorsally (Hasson et al., 2003).

This functional selectivity was apparent not only in the multi-subject

maps (Fig. 1), but also in single-subject maps obtained from each of

the subjects individually (Supplementary Fig. 1A).

Fig. 1C depicts the time course of activation averaged across

seven subjects derived from the PPA. Note that the averaged time

course yielded a typical pattern of high activation during visual

stimulation and low levels of activity during the darkness periods

(Fig. 1C). However, this typical pattern changed dramatically when

single subject data were inspected (Fig. 1D). Here, the darkness

periods contained spontaneously emerging fluctuation peaks which

were spread over large cortical expanses.

The appearance of the spontaneous fluctuations could be

observed in every high level object area tested. To illustrate the

ubiquity of the phenomenon, we present the entire set of time courses

obtained from eight object areas (two face-related and two place-

related in each hemisphere) of 7 subjects (Supplementary Fig. 2).

A quantitative comparison of object-selective activation time

courses acquired during vision and during darkness revealed a

significant increase in the standard deviation during visual

stimulation (Fig. 2A) compared to rest, indicating that both signal



Fig. 4. Spatial de-coherence during vision, darkness and long fixation. (I) FVision vs. Darkness_ Experiment. (A) Correlations during vision and darkness

between cortical regions which are grouped by their functional properties. Note how correlation levels were uniform during darkness, while, during vision,

within-category correlations (F–F, B–B) were significantly higher than across-category correlations (F–B), indicating selective processing. F, face; B, building.

(B) Dynamic changes in spatial de-coherence level defined as the difference between within-category correlations to across-category correlations. Note the robust

and dramatic changes corresponding to vision and darkness. (II) FVision vs. Fixation_ Experiment. (C) Correlations during vision and long fixation between

cortical regions which are grouped by their functional properties. Note how correlation levels were uniform during the long fixation, while, during vision, within-

category correlations (F–F, B–B) were significantly higher than across-category correlations (F–B), indicating selective processing. F, face; B, building. (D)

Dynamic changes in spatial de-coherence level defined as the difference between within-category correlations to across-category correlations. Note the robust

and dramatic changes corresponding to vision and long fixation. Error bars in all panels mark inter-subject standard error of the mean (n = 6 or n = 7).
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peaks and inhibitory minima were of higher amplitude during

visual stimulation, thus reflecting an enhancement of the modula-

tion depth. Analyzing the spectral content of the time courses of

visual stimulation and rest did not reveal significant differences

other than the expected peaks at the visual stimulation frequencies

(Fig. 2B, see Supplementary Fig. 3A for individual spectra). In

order to verify that the rest fluctuations were not a mere side-effect

of the periodic structure of the visual stimulation, we further

compared the spectral contents of the rest fluctuations during the

Fvision vs. darkness_ experiment to rest fluctuations recorded

during a full darkness scan. The results demonstrate that the

general spectral content of the rest fluctuations was maintained,

regardless of prior visual stimulation (Supplementary Fig. 4).

Functional connectivity during rest

To verify that the spontaneous BOLD fluctuations during

darkness indeed represented, at least partially, neuronal processes,

we placed subjects in complete darkness for the entire scan and

explored the neuro-anatomical distribution of their rest fluctuations

by examining correlation patterns to specific cortical ‘‘seed’’

locations.

Fig. 3A illustrates a typical case for a ‘‘seed’’ located in the

building-related PPA, which was chosen as an example of a high-

order visual area. During rest, the PPA’s signal fluctuations were

highly correlated to the entire visual system. Moreover, other non-
visual sensory regions, including auditory cortex, as well as

regions in pre-frontal cortex, were also part of the highly correlated

network, indicating that the correlated fluctuations were not limited

to occipito-temporal cortex (Fig. 3).

The functional connectivity analysis in each hemisphere

revealed two consistent networks which showed complete de-

coupling during rest (Fig. 3, see Supplementary Fig. 5 for

individual brains). The results reveal a separate network linked

to inferior parietal cortex (IPC) structures, whose foci were

intrinsically correlated (green patches, Fig. 3) but which showed

strong de-coupling (correlation coefficient = 0.06, P = 0.39) from

the rest activity of the visual system.

Furthermore, our data revealed a highly significant correlation in

symmetric ‘‘mirror’’ locations across hemispheres (e.g. left and right

PPA). These symmetric inter-hemispheric connectivity patterns

were quite consistent, as can be seen in the group analysis (Fig.

3B), or by examining the individual patterns (Supplementary Fig. 5).

Overall, the segregation to two consistent networks within

hemispheres and the symmetric correlations across hemispheres

indicate that the fluctuations during darkness were likely due to

neuronal processes (see also discussion below).

Spontaneous fluctuations during long periods of fixation

To examine whether the spontaneous fluctuations were unique

to darkness periods or whether they may have been associated with



Fig. 5. Control experiment. (A) Activations during darkness averaged across 5 subjects shown on flattened cortical hemispheres. Colors indicate GLM contrast

of each condition with the other two (e.g. imagery vs. calculation and no-task). Black dotted lines denote schematic borders of retinotopic regions for

illustration purposes, while yellow contours mark loci of building-related regions. Note that imagery activated extensive regions, overlapping building-related

regions in ventral occipito-temporal cortex and regions anterior to the building-related regions in dorsal occipito-temporal cortex. See Fig. 3 for anatomical

abbreviations. (B) Standard deviation of time course values in the FFA and PPA across the different conditions. Note that enhanced standard deviation was

found in the PPA during navigation imagery (paired t test, P < 0.05, n = 5), while such an effect could not be found in the FFA. (C) Spatial de-coherence levels

during the different conditions of the control experiment and during different setups. Spatial de-coherence during visual stimulation and imagery was

significantly higher than that found during mental calculation and passive rest (t test, P < 0.05). Error bars in panels B and C mark inter-subject standard error

of the mean (n = 5/7).
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any removal of complex visual stimuli, we conducted a separate

experiment in which we replaced the darkness periods with the

presentation of a blank screen containing a small fixation point that

the subjects fixated for extended (120 s) durations. As in the

darkness periods, subjects did not report any perceptions of

meaningful object-like images during these prolonged fixation

periods.

The results of this experiment conducted on 6 subjects are

shown in the bottom panels of Fig. 2. As can be seen, the basic

phenomenon of widespread spontaneous BOLD fluctuations can

be evident in this experiment as well. A quantitative summary of

the data obtained from similar regions of interest as in the Fvisual
vs. darkness_ experiment confirms this impression. In a similar

fashion to the Fvision vs. darkness_ results, the standard deviation

of the fluctuations during vision was significantly higher than

during fixation (Fig. 2C). The entire set of face- and building-

related time courses are provided in order to further illustrate the

results (Supplementary Fig. 6). We could not find significant

differences in the spectral content (other than the expected peaks at

the visual stimulation frequencies) when comparing the visual
condition and the long fixation condition (Fig. 2D, Supplementary

Fig. 3B for individual spectra).

Post-stimulation ‘‘refractory’’ period

It is important to emphasize that the high-amplitude spontane-

ous fluctuations did not occur with equal probability throughout

the rest periods. Quantitative analysis of the entire data set revealed

a clear-cut ‘‘refractory’’ period following the termination of the

visual stimuli in which no high amplitude fluctuations were

evident. Thus, our results show that the average delay between the

end of visual stimulation and the first high-amplitude spontaneous

peak was 22.8 T 1.2 s for darkness periods and 26.8 T 1.6 s for

fixation periods.

Spatial de-coherence

A consistent parameter that differentiated vision from darkness

in the fMRI data was the level of Fspatial coherence_ between

functionally distinct visual areas: during darkness, such areas were
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fluctuating in unison, revealing widespread coherent modulations

of activity shared by the entire visual cortex. In contrast, during

vision, (i) functionally similar areas were more correlated, while (ii)

functionally dissimilar regions became de-correlated. We use the

term Fspatial de-coherence_ to indicate this difference between the

within-category correlations and the across-category correlations.

Fig. 4A (arrow) illustrates the quantitative estimate of the de-

coherence measure for two face- and two building-related regions

(Hasson et al., 2003). As can be seen, the de-coherence values

differed significantly (P < 3E�05) between the vision and

darkness periods. Fig. 4B illustrates the waxing and waning of

the spatial de-coherence level and its relation to the alternation

between vision and darkness. Similar results were obtained for the

Fvision vs. fixation_ experiment (Figs. 4C and D).

Possible sources of rest fluctuations

Fig. 5A demonstrates that the experimental tasks employed in

our control experiment (mental calculation, navigation-related

mental imagery and passive rest) differentially activated specific

cortical regions.

Examining activity elicited in the FFA did not show a

significant difference between mental calculation and rest in terms

of the standard deviation (Fig. 5B), suggesting that alpha waves

may not be a major source of the rest fluctuations (see also

Discussion section below).

Next, we checked whether the rest fluctuations were related to

mental imagery by examining the activity elicited by the

navigation imagery condition in the PPA. Although a larger

standard deviation was observed (Fig. 5B), a closer inspection of

the activity in regions activated by the imagery task ((i) the PPA

ventrally and (ii) a region anterior to the building-related TOS

dorsally), compared to the activity in neighboring face-related

regions, revealed that the enhanced BOLD activation was highly

de-coherent, i.e. resembled the visual activation condition (Fig.

5C), rather than the darkness fluctuations which were more

coherent in nature. Finally, we have also found comparable high

levels of spatial de-coherence during continuous free viewing of a

popular movie (Hasson et al., 2004) (Fig. 5C, FMotion Picture_).
This suggests that spatial de-coherence is not a derivative of our

specific experimental design or choice of stimuli.
Discussion

The neuronal basis of the rest fluctuations

Our results demonstrate that, during complete darkness with

eyes closed, in the complete absence of visual stimuli, occipito-

temporal object cortex shows consistent widespread spontaneous

fluctuations.

Since fMRI does not measure the neuronal activity directly,

BOLD fluctuations can arise from a diversity of sources that are

not directly related to the underlying neural activity. Such sources

include periodic cardiac and respiratory noise, slow autonomous

hemodynamic regulation and magnetic field drift. Hence, great

caution must be exercised when interpreting spontaneous

fluctuations which are not phase-locked to the experimental

manipulation.

We predicted that, if the spontaneous fluctuations are largely

due to neuronal processes, then the functional connectivity analysis
should reveal consistent patterns that cannot be explained by

common hemodynamic regulation. To that end, we investigated

connectivity patterns related to two Fseed_ time courses—the PPA

building-related region in high-order visual cortex and the IPC.

The latter seed was chosen because a network linked to this region

has been previously reported to be functionally connected during

the resting state (Greicius et al., 2003).

Several arguments support a neuronal origin to the BOLD

fluctuations during rest. First, the highly structured correlation

maps (Fig. 3) and the cortical sites showing complete decoupling

(green patches, Fig. 3) argue against global hemodynamic

modulations which affect the entire cortex. The anatomical

locations of these heterogeneous patterns of correlations were

quite consistent across subjects (Supplementary Fig. 5). The strong

segregation into two distinct networks is intriguing, and we are

currently exploring the nature of this segregation and the

functionality of these networks (Golland et al., 2005).

Second, there was an extremely high inter-hemispheric

correlation between ‘‘mirror’’ cortical sites (Fig. 3 and Supple-

mentary Fig. 5) which, due to the hemispheric segregation of the

blood supply, is quite unlikely to reflect purely hemodynamic

modulations. Furthermore, both the inter-hemispheric symmetry

and the intra-hemispheric segregation to two networks could not

be explained by a common posterior cerebral artery (PCA)

circulation since this artery supplies the medial part of the brain

(Barr and Kierman, 1993), while highly correlated regions, such

as the lateral–occipital complex, were also found on the lateral

surface.

One study (van de Ven et al., 2004) characterized functional

connectivity in the resting state using spatial ICA. Their results

differ from our data in the sense that unilateral clusters were found

in the left and right IPC, suggesting that these regions may not be

highly correlated across hemispheres during rest, but this discrep-

ancy may be related to their decomposition of each data set to a

relatively large number of independent components.

Thus, we conclude that the rest fluctuations were mainly caused

by neuronal activity rather than spontaneous hemodynamic

fluctuations—with the inter-hemispheric correlations likely medi-

ated by the dense network of callosal connections.

Previous studies have used a similar approach to assess

functional connectivity and have shown correlated signal changes

during prolonged rest in various cortical regions (Biswal et al.,

1995; Cordes et al., 2000; Lowe et al., 1998; Xiong et al., 1999).

Our results extend previous works demonstrating that spontaneous

physiological processes are likely to be the dominant factor

underlying fluctuations in the BOLD signal at rest (Hoshi et al.,

1998; Kruger and Glover, 2001; Peltier and Noll, 2002).

Although it is difficult to relate fast processes at the cellular

level to the slower global dynamics which we measure with fMRI,

the present results are compatible with many electro-physiological

studies which all point to high levels of activity in the visual cortex

in the absence of visual stimulation, both in the anesthetized cat

(Kenet et al., 2003), in the alert ferret (Fiser et al., 2004) and in the

alert monkey (Leopold et al., 2003).

Finally, further studies will be necessary in order to accurately

derive neuronal behavior from the amplitude of fMRI fluctuations

during rest. As we have argued elsewhere (Avidan et al., 2002), the

fact that the fMRI signal is a composite of the activity of a large

number of neurons in each voxel may mask substantial differences

in the patterns of neuronal activations. Thus, one may get a similar

amplitude of fMRI signal both as a result of a slight, but widely
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distributed, increase in the activity of many individual neurons or,

alternatively, as a result of an intense firing of a small group of

neurons within the imaged voxel. Thus, although superficially

similar, the activity during visual stimulation and during rest may

be derived from completely different activation profiles at the

single neuron level.

Spontaneous fluctuations during fixation

The use of complete darkness with eyes closed was helpful in

assuring that no stray light could have allowed rudimentary visual

processing. However, our results demonstrate that the rest

fluctuations were not unique to eye closure or extremely low level

of illumination since long periods of fixation were also associated

with spontaneous fluctuations which were of similar profile to the

darkness periods (compare Fig. 2: upper and lower panels). These

results also argue against imagery as a source of the spontaneous

fluctuations since visual imagery is reduced during fixation (Ishai

and Sagi, 1995). We can conclude that the spontaneous fluctuations

emerge in high-order visual areas whenever complex visual stimuli

are absent.

Relation to previous findings

Given that comparing visual activation to fixation or a blank

field is a widely used paradigm (including in our own research), it

may appear surprising that such spontaneous fluctuations during

rest were not observed previously. Most likely, this is due to the

long ‘‘refractory’’ time, which we found to occur after the cessation

of visual stimulation, during which no high activity fluctuations

were elicited. In our specific stimulation paradigm, this period was

typically longer than 20 s, which is above the typical rest period

employed by most fMRI studies of the visual system. Thus, the

shorter fixation or rest periods commonly used may have not

permitted sufficient time for the slow spontaneous fluctuations to

emerge.

A related phenomenon may be the reduced activation level

which was found during the rest period interspersed between the

visual stimulation epochs (indicated by gray bands in Figs. 1C–D)

compared to the extended no-stimulus conditions. This lower

baseline could be the result of the well known signal undershoot

which typically occurs after intense stimulation (Boynton et al.,

1996).

Another possibility is that long periods of rest, in contrast to

short periods with intervening visual stimuli, have allowed subjects

to enter a state of ‘‘reduced vigilance’’, similar in nature to sleep

stages 1/2. However, the fact that the spontaneous fluctuations

were found also during prolonged fixation and in every rest

interval for each one of our subjects strongly argues against this

possibility.

The variance of the spontaneous fluctuations

Our results show that the variance of the responses during

visual stimulation was higher compared to the rest fluctuations

(Figs. 2A, C, and Supplementary Figs. 2 and 6). These results

demonstrate that both excitatory and inhibitory peaks were of

higher amplitude during stimulation. Thus, enhanced variance in

the fMRI signal over time, which corresponds to a larger

modulation depth, appears to be an important factor distinguishing

sensory-evoked activity from ongoing activity.
Spatial de-coherence

Our results show that, in the absence of visual stimulation, the

entire visual system manifests slow widespread synchronized

fluctuations. In contrast, visual stimulation leads to spatial de-

coherence, i.e. the breakdown of overall synchrony into patterns of

both strong and weak correlations between different functional

regions, reflecting their functional specialization. Spatial de-

coherence can be best described as a state in which BOLD

fluctuations are strongly correlated between functionally similar

cortical regions and weakly correlated between functionally

dissimilar cortical regions.

The de-coherence during periods of object-selective visual

stimuli is expected and has been demonstrated in a large number

of mapping studies (Grill-Spector and Malach, 2004). However,

the new finding is that this de-coherence is strongly diminished

when visual stimuli are extinguished—due to the replacement of

regionally selective activations by the widespread regionally

synchronized peaks of slow fMRI fluctuations. This spatial

coherence was evident both in complete darkness (Fig. 4A) and

during long periods of fixation (Fig. 4C), indicating that

spontaneous fluctuations were indeed due to the lack of

structured visual stimuli, and not the result of reduced overall

luminance.

We have also found comparable high levels of spatial de-

coherence during continuous free viewing of a popular movie

(Hasson et al., 2004) (Fig. 5C). Note that, in contrast to

conventional block-designed paradigms, in which spatial de-

coherence is largely expected, the free viewing paradigm is not

specifically designed to activate the face- and building-related

regions in alternation and thus demonstrates the generality of this

phenomenon. We suggest that this state of activity, in which

functionally similar areas are intrinsically correlated, while

dissimilar areas are uncorrelated, is an important characteristic of

sensory processing.

Our results extend recent studies which have demonstrated

that functional connectivity patterns in sensory systems are

significantly different during task execution or stimulation and

during rest. For example, visual stimulation has been shown to

increase correlations between functionally related regions and

decrease correlations between regions which are not functionally

related (Bartels and Zeki, 2005; Hampson et al., 2004). Similary,

Broca’s area and Wernicke’s area increase their functional

connectivity during a listening task compared to rest (Hampson

et al., 2002). In the motor system, it has been suggested that the

recruitment of neurons to perform a specific task may moderately

reduce the degree of connectivity within and between regions

(Morgan and Price, 2004). However, since various artifacts can

bias correlational analyses of fMRI data (Lowe et al., 1998), our

results are unique in comparing the resting state fluctuations with

a state of sensory stimulation and task execution within the same

scanning session.

Functional role of rest fluctuations

One may wonder what could be the mechanism underlying the

rest fluctuations. One possibility could be visual imagery, which

has been reported to activate the visual system during darkness

(Ishai et al., 2000; O’Craven and Kanwisher, 2000). Another is the

mechanism underlying enhanced EEG alpha band power associ-

ated with relaxed eye closure (Berger, 1929).
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Our control experiments indicate that visual imagery could not

be related to these fluctuations since, where present, it produces

higher spatial de-coherence than the passive darkness state (Fig.

5C). In that respect, visual imagery appears to be more akin to

visual activation than to rest fluctuations. Furthermore, in cases

where imagery activation was likely to be reduced—e.g. in the

face-related FFA during intense navigation imagery—we found no

reduction in the rest fluctuations (Fig. 5B). Finally, the fact that we

found similar spontaneous fluctuations during long fixations also

argues against visual imagery as the source of these fluctuations

since imagery is significantly reduced when the eyes are open

(Ishai and Sagi, 1995).

Other potential correlates of the rest fluctuations may be

processes related to alpha waves since spatial de-coherence is

reminiscent of EEG de-synchronization and alpha ‘‘block’’ associ-

ated with enhanced alertness. However, the lack of significant

effects associated with mental calculation, which often causes alpha

disruption (Gevins and Schaffer, 1980), argues against this

interpretation.

Nevertheless, it is possible that alpha ‘‘block’’ failed to elicit

distinguishable differences in the standard deviation of the BOLD

signal of high-order visual areas. A full clarification of this issue

necessitates a direct comparison of EEG activity and fMRI

recordings (Laufs et al., 2003), which was not undertaken in the

present study. Such works demonstrated mixed results, exhibiting

both positive (Moosmann et al., 2003) and negative (Laufs et al.,

2003) correlation of the EEG alpha predictor with fMRI activity of

the occipital lobe. It seems that further research will be needed in

order to resolve the relation of surface EEG recordings during rest

to the spontaneous BOLD fluctuations.

A possible role for these slow fluctuations maybe analogous to

that of the slow oscillations in cortical activity found during slow-

wave sleep, which may be related to memory consolidation and

mechanisms of plasticity through cortico-thalamic networks

(Huber et al., 2004; Steriade and Timofeev, 2003). Oscillations

of a similar nature have also been observed in developing neural

circuits where correlated fluctuations occur with a periodicity on

the order of minutes (Feller, 1999). Another possibility is that such

fluctuations represent top–down influences related to goals or

expectations (Engel et al., 2001).

Thus, this study extends previous works which have demon-

strated the incessant, ongoing activity in human cortex, regardless

of the perceptual states. Upon stimulation, the slow widespread

spontaneous fluctuations which encompass the entire visual system

are replaced by regionally selective activation patterns which

reflect the functional selectivity of the different visual regions.

Thus, different levels of spatial de-coherence mark the transitions

from the stimulated state to rest periods.
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