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A Central Limit Theorem for Convex Sets

B. Klartag⋆

Department of Mathematics, Princeton University, Princeton, NJ 08540, USA

Abstract. We show that there exists a sequenceεn ց 0 for which the
following holds: LetK ⊂ R

n be a compact, convex set with a non-empty
interior. LetX be a random vector that is distributed uniformly inK. Then
there exist a unit vectorθ in R

n, t0 ∈ R andσ > 0 such that

sup
A⊂R

∣∣∣∣Prob { 〈X, θ〉 ∈ A } − 1√
2πσ

∫

A
e−

(t−t0)2

2σ2 dt

∣∣∣∣ ≤ εn, (∗)

where the supremum runs over all measurable setsA ⊂ R, and where〈·, ·〉
denotes the usual scalar product inR

n. Furthermore, under the additional
assumptions that the expectation ofX is zero and that the covariance matrix
of X is the identity matrix, we may assert that most unit vectorsθ satisfy
(∗), with t0 = 0 andσ = 1. Corresponding principles also hold for multi-
dimensional marginal distributions of convex sets.

1. Introduction

We begin with an example. Letn ≥ 1 be an integer, and consider the
cubeQ = [−

√
3,
√

3]n ⊂ R
n. Suppose thatX = (X1, ...,Xn) is a ran-

dom vector that is distributed uniformly in the cubeQ. ThenX1, ...,Xn

are independent, identically-distributed random variables of mean zero and
variance one. Consequently, the classical central limit theorem states that
the distribution of the random variable

X1 + ...+Xn√
n

⋆ The author is a Clay Research Fellow and is also supported by NSF grant#DMS −

0456590.



2 B. Klartag

is close to the standard normal distribution, whenn is large. Moreover,
suppose we are givenθ1, ..., θn ∈ R with

∑n
i=1 θ

2
i = 1. Then under mild

conditions on theθi’s (such as Lindeberg’s condition, see, e.g., [13, Section
VIII.4]), the distribution of the random variable

〈θ,X〉 =

n∑

i=1

θiXi

is approximately gaussian, provided that the dimensionn is large. For back-
ground on the classical central limit theorem we refer the reader to, e.g.,
[13] and [50].

Let us consider a second example, no less fundamental than the first.
We denote by| · | the standard Euclidean norm inR

n, and let
√
n+ 2Dn =

{x ∈ R
n; |x| ≤

√
n+ 2} be the Euclidean ball of radius

√
n+ 2 around

the origin inR
n. We also writeSn−1 = {x ∈ R

n; |x| = 1} for the unit
sphere inRn. Suppose thatY = (Y1, ..., Yn) is a random vector that is dis-
tributed uniformly in the ball

√
n+ 2Dn. ThenY1, ..., Yn are identically-

distributed random variables of mean zero and variance one,yet they are
not independent. Nevertheless, it was already observed by Maxwell that for
anyθ = (θ1, ..., θn) ∈ Sn−1, the distribution of the random variable

〈θ, Y 〉 =

n∑

i=1

θiYi

is close to the standard normal distribution, whenn is large. See, e.g., [12]
for the history of the latter fact and for more information.

There is a wealth of central limit theorems in probability theory that en-
sure normal approximation for a sum of many independent, or weakly de-
pendent, random variables. Our first example, that of the cube, fits perfectly
into this framework. The approach we follow in this paper relates more to
the second example, that of the Euclidean ball, where the “true source” of
the gaussian approximation may be attributed to geometry. The geometric
condition we impose on the distribution of the random variables is that of
convexity. We shall see that convexity may substitute for independence in
certain aspects of the phenomenon represented by the classical central limit
theorem.

A function f : R
n → [0,∞) is log-concave if

f(λx+ (1 − λ)y) ≥ f(x)λf(y)1−λ

for all x, y ∈ R
n and0 < λ < 1. That is,f is log-concave whenlog f

is concave on the support off . Examples of interest for log-concave func-
tions include characteristic functions of convex sets, thegaussian density,
and several densities from statistical mechanics. In this manuscript, we con-
sider random vectors inRn that are distributed according to a log-concave
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density. Thus, our treatment includes as a special case the uniform distribu-
tion on an arbitrary compact, convex set with a non-empty interior.

We say that a functionf : R
n → [0,∞) is isotropic if it is the density

of a random vector with zero mean and identity covariance matrix. That is,
f is isotropic when
∫

Rn

f(x)dx = 1,

∫

Rn

xf(x)dx = 0 and
∫

Rn

〈x, θ〉2f(x)dx = |θ|2

for all θ ∈ R
n. Any log-concave function with0 <

∫
f < ∞ may be

brought to an isotropic position via an affine map, that is,f ◦ T is isotropic
for some affine mapT : R

n → R
n (see, e.g., [34]). Suppose thatX andY

are two random variables attaining values in some measure spaceΩ (here
Ω will always beR or R

n or a subspaceE ⊂ R
n). We define their total-

variation distance as

dTV (X,Y ) = 2 sup
A⊂Ω

|Prob {X ∈ A} − Prob {Y ∈ A} | ,

where the supremum runs over all measurable setsA ⊂ Ω. Note that
dTV (X,Y ) equals theL1-distance between the densities ofX andY , when
these densities exist. Letσn−1 stand for the unique rotationally-invariant
probability measure onSn−1, also referred to as the uniform probability
measure on the sphereSn−1.

Theorem 1.1 There exist sequencesεn ց 0, δn ց 0 for which the fol-
lowing holds: Letn ≥ 1, and letX be a random vector inRn with an
isotropic, log-concave density. Then there exists a subsetΘ ⊂ Sn−1 with
σn−1(Θ) ≥ 1 − δn, such that for allθ ∈ Θ,

dTV ( 〈X, θ〉 , Z ) ≤ εn,

whereZ ∼ N(0, 1) is a standard normal random variable.

We have the boundsεn ≤ C
(

log log(n+2)
log(n+1)

)1/2
andδn ≤ exp

(
−cn0.99

)

for εn andδn from Theorem 1.1, wherec, C > 0 are universal constants.
The quantitative estimate we provide forεn is rather poor. While Theorem
1.1 seems to be a reasonable analog of the classical central limit theorem
for the category of log-concave densities, we are still lacking the precise
Berry-Esseen type bound. A plausible guess might be that thelogarithmic
dependence should be replaced by a power-type decay, in the bound forεn.

Theorem 1.1 implies the result stated in the abstract of thispaper, which
does not require isotropicity; indeed, recall that any log-concave density
can be made isotropic by applying an appropriate affine map. Thus, any
log-concave density in high dimension has at least one almost-gaussian
marginal. When the log-concave density is also isotropic, we can assert
that, in fact, the vast majority of its marginals are approximately gaussian.
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An inherent feature of Theorem 1.1 is that it does not providea specific
unit vectorθ ∈ Sn−1 for which 〈X, θ〉 is approximately normal. This is in-
evitable: We clearly cannot takeθ = (1, 0, ..., 0) in the example of the cube
above, and hence there is no fixed unit vector that suits all isotropic, log-
concave densities. Nevertheless, under additional symmetry assumptions,
we can identify a unit vector that always works.

Borrowing terminology from Banach space theory, we say thata func-
tion f : R

n → R is unconditional if

f(x1, ..., xn) = f(|x1|, ..., |xn|) for all x = (x1, ..., xn) ∈ R
n.

That is,f is unconditional when it is invariant under coordinate reflections.

Theorem 1.2 There exists a sequenceεn ց 0 for which the following
holds: Letn ≥ 1, and letf : R

n → [0,∞) be an unconditional, isotropic,
log-concave function. LetX = (X1, ...,Xn) be a random vector inRn that
is distributed according to the densityf . Then,

dTV

(
X1 + ...+Xn√

n
, Z

)
≤ εn

whereZ ∼ N(0, 1) is a standard normal random variable.

We provide the estimateεn ≤ C
(log(n+1))1/5 for εn from Theorem 1.2.

Multi-dimensional versions of Theorem 1.1 are our next topic. For inte-
gersk, n with 1 ≤ k ≤ n, let Gn,k stand for the grassmannian of allk-
dimensional subspaces inRn. Let σn,k be the unique rotationally-invariant
probability measure onGn,k. Whenever we refer to the uniform measure
on Gn,k, and whenever we select a randomk-dimensional subspace in
R
n, we always relate to the probability measureσn,k defined above. For

a subspaceE ⊂ R
n and a pointx ∈ R

n, let ProjE(x) stand for the or-
thogonal projection ofx onto E. A standard gaussian random vector in
a k-dimensional subspaceE ⊂ R

n is a random vectorX that satisfies
Prob{X ∈ A} = (2π)−k/2

∫
A exp(−|x|2/2)dx for any measurable set

A ⊂ E.

Theorem 1.3 There exists a universal constantc > 0 for which the fol-
lowing holds: Letn ≥ 3 be an integer, and letX be a random vector in
R
n with an isotropic, log-concave density. Letε > 0 and suppose that

1 ≤ k ≤ cε2 logn
log logn is an integer. Then there exists a subsetE ⊂ Gn,k with

σn,k(E) ≥ 1 − e−cn
0.99

such that for anyE ∈ E ,

dTV (ProjE(X) , ZE ) ≤ ε,

whereZE is a standard gaussian random vector in the subspaceE.
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That is, mostk-dimensional marginals of an isotropic, log-concave func-
tion, are approximately gaussian with respect to the total-variation metric,
provided thatk << logn

log logn . Note the clear analogy between Theorem
1.3 and Milman’s precise quantitative theory of Dvoretzky’s theorem, an
analogy that dates back to Gromov [18, Section 1.2]. Readersthat are not
familiar with Dvoretzky’s theorem are referred to, e.g., [15, Section 4.2],
to [33] or to [28]. Dvoretzky’s theorem shows thatk-dimensional geomet-
ric projections of ann-dimensional convex body areε-close to a Euclidean
ball, provided thatk < cε2 log n. Theorem 1.3 states thatk-dimensional
marginals, or measure-projections, of ann-dimensional convex body are
ε-close to gaussian whenk < cε2 log n/(log log n). Thus, according to
Dvoretzky’s theorem, the geometric shape of the support of the marginal
distribution may be approximated by a very regular body – a Euclidean
ball, or an ellipsoid – whereas Theorem 1.3 demonstrates that the marginal
distribution itself is very regular; it is approximately normal.

More parallels between Theorem 1.3 and Dvoretzky’s theoremare ap-
parent from the proof of Theorem 1.3 below. We currently do not know
whether there exists a single subspace that satisfies both the conclusion of
Theorem 1.3 and the conclusion of Dvoretzky’s theorem simultaneously;
both theorems show that a “random subspace” works with largeprobability,
but with respect to different Euclidean structures. The logarithmic depen-
dence on the dimension is known to be tight in Milman’s form ofDvoret-
zky’s theorem. However, we have no reason to believe that thequantitative
estimates in Theorem 1.3 are the best possible.

There are several mathematical articles where Theorem 1.1 is explicitly
conjectured. Brehm and Voigt suggest Theorem 1.1 as a conjecture in [7],
where they write that this conjecture appears to be “known among special-
ists”. Anttila, Ball and Perissinaki formulated the same conjecture in [1],
independently and almost simultaneously with Brehm and Voigt. Anttila,
Ball and Perissinaki also proved the conjecture for the caseof uniform dis-
tributions on convex sets whose modulus of convexity and diameter satisfy
certain quantitative assumptions. Gromov wrote a remark in[18, Section
1.2] that seems related to Theorem 1.1 and Theorem 1.3, especially in view
of the techniques we use here. Following [1] and [7], significant contri-
butions regarding the central limit problem for convex setswere made by
Bastero and Bernués [3], Bobkov [4], Bobkov and Koldobsky [5], Brehm
and Voigt [7], Brehm, Hinow, Vogt and Voigt [8], Koldobsky and Lifshits
[24], E. and M. Meckes [30], E. Milman [31], Naor and Romik [36], Paouris
[37], Romik [44], S. Sodin [48], Wojtaszczyk [53] and others.

Let us explain a few ideas from our proof. We begin with a general
principle that goes back to Sudakov [51] and to Diaconis and Freedman
[11] (see also the expositions of Bobkov [4] and von Weizsäcker [52]. A
sharpening for the case of convex bodies was obtained by Anttila, Ball and
Perissinaki [1]). This principle reads as follows: SupposeX is any random
vector inR

n with zero mean and identity covariance matrix. Then most of
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the marginals ofX are approximately gaussian, if and only if the random
variable|X|/√n is concentrated around the value one. In other words, typ-
ical marginals are approximately gaussian if and only if most of the mass
is concentrated on a “thin spherical shell” of radius

√
n and width much

smaller than
√
n. Therefore, to a certain extent, our task is essentially re-

duced to proving the following:

Theorem 1.4 Letn ≥ 1 be an integer and letX be a random vector with
an isotropic, log-concave density inRn. Then for all0 ≤ ε ≤ 1,

Prob

{∣∣∣∣
|X|√
n
− 1

∣∣∣∣ ≥ ε

}
≤ Cn−cε

2
,

wherec, C > 0 are universal constants.

A significantly superior estimate to that of Theorem 1.4, forthe case
whereε is a certain universal constant greater than one, is given byPaouris
[39], [40]. It would be interesting to try and improve the bound in Theorem
1.4 also for smaller values ofε.

Returning to the sketch of the proof, suppose that we are given a random
vectorX in R

n with an isotropic, log-concave density. We need to show that
most of its marginals are almost-gaussian. Select a randomk-dimensional
subspaceE ⊂ R

n, for a certain integerk. We use a concentration of mea-
sure inequality – in a way similar to Milman’s proof of Dvoretzky’s theo-
rem – to show that with large probability of choosing the subspaceE, the
distribution of the random vectorProjE(X) is approximately spherically-
symmetric. This step is carried out in Section 3, and it is also outlined by
Gromov [18, Section 1.2].

Fix a subspaceE such thatProjE(X) is approximately spherically-
symmetric. In Section 4 we use the Fourier transform to conclude that
the approximation by a spherically-symmetric distribution actually holds
in the strongerL∞-sense, after convolving with a gaussian. In Section 5 we
show that the gaussian convolution has only a minor effect, and we obtain a
spherically-symmetric approximation toProjE(X) in the total-variation,
L1-sense. Thus, we obtain a density in the subspaceE that has two prop-
erties: It is log-concave, by Prékopa-Leindler, and it is also approximately
radial. A key observation is that such densities are necessarily very close to
the uniform distribution on the sphere; this observation boils down to esti-
mating the asymptotics of some one-dimensional integral. At this point, we
further project our density, that is already known to be close to the uniform
distribution on a sphere, to any lower-dimensional subspace. By Maxwell’s
principle we obtain an approximately gaussian distribution in this lower-
dimensional subspace. This completes the rough sketch of our proof.

Throughout this paper, unless stated otherwise, the lettersc, C, c′, C̃ etc.
denote positive universal constants, that are not necessarily the same in
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different appearances. The symbolsC,C ′, C̄, C̃ etc. denote universal con-
stants that are assumed to be sufficiently large, whilec, c′, c̄, c̃ etc. denote
sufficiently small universal constants. We abbreviatelog for the natural log-
arithm,E for expectation,Prob for probability andV ol for volume.

Acknowledgements.I would like to thank Charles Fefferman, Emanuel
Milman and Vitali Milman for interesting discussions on related subjects,
and to Boris Tsirelson for mentioning the central limit problem for convex
sets in his graduate course at Tel-Aviv University.

2. Some background on log-concave functions

Here we gather some useful facts pertaining mostly to log-concave densi-
ties. For more information about log-concave functions, the reader is re-
ferred to, e.g., [2], [22] and [29]. The raison d’être of log-concave densities
on R

n stems from the classical Brunn-Minkowski inequality and its gen-
eralizations. LetE ⊂ R

n be a subspace, and letf : R
n → [0,∞) be an

integrable function. We denote the marginal off with respect to the sub-
spaceE by

πE(f)(x) =

∫

x+E⊥

f(y)dy (x ∈ E)

wherex+E⊥ is the affine subspace inRn that is orthogonal toE and passes
throughx. The Prékopa-Leindler inequality (see [42], [26], [43] orthe first
pages of [41]), which is a functional version of Brunn-Minkowski, implies
thatπE(f) is log-concave wheneverf is log-concave and integrable. There-
fore, whenf is isotropic and log-concave,πE(f) is also isotropic and log-
concave. A further consequence of the Prékopa-Leindler inequality, is that
whenf andg are integrable log-concave functions onR

n, so is their con-
volution f ∗ g. (The latter result actually goes back to [10], [27] and [47].)

Lemma 2.1 Let n ≥ 1 be an integer, and letX be a random vector in
R
n with a log-concave density. Assume thatF : R

n → [0,∞) is an even,
convex function, such thatF (tx) = tF (x) for all t > 0, x ∈ R

n. Denote
E =

√
E|F (X)|2. Then,

(i) Prob {F (X) ≥ tE} ≤ 2e−t/10 for all t ≥ 0.

Additionally, let0 < ε ≤ 1
2 , and letM > 0 satisfyProb{F (X) ≥ M} ≤

ε. Then,

(ii) Prob {F (X) ≥ tM} ≤ (1 − ε)

(
ε

1 − ε

)(t+1)/2

for all t ≥ 1.

Lemma 2.1 is the well-known Borell’s lemma (see its elegant proof in
[6] or [35, Theorem III.3]). Letf : R

n → [0,∞) be an integrable function.
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Forθ ∈ Sn−1 andt ∈ R we defineHθ,t = {x ∈ R
n; 〈x, θ〉 ≤ t} and

Mf (θ, t) =

∫

Hθ,t

f(x)dx. (1)

The functionMf is continuous inθ and t, non-decreasing int, and its

derivative ∂Mf

∂t is the Radon transform off . Thus, in principle, one may
recover the functionf from a complete knowledge ofMf . Clearly, for any
subspaceE ⊂ R

n,

MπE(f)(θ, t) = Mf (θ, t) for all θ ∈ Sn−1 ∩ E, t ∈ R. (2)

Moreover, letθ ∈ Sn−1, let E = Rθ be the one-dimensional subspace
spanned byθ, and denoteg = πE(f). Then

g(tθ) =
∂

∂t
MπE(f)(θ, t) =

∂

∂t
Mf (θ, t) (3)

for all pointst ∈ R where, say,g(tθ) is continuous.

Lemma 2.2 Let n ≥ 1 be an integer, and letf : R
n → [0,∞) be an

isotropic, log-concave function. Fixθ ∈ Sn−1. Then,

(i) For t ≥ 0 we have1 − 2e−|t|/10 ≤Mf (θ, t) ≤ 1.
(ii) For t ≤ 0 we have0 ≤Mf (θ, t) ≤ 2e−|t|/10.

Proof: LetX be a random vector with densityf . ThenE|〈X, θ〉|2 = 1.
We use Lemma 2.1(i), with the functionF (x) = |〈x, θ〉|, to deduce the
desired inequalities. �

The space of all isotropic, log-concave functions in a fixed dimension
is a compact space, with respect to, e.g., theL1-metric. In particular, one-
dimensional log-concave functions are quite rigid. For instance, suppose
thatg : R → [0,∞) is an isotropic, log-concave function. Then (see Hens-
ley [20] and also, e.g., [29, Lemma 5.5] or [14]),

1

10
≤ g(0) ≤ sup

x∈R

g(x) ≤ 1. (4)

We conclude that for any log-concave, isotropic functionf : R
n → [0,∞),

|Mf (θ, t) −Mf (θ, s)| ≤ |t− s| for all s, t ∈ R, θ ∈ Sn−1. (5)

To prove (5), we setE = Rθ andg = πE(f). Theng is isotropic and log-
concave, hencesup g ≤ 1 by (4). Note thatg is continuous in the interior of
its support, since it is a log-concave function. According to (3), the function
t 7→ g(tθ) is the derivative of the functiont 7→Mf (θ, t), and (5) follows.

Our next proposition is essentially taken from Anttila, Ball and Perissi-
naki [1], yet we use the extension to the non-even case which is a particular
case of a result of Bobkov [4, Proposition 3.1]. A functiong : Sn−1 → R

isL-Lipshitz, forL > 0, if |g(x) − g(y)| ≤ L|x− y| for all x, y ∈ Sn−1.
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Proposition 2.3 Let n ≥ 1 be an integer. Lett ∈ R and letf : R
n →

[0,∞) be an isotropic, log-concave function. Then, the function

θ 7→Mf (θ, t) (θ ∈ Sn−1)

isC-Lipshitz onSn−1. Here,C > 0 is a universal constant.

The proof of Proposition 2.3 in [4] involves analysis of two-dimensional
log-concave functions. A beautiful argument yielding Proposition 2.3, for
the case wheref is an even function, appears in [1]. The approach in [1] is
based on an application of Busemann’s theorem in dimensionn+ 1, which
leads to the conclusion thatθ 7→ |θ|Mf (t, θ/|θ|)−1 is a norm onRn for any
fixed t ≥ 0.

3. Techniques from Milman’s proof of Dvoretzky’s theorem

It is well-known that for largen, the uniform probability measureσn−1

on the unit sphereSn−1 satisfies strong concentration inequalities. This
concentration of measure phenomenon is one of the main driving forces in
high-dimensional convex geometry, as was first demonstrated by Milman in
his proof of Dvoretzky’s theorem (see [32] or [15, Section 4.2]). Our next
proposition is essentially taken from Milman’s work, though the precise
formulation we use is due to Gordon [16], [17] (see also [45],[46] or [36,
Theorem 6]).

Proposition 3.1 Letn ≥ 1 be an integer, letL > 0, 0 < ε ≤ 1/2, and let
g : Sn−1 → R be anL-Lipshitz function. DenoteM =

∫
Sn−1 g(x)dσn−1(x).

Assume that1 ≤ k ≤ ĉε2n is an integer. Suppose thatE ∈ Gn,k is a ran-
dom subspace, i.e.,E is distributed according to the probability measure
σn,k onGn,k. Then, with probability greater than1 − exp

(
−cε2n

)
,

|g(θ) −M | ≤ εL for all θ ∈ Sn−1 ∩E. (1)

Here,0 < c, ĉ < 1 are universal constants.

Our use of “Dvoretzky’s theorem type” arguments in the next lemma is
inspired by the powerful methods of Paouris in [38], [39], [40].

Lemma 3.2 Let n ≥ 1 be an integer, letA ≥ 1, 0 < δ ≤ 1
2 and letf :

R
n → [0,∞) be an isotropic, log-concave function. Assume that1 ≤ ℓ ≤

cδA−1 log n is an integer, and letE be a randomℓ-dimensional subspace
in R

n. Then with probability greater than1 − e−cn
1−δ

,

sup
θ∈Sn−1∩E

Mf (θ, t) ≤ e−Aℓ + inf
θ∈Sn−1∩E

Mf (θ, t) for all t ∈ R. (2)

Here,0 < c < 1 is a universal constant.
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Proof: We may assume thatn exceeds a given universal constant, since
otherwise, for a suitable choice of a small universal constant c, there is no
ℓ with 1 ≤ ℓ ≤ cδA−1 log n. Fix a real numbert. According to Proposition
2.3, the functionθ 7→ Mf (θ, t) is C-Lipshitz onSn−1. LetE ∈ Gn,ℓ be
a random subspace, uniformly distributed inGn,ℓ. We would like to apply
Proposition 3.1 withk = ℓ, L = C andε = 1

2n
−δ/2. Note that for this

choice of parameters,

k = ℓ ≤ cδA−1 log n ≤ ĉε2(log 1/ε)2n and 2εL ≤ e−2cδ logn ≤ e−2Aℓ,

provided thatc is a sufficiently small, positive universal constant, and that
n is greater than some universal constant. Hence the appeal toProposition
3.1 is legitimate. From the conclusion of that proposition,with probability
larger than1 − e−c

′n1−δ
of selectingE,

sup
θ∈Sn−1∩E

Mf (θ, t) ≤ e−2Aℓ + inf
θ∈Sn−1∩E

Mf (θ, t). (3)

For any fixedt ∈ R, the estimate (3) holds with probability greater than
1 − e−c

′n1−δ
. DenoteI = {i · e−2Aℓ ; i = −⌈e30Aℓ⌉, ..., ⌈e30Aℓ⌉}. Then,

with probability greater than1 − e−c̄n
1−δ

, we obtain

∀t ∈ I, sup
θ∈Sn−1∩E

Mf (θ, t) ≤ e−2Aℓ + inf
θ∈Sn−1∩E

Mf (θ, t). (4)

Indeed, the estimate for the probability follows from the inequality(2e30Aℓ+

3)e−c
′n1−δ ≤ e−c̄n

1−δ
.

Fix anℓ-dimensional subspaceE ⊂ R
n that satisfies (4). Selectθ1, θ2 ∈

Sn−1 ∩ E. We will demonstrate that for anyt ∈ R,

Mf (θ1, t) ≤ e−Aℓ +Mf (θ2, t). (5)

To that end, note that when|t| ≥ 20Aℓ, by Lemma 2.2,

|Mf (θ1, t) −Mf (θ2, t)| ≤ 2e−|t|/10 ≤ 2e−2Aℓ ≤ e−Aℓ. (6)

Hence (5) holds for|t| ≥ 20Aℓ. We still need to consider the case where
|t| < 20Aℓ. In this case,|t| ≤ e20Aℓ and hence there existst0 ∈ I with
|t − t0| ≤ 1

2 · e−2Aℓ. According to (5) from Section 2, the functiont 7→
Mf (θi, t) is 1-Lipshitz for i = 1, 2. Therefore, by using (4), we conclude
(5) also for the case where|t| < 20Aℓ. Thus (5) holds for allt ∈ R, under
the assumption thatE satisfies (4).

Recall thatθ1, θ2 ∈ Sn−1 ∩ E are arbitrary, hence we may take the
supremum overθ1 and the infimum overθ2 in (5). We discover that when-
ever the subspaceE satisfies (4), it necessarily also satisfies (2). The prob-
ability for a randomℓ-dimensional subspaceE ⊂ R

n to satisfy (4) was
shown to be greater than1 − e−c̄n

1−δ
. The lemma thus follows. �
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Remark.For the case wheref is even, Lemma 3.2 follows from a direct
application of Dvoretzky’s theorem in Milman’s form. Indeed, in this case,
θ 7→ |θ|Mf (θ, t)

−1 is a norm, and Lemma 3.2 asserts that this norm is
almost Hilbertian when restricted to certain random subspaces.

4. Almost spherical log-concave functions

A large portion of this section is devoted to proving the following proposi-
tion.

Proposition 4.1 There exist universal constantsC0, C > 1 and0 < c < 1
for which the following holds: Letn ≥ 1 be an integer and letf : R

n →
[0,∞) be an isotropic, log-concave function. Assume that

sup
θ∈Sn−1

Mf (θ, t) ≤ e−C0n + inf
θ∈Sn−1

Mf (θ, t) for all t ∈ R. (1)

Suppose thatY is a random vector inRn with densityf . Then for all0 <
ε < 1,

Prob

{∣∣∣∣
|Y |√
n
− 1

∣∣∣∣ ≥ ε

}
≤ Ce−cε

2n. (2)

Forn ≥ 1 andv > 0 we defineγn,v : R
n → [0,∞) to be the function

γn,v(x) =
1

(2πv)n/2
exp

(
−|x|2

2v

)
. (3)

Thenγn,v is the density of a gaussian random vector inR
n with expectation

zero and covariance matrix that equalsvId, whereId is the identity matrix.
We writeO(n) for the group of orthogonal transformations ofR

n.

Lemma 4.2 Letn ≥ 1 be an integer, letα ≥ 5, and letf : R
n → [0,∞)

be an isotropic, log-concave function. Assume that

sup
θ∈Sn−1

Mf (θ, t) ≤ e−5αn + inf
θ∈Sn−1

Mf (θ, t) for all t ∈ R. (4)

Denoteg = f ∗ γn,1, where∗ stands for convolution. Then,

sup
θ∈Sn−1

g(tθ) ≤ e−αn + inf
θ∈Sn−1

g(tθ) for all t ≥ 0. (5)
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Proof:We will show that the Fourier transform off is almost spherically-
symmetric. As usual, we define

f̂(ξ) =

∫

Rn

e−2πi〈ξ,x〉f(x)dx (ξ ∈ R
n),

wherei2 = −1. Let r > 0, and fixξ1, ξ2 ∈ R
n with |ξ1| = |ξ2| = r. De-

note byE1 = Rξ1, E2 = Rξ2 the one-dimensional subspaces spanned by
ξ1, ξ2, respectively. From (3) of Section 2 we see thatπEj(f)(tξj/|ξj |) =
∂
∂tMf (ξj/|ξj |, t) for j = 1, 2 and for allt in the interior of the support of
the log-concave functiont 7→ πEj (f)(tξj/|ξj |). By integrating by parts we
obtain

f̂(ξ1) − f̂(ξ2) =

∫ ∞

−∞

[
πE1(f)

(
t
ξ1
|ξ1|

)
− πE2(f)

(
t
ξ2
|ξ2|

)]
e−2πirtdt

= 2πir

∫ ∞

−∞

[
Mf

(
ξ1
|ξ1|

, t

)
−Mf

(
ξ2
|ξ2|

, t

)]
e−2πirtdt, (6)

as the boundary terms clearly vanish. From Lemma 2.2 we have
∣∣∣∣Mf

(
ξ1
|ξ1|

, t

)
−Mf

(
ξ2
|ξ2|

, t

)∣∣∣∣ ≤ 2e−|t|/10 for all t ∈ R. (7)

According to (6), (7) and to our assumption (4), we conclude that for any
r > 0 andξ1, ξ2 ∈ R

n with |ξ1| = |ξ2| = r,

|f̂(ξ1) − f̂(ξ2)| (8)

≤ 2πr

[
80αn · e−5αn +

∫

|t|>40αn
2e−|t|/10dt

]
≤ re−2αn,

where we made use of the fact thatαn ≥ 5. A standard computation (e.g.
[49, page 6]) shows that̂γn,1(ξ) = e−2π2|ξ|2. Recall that we defineg =

f ∗ γn,1, and hencêg(ξ) = e−2π2|ξ|2 · f̂(ξ). We thus deduce from (8) that
for anyξ1, ξ2 ∈ R

n,

|ĝ(ξ1) − ĝ(ξ2)| ≤ e−2π2r2re−2αn whenever|ξ1| = |ξ2| = r > 0. (9)

Let x ∈ R
n, and letU ∈ O(n) be an orthogonal transformation. By using

the inverse Fourier transform (see, e.g. [49, Chapter I]) and applying (9),
we get

|g(x) − g(Ux)| =

∣∣∣∣
∫

Rn

[ĝ(ξ) − ĝ(Uξ)] e2πi〈x,ξ〉dξ

∣∣∣∣

≤
∫

Rn

e−2π2|ξ|2|ξ|e−2αndξ ≤ e−2αn

∫

Rn

e−π|ξ|
2
dξ = e−2αn. (10)

Sincex ∈ R
n andU ∈ O(n) are arbitrary, from (10) we conclude (5).�
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Let f : [0,∞) → [0,∞) be a log-concave function with0 <
∫∞
0 f <

∞, that is continuous on[0,∞) andC2-smooth on(0,∞). For p > 1,
denote bytp(f) the uniquet > 0 for whichf(t) > 0 and also

(log f)′(t) =
f ′(t)
f(t)

= −p− 1

t
. (11)

Lemma 4.3 tp(f) is well-defined, under the above assumptions onf and
p.

Proof: We need to explain why a solutiont to equation (11) exists and
is unique, for allp > 1. To that end, note thatf is a log-concave function
with finite, positive mass, hence it decays exponentially fast at infinity (this
is a very simple fact; see, e.g., [23, Lemma 2.1]). Therefore, the function
ϕ(t) = tp−1f(t) satisfies

lim
t→0+

ϕ(t) = lim
t→∞

ϕ(t) = 0.

The functionϕ is continuous, non-negative, not identically zero, and tends
to zero at0 and at∞. Consequently,ϕ attains its positive maximum at some
finite pointt0 > 0. Thenϕ(t0) > 0 andϕ′(t0) = 0, sinceϕ isC2-smooth.
On the other hand,f is log-concave, andt 7→ tp−1 is strictly log-concave,
henceϕ is strictly log-concave on its support. Therefore, there isat most
one point whereϕ is non-zero andϕ′ vanishes. We conclude that there
exists exactly one pointt0 > 0 such thatf(t0) > 0 and

ϕ′(t0) = tp−2
0

[
(p− 1)f(t0) + t0f

′(t0)
]

= 0.

Thus a finite, positivet that solves (11) exists and is unique. �

Let us mention a few immediate properties of the quantitytp(f). First,
f(tp(f)) > 0 for all p > 1. Second, suppose thatf is a continuous, log-
concave function on[0,∞), C2-smooth on(0,∞), with 0 <

∫
f < ∞.

Then,
f(t) ≥ e−(n−1)f(0) for any 0 ≤ t ≤ tn(f). (12)

Indeed, iff(0) = 0 then (12) is trivial. Otherwise,f(0) > 0 andf(tn(f)) >
0, hencef is necessarily positive on[0, tn(f)] by log-concavity. Therefore
log f is finite and continuous on[0, tn(f)], andC2-smooth in(0, tn(f)).
Additionally, log f is concave, hence(log f)′ is non-increasing in(0, tn(f)).
From the definition (11) we deduce that(log f)′(t) ≥ −(n − 1)/tn(f) for
all 0 < t < tn(f), and (12) follows.

Furthermore, since(log f)′ is non-increasing on the interval in which
it is defined, then(log f)′(t) ≤ −(n − 1)/tn(f) for t > tn(f) for which
f(t) > 0. We conclude that for anyα ≥ 1,

f(t) ≤ e−(α−1)(n−1)f(tn(f)) when t ≥ αtn(f). (13)
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Note thattp(f) behaves well under scaling off . Indeed, letf be a
continuous, log-concave function on[0,∞), C2-smooth on(0,∞), with
0 <

∫
f < ∞. Forδ > 0, denoteτδ(x) = δx. From the definition (11) we

see that for anyp > 1,

tp(f ◦ τδ) = δ−1 · tp(f). (14)

Lemma 4.4 Letn ≥ 2, and letf, g : [0,∞) → [0,∞) be continuous, log-
concave functions,C2-smooth on(0,∞), such thatf(0) > 0, g(0) > 0
and

∫
f <∞,

∫
g <∞. Assume that for anyt ≥ 0,

|f(t) − g(t)| ≤ e−5n min{f(0), g(0)}. (15)

Then, (
1 − e−n

)
tn(g) ≤ tn(f) ≤

(
1 + e−n

)
tn(g).

Proof: Setδ = tn(f). According to (14), both the conclusions and the
requirements of the lemma are invariant when we replacef andg with f◦τδ
andg ◦ τδ, respectively. We apply this replacement, and assume from now
on thattn(f) = 1.

Inequality (12) and our assumption thatf(0) > 0 show thatf(t) ≥
e−nf(0) > 0 for 0 ≤ t ≤ 1. We combine this inequality with (15) to obtain
the bound|g(t)/f(t) − 1| ≤ e−4n for all 0 ≤ t ≤ 1. In particular,g is
positive on[0, 1]. Denotef0 = log f, g0 = log g. Then for all0 ≤ t ≤ 1,

−2e−4n < log(1− e−4n) ≤ g0(t)−f0(t) ≤ log(1+ e−4n) < e−4n. (16)

Next, we claim that

g′0(t) ≥ f ′0
(
t+ e−2n

)
− 4e−2n for all 0 < t ≤ 1 − e−2n. (17)

Indeed, assume by contradiction that (17) does not hold. Then there exists
0 < t0 ≤ 1 − e−2n for which g′0(t0) < f ′0(t0 + e−2n) − 4e−2n. From our
assumptions,f andg are log-concave, hencef0 andg0 are concave, and
hencef ′0 andg′0 are non-increasing on(0, 1). Therefore, fort ∈ (t0, t0 +
e−2n),

g′0(t) ≤ g′0(t0) < f ′0(t0 + e−2n) − 4e−2n ≤ f ′0(t) − 4e−2n. (18)

Denotet1 = t0 + e−2n. Then[t0, t1] ⊂ [0, 1] and by (18),

[f0(t1) − g0(t1)] − [f0(t0) − g0(t0)] > 4e−2n · (t1 − t0) = 4e−4n,

in contradiction to (16). Thus, our momentary assumption – that (17) does
not hold – was false, and hence (17) is proved.
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From the definition (11) we see thatf ′0(1) = (log f)′(1) = −(n − 1).
Recall once again thatg′0 is non-increasing. By applying the caset = 1 −
e−2n in (17), we conclude that for0 < s < 1 − 4e−2n,

g′0(s) ≥ g′0(1 − e−2n) ≥ f ′0(1) − 4e−2n = −(n− 1) − 4e−2n

≥ −(n− 1)
(
1 + 4e−2n

)
≥ − n− 1

1 − 4e−2n
> −n− 1

s
. (19)

From (19) we conclude thatg′(s)/g(s) = g′0(s) 6= −n−1
s for all 0 < s <

1 − 4e−2n. The definition (11) shows that

tn(g) ≥ 1 − 4e−2n.

Recalling the scaling argument above, we see that we have actually proved
that

tn(g) ≥ (1 − 4e−2n)tn(f),

whenever the assumptions of the lemma hold. However, these assumptions
are symmetric inf andg. Hence,

tn(g) ≥ (1 − 4e−2n)tn(f) and also tn(f) ≥ (1 − 4e−2n)tn(g)

for any functionsf, g that satisfy the assumptions of the lemma. Since1 +
e−n ≥ 1/(1 − 4e−2n) for n ≥ 2, the lemma is proved. �

Our next lemma is a standard application of the Laplace asymptotic
method, and is similar to, e.g., [22, Lemma 2.1] and [23, Lemma 2.5]. We
will make use of the following well-known bound: Forα, δ > 0,

∫ ∞

δ
e−α

t2

2 dt =
1√
α

∫ ∞

δ
√
α
e−

t2

2 dt ≤
√

2π√
α
e−α

δ2

2 . (20)

The inequality in (20) may be proved, for example, by computing the Laplace
transform of the gaussian density and applying Markov’s inequality (e.g.,
[50, Section 1.3]).

Lemma 4.5 Let n ≥ 2 be an integer, and letf : [0,∞) → [0,∞) be a
continuous, log-concave function,C2-smooth on(0,∞), with0 <

∫∞
0 f <

∞. Then for0 ≤ ε ≤ 1,

∫ tn(f)(1+ε)

tn(f)(1−ε)
tn−1f(t)dt ≥

(
1 − Ce−cε

2n
)∫ ∞

0
tn−1f(t)dt, (21)

whereC > 1 and0 < c < 1 are universal constants.
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Proof: We begin with a scaling argument. A glance at (14) and (21)
assures us that both the validity of the assumptions and the validity of the
conclusions of the present lemma, are not altered when we replacef with
f ◦ τδ, for any δ > 0. Hence, we may switch fromf to f ◦ τtn(f), and
reduce matters to the casetn(f) = 1. Thusf(1) > 0. Multiplying f by an
appropriate positive constant, we may assume thatf(1) = 1.

We denoteψ(t) = (n−1) log t+log f(t) (t > 0), where we setψ(t) =
−∞ wheneverf(t) = 0. Sincef(1) = 1, thenψ(1) = 0. Additionally,
ψ′(1) = 0 becausetn(f) = 1. The functionψ is concave, and therefore it
attains its maximum at1. Let s0, s1 > 0 be the minimal positive numbers
for which ψ(1 − s0) = −1 andψ(1 + s1) = −1. Suchs0 ands1 exist
sinceψ is continuous,ψ(1) = 0 andψ(t) → −∞ whent → 0 (because
of log t) and whent → ∞ (because oflog f , sincef is log-concave with
0 <

∫
f <∞).

We may suppose thatn ≥ 100; for an appropriate choice of a large uni-
versal constantC, the right hand side of (21) is negative forn < 100, and
hence the lemma is obvious forn < 100. Denotem = inf{t > 0; f(t) 6=
0} andM = sup{t > 0; f(t) 6= 0}. Sincetn(f) = 1, necessarilym < 1
andM > 1. Then, form < t < M ,

ψ′′(t) = −n− 1

t2
+ (log f)′′(t) ≤ −n− 1

t2
, (22)

sincelog f is concave and hence(log f)′′ ≤ 0. From (22) we obtain, in par-
ticular, the inequalityψ′′(t) ≤ −n−1

4 for m < t < min{2,M}. Recalling
thatψ(1) = ψ′(1) = 0, we see thatψ(t) ≤ −n−1

8 (t−1)2 for all 0 < t < 2.
Thereforeψ(1− 4/

√
n) ≤ −1 andψ(1 + 4/

√
n) ≤ −1, and consequently

s0 ≤ 4√
n

and s1 ≤ 4√
n
. (23)

Sincen ≥ 100, then (23) implies thats0, s1 ≤ 1
2 . Recall that the function

ψ is concave, henceψ′ is non-increasing. The relationsψ(1− s0) = ψ(1+
s1) = −1, ψ(1) = 0 thus imply that

ψ′(1 − s0) ≥
1

s0
and ψ′(1 + s1) ≤ − 1

s1
. (24)

Examination of (22) shows us thatψ′′(t) ≤ −(n− 1) for m < t ≤ 1 − s0.
By definition,ψ(1 − s0) = −1. We thus conclude from (24) thatψ(1 −
s0 − t) ≤ −1 − t

s0
− n−1

2 t2 for 0 < t < 1 − s0. Fix 0 ≤ ε ≤ 1. Then,
∫ 1−s0−ε

0
eψ(t)dt ≤ e−1

∫ ∞

ε
e
− t

s0
−(n−1) t2

2 dt (25)

≤ min

{
s0e

− ε
s0 ,

∫ ∞

ε
e−(n−1) t2

2 dt

}
≤ min



s0e

− ε
s0 ,

e−(n−1) ε2

2√
(n − 1)/(2π)







A Central Limit Theorem for Convex Sets 17

where we used (20) to estimate the last integral. Next, observe again that
ψ′′(t) ≤ −n−1

4 for all m < t < min{2,M}, by (22). We use (24), as well
as the fact thatψ(1 + s1) = −1, to obtain

ψ(1 + s1 + t) ≤ −1 − t

s1
− n− 1

8
t2 for 0 ≤ t ≤ 1 − s1. (26)

Consequently,
∫ 2

1+s1+ε
eψ(t)dt ≤ e−1

∫ ∞

ε
e
− t

s1
−(n−1) t2

8 dt (27)

≤ min

{
s1e

− ε
s1 ,

∫ ∞

ε
e−(n−1) t2

8 dt

}
≤ min



s1e

− ε
s1 ,

e−(n−1) ε2

8√
(n − 1)/(8π)





by (20). Sinces1 ≤ 1
2 , we deduce from (26) thatψ(2) ≤ − 1

2s1
− n−1

32 .

Recall thatψ′ is non-increasing, thatψ′(1) = 0 and thatψ′′(t) ≤ −n−1
4

for 1 < t < min{2,M}. Therefore,ψ′(t) ≤ −n−1
4 whenever2 ≤ t < M .

Thus we realize thatψ(2 + t) ≤
(
− 1

2s1
− n−1

32

)
− n−1

4 t for t ≥ 0. Hence,

∫ ∞

2
eψ(t)dt ≤ e

− 1
2s1

−n−1
32

∫ ∞

0
e−

n−1
4
tdt ≤ 8s1

n− 1
e−

n−1
32 . (28)

Let s = s0 + s1. Then, by the definition ofs0 ands1,
∫ ∞

0
eψ(t)dt ≥

∫ 1+s1

1−s0
eψ(t)dt ≥

∫ 1+s1

1−s0
e−1dt = e−1s. (29)

The inequalities we gathered above will allow us to prove (21). Note that
(21) is trivial whenε ≤ 4√

n
; for an appropriate choice of a large constant

C, the right-hand side of (21) is negative in this case. We may thus restrict
our attention to the case where4√

n
< ε < 1. Hence,s0 + ε ≤ 2ε and

s1 + ε ≤ 2ε, by (23). We add (25), (27) and (28) to get
∫

|t−1|≥2ε
eψ(t)dt ≤ min

{
se−ε/s,

20√
n
e−

ε2n
20

}
+

20s

n
· e−n/100. (30)

Division of (30) by (29) yields,
∫
|t−1|≥2ε exp(ψ(t))dt
∫∞
0 exp(ψ(t))dt

≤ 60min



e

−ε/s,
e−

ε2n
20

s
√
n



+ 40e−n/100. (31)

In order to establish (21) and complete the proof, it is sufficient to show
that ∫

|t−1|≥2ε
exp(ψ(t))dt ≤ 100e−ε

2n/100

∫ ∞

0
exp(ψ(t))dt. (32)
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According to (23), we know thats = s0 + s1 ≤ 10√
n

. In the case where

ε > 10

√
log 10

s
√
n√

n
,

we have 1
s
√
n
< exp

(
ε2n
100

)
and hence the estimate (32) follows from (31)

by choosing the “e
− ε2n

20

s
√
n

” term in the minimum in (31). In the complemen-
tary case, we have

ε ≤ 10

√
log 10

s
√
n√

n
≤ 100

sn
,

since
√

log t ≤ t for t ≥ 1. In this case,ε/s ≥ 1
100ε

2n, and (32) follows by
selecting the “e−ε/s” term in (31). Hence (32) is proved for all cases. The
proof is complete. �

The following lemma is standard, and is almost identical, for example,
to [35, Appendix V.4]. For a random vectorX in R

n, we denote its covari-
ance matrix byCov(X).

Lemma 4.6 Let n ≥ 1 be an integer, letA, r, α, β > 0 and letX be a
random vector inRn with EX = 0 andCov(X) = βId. Assume that the
density ofX is log-concave, and that

Prob

{∣∣∣∣
|X|
r

− 1

∣∣∣∣ ≥ ε

}
≤ Ae−αε

2n for 0 ≤ ε ≤ 1. (33)

Then,

(i) For all 0 ≤ ε ≤ 1, P rob

{∣∣∣∣
|X|√
βn

− 1

∣∣∣∣ ≥ ε

}
≤ C ′e−c

′ε2n.

(ii)

∣∣∣∣
r√
βn

− 1

∣∣∣∣ ≤
C√
n

provided thatn ≥ C.

Here,C,C ′, c′ > 0 are constants that depend solely onA andα.

Proof: By a simple scaling argument, we may assume thatβ = 1; oth-
erwise, replace the functionf(x) with the functionβn/2f(β1/2x). In this
proof, c, C,C ′ etc. stand for constants depending only onA andα. We
begin by proving (ii). Since

√
E|X|2 =

√
n, Lemma 2.1(i) implies that

Prob
{
|X| ≥ t

√
n
}
≤ 2e−t/10 for all t > 0.



A Central Limit Theorem for Convex Sets 19

Therefore,

∣∣n− r2
∣∣ ≤ E

∣∣|X|2 − r2
∣∣ =

∫ ∞

0
Prob

{∣∣|X|2 − r2
∣∣ ≥ t

}
dt (34)

≤
∫ r2

0
A exp

(
−αt

2n

8r4

)
dt+

∫ ∞

r2
min

{
Ae−αn, 2 exp

(
−

√
t

10
√
n

)}
dt

≤ C
r2√
n

+ C ′n3Ae−αn + C ′′e−cn < C
r2√
n

+ C̃e−c̃n,

provided thatn > C. From (34) we deduce (ii). To prove (i), it is enough
to consider the case whereε ≥ C√

n
. In this case, by (ii),

Prob
{∣∣|X| −

√
n
∣∣ ≥ ε

√
n
}
≤ Prob

{∣∣|X| − r
∣∣ ≥ C ′εr

}

and (i) follows from (33) for the range0 < ε < 1/C ′. By adjusting the
constants, we establish (i) for the entire range0 ≤ ε ≤ 1. �

Lemma 4.7 Letn ≥ 1 be an integer, letβ > 0, and letf : R
n → [0,∞)

be a log-concave function that is the density of a random vector with zero
mean and with covariance matrix that equalsβId. Then

f(0) ≥ e−n sup
x∈Rn

f(x) ≥
(

c√
β

)n

where0 < c < 1 is a universal constant.

Proof: The inequalityf(0) ≥ e−n sup f is proved in [14, Theorem 4].
By our assumptions,

∫
Rn |x|2f(x)dx = βn. Markov’s inequality entails
∫
√

2βnDn

f(x)dx ≥ 1

2
.

Therefore,

sup
x∈Rn

f ≥ 1

V ol(
√

2βnDn)

∫
√

2βnDn

f(x)dx ≥ (Cβ)−n/2 · 1

2
,

sinceV ol(
√
nDn) ≤ C̃n (see, e.g., [41, page 11]). �

Proof of Proposition 4.1:Recall our assumption (1) and our desired
conclusion (2) from the formulation of the proposition. We assume thatn
is greater than some large universal constant, since otherwise (2) is obvious
for an appropriate choice of constantsC, c > 0. Denoteg = f ∗ γn,1, the
convolution off andγn,1. Theng is log-concave, and is the density of a
random vector with mean zero and covariance matrix2Id. By Lemma 4.7,

g(0) ≥ c̄n. (35)
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We setC0 = 25 (1 + log 1/c̄) where0 < c̄ < 1 is the constant from (35).
Our assumption (1) is precisely the basic requirement of Lemma 4.2, for
α = C0/5 ≥ 5. By the conclusion of that lemma,

sup
θ∈Sn−1

g(tθ) ≤ e−5ng(0) + inf
θ∈Sn−1

g(tθ) for all t ≥ 0, (36)

sincee−C0n/5 ≤ e−5ng(0), according to the definition ofC0 and (35). The
functiong is C∞-smooth, sinceg = f ∗ γn,1 with γn,1 beingC∞-smooth.
Additionally, since0 <

∫
g <∞ then for someA,B > 0,

g(x) ≤ Ae−B|x| for all x ∈ R
n (37)

(see, e.g., [23, Lemma 2.1]). Forθ ∈ Sn−1 andt ≥ 0, we writegθ(t) =
g(tθ). Thengθ is log-concave, continuous on[0,∞),C∞-smooth on(0,∞)
and integrable on[0,∞) by (37). In addition,gθ(0) = g(0) > 0 by (35). Fix
θ0 ∈ Sn−1, and denoter0 = tn(gθ0). According to (36), for anyθ ∈ Sn−1

andt ≥ 0,

|gθ(t) − gθ0(t)| ≤ e−5ng(0) = e−5n min{gθ(0), gθ0(0)}.

Thus the functionsgθ andgθ0 satisfy the assumptions of Lemma 4.4, for
anyθ ∈ Sn−1. By the conclusion of that lemma, for anyθ ∈ Sn−1,

(1 − e−n)r0 ≤ tn(gθ) ≤ (1 + e−n)r0,

becauser0 = tn(gθ0). We deduce that for any10e−n ≤ ε ≤ 1 andθ ∈
Sn−1,

(1 + ε)r0 ≥
(
1 +

ε

2

)
tn(gθ) and (1 − ε)r0 ≤

(
1 − ε

2

)
tn(gθ). (38)

For0 ≤ ε ≤ 1 letAε = {x ∈ R
n;
∣∣|x| − r0

∣∣ ≤ εr0}. We will prove that for
all 0 ≤ ε ≤ 1, ∫

Aε

g(x)dx ≥ 1 − Ce−cε
2n. (39)

Note that (39) is obvious forε < 10e−n ≤ 10√
n

, since in this case1 −
Ce−cε

2n ≤ 0 for an appropriate choice of universal constantsc, C > 0. We
still need to deal with the case10e−n ≤ ε ≤ 1. To that end, note thatgθ
satisfies the requirements of Lemma 4.5 for anyθ ∈ Sn−1 by the discussion
above. We will integrate in polar coordinates and use (38) aswell as Lemma
4.5. This yields

∫

Aε

g(x)dx ≥
∫

Sn−1

∫ (1+ε/2)tn(gθ)

(1−ε/2)tn(gθ)
tn−1gθ(t)dtdθ

≥
(
1 − Ce−cε

2n
)∫

Sn−1

∫ ∞

0
tn−1gθ(t)dtdθ = 1 −Ce−cε

2n,
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since
∫

Rn g = 1. This completes the proof of (39).
LetX1,X2, ... be a sequence of independent, real-valued, standard gaus-

sian random variables. By the classical central limit theorem,

Prob

{
m∑

i=1

X2
i ≤ m

}
m→∞−→ 1

2
.

Consequently,1/C ′ ≤ Prob{
∑n

i=1X
2
i ≤ n} ≤ 1 − 1/C ′ for some uni-

versal constantC ′ > 0. DenoteX = (X1, ...,Xn). ThenX is distributed
according to the densityγn,1 in R

n. We record the bound just mentioned:

1

C ′ ≤ Prob{|X|2 ≤ n} ≤ 1 − 1

C ′ . (40)

LetY be another random vector inRn, independent ofX, that is distributed
according to the densityf . Since the density ofX is an even function, then
for any measurable setsI, J ⊂ [0,∞) with Prob{|X| ∈ I} > 0 and
Prob{|Y | ∈ J} > 0,

Prob {〈X,Y 〉 ≥ 0 given that|X| ∈ I, |Y | ∈ J} =
1

2
. (41)

Additionally, the random vectorX + Y hasg as its density, becauseg =
f ∗ γn,1. Therefore (39) translates to

Prob
{∣∣|X + Y | − r0

∣∣ > εr0
}
≤ Ce−cε

2n for all 0 ≤ ε ≤ 1. (42)

SinceX andY are independent, we conclude from (40), (41) and (42) that
for all 0 < ε < 1,

Prob
{
|Y |2 ≥ r20(1 + ε)2 − n

}
(43)

≤ 2C ′Prob
{
|Y |2 ≥ r20(1 + ε)2 − n, |X| ≥

√
n, 〈X,Y 〉 ≥ 0

}

≤ 2C ′Prob
{
|X + Y |2 ≥ r20(1 + ε)2

}
≤ C exp

(
−cε2n

)
,

and similarly,

Prob
{
|Y |2 ≤ r20(1 − ε)2 − n

}
(44)

≤ 2C ′Prob
{
|Y |2 ≤ r20(1 − ε)2 − n, |X| ≤

√
n, 〈X,Y 〉 ≤ 0

}

≤ 2C ′Prob {|X + Y | ≤ r0(1 − ε)} ≤ C exp
(
−cε2n

)
.

Next, we estimater0. Recall that the density ofX + Y is log-concave,
E(X + Y ) = 0 andCov(X + Y ) = 2Id. We invoke Lemma 4.6(ii),
based on (42), and conclude that3n/2 ≤ r20 ≤ 3n, under the legitimate
assumption thatn > C. Denoter =

√
r20 − n. Then

√
n/2 ≤ r ≤

√
2n

and

r2(1 + 10ε)2 ≥ r20(1 + ε)2 − n, r20(1 − ε)2 − n ≥ r2(1 − 10ε)2,
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for 0 ≤ ε ≤ 1/10. Therefore, (43) and (44) imply that for any0 < ε < 1
10 ,

Prob
{
r2(1 − 10ε)2 ≤ |Y |2 ≤ r2(1 + 10ε)2

}
≥ 1 − 2Ce−cε

2n.

After adjusting the constants, we see that

∀0 ≤ ε ≤ 1, P rob

{∣∣∣∣
|Y |
r

− 1

∣∣∣∣ ≥ ε

}
≤ C ′e−c

′ε2n. (45)

Recall thatY is distributed according to the densityf , which is an isotropic,
log-concave function. We may thus apply Lemma 4.6(i), basedon (45), and
conclude (2). The proposition is proved. �

We proceed to discuss applications of Proposition 4.1. The following
lemma is usually referred to as the Johnson-Lindenstrauss dimension re-
duction lemma [21]. We refer, e.g., to [9, Lemma 2.2] for an elementary
proof. Recall that we denote byProjE(x) the orthogonal projection ofx
ontoE, wheneverx is a point inR

n andE ⊂ R
n is a subspace.

Lemma 4.8 Let1 ≤ k ≤ n be integers, and letE ∈ Gn,k be a randomk-
dimensional subspace. Letx ∈ R

n be a fixed vector. Then for all0 ≤ ε ≤ 1,

Prob

{∣∣∣∣∣ |ProjE(x)| −
√
k

n
|x|
∣∣∣∣∣ ≥ ε

√
k

n
|x|
}

≤ Ce−cε
2k (46)

wherec, C > 0 are universal constants.

Proof of Theorem 1.4:We use the constantC0 ≥ 1 from Proposition
4.1, and the constantc from Lemma 3.2. Letℓ = ⌊ c

100C0
log n⌋ and fix

0 ≤ ε ≤ 1/3. We may assume thatℓ ≥ 1; otherwise,n is smaller than
some universal constant and the conclusion of the theorem isobvious. We
assume thatX is a random vector inRn whose density is an isotropic, log-
concave function to be denoted byf . LetE ∈ Gn,ℓ be a fixed subspace that
satisfies

sup
θ∈Sn−1∩E

Mf (θ, t) ≤ e−C0ℓ + inf
θ∈Sn−1∩E

Mf (θ, t) for all t ∈ R. (47)

Denoteg = πE(f). Then (47) translates, with the help of (2) from Section
2, to

sup
θ∈Sn−1∩E

Mg(θ, t) ≤ e−C0ℓ + inf
θ∈Sn−1∩E

Mg(θ, t) for all t ∈ R. (48)

The functiong is an isotropic, log-concave function, and it is the densityof
ProjE(X). We invoke Proposition 4.1, forℓ andg, based on (48). By the
conclusion of that proposition,

Prob

{∣∣∣∣
|ProjE(X)|√

ℓ
− 1

∣∣∣∣ ≥ ε

}
≤ C ′e−c

′ε2ℓ, (49)
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under the assumption that the subspaceE satisfies (47). Suppose thatF ∈
Gn,ℓ is a randomℓ-dimensional subspace inRn, independent ofX. Re-
call our choice of the integerℓ. According to Lemma 3.2, with probability
greater than1 − e−cn

0.99
, the subspaceE = F satisfies (47). We conclude

from (49) that

Prob

{∣∣∣∣
|ProjF (X)|√

ℓ
− 1

∣∣∣∣ ≥ ε

}
≤ C ′e−c

′ε2ℓ + e−cn
0.99 ≤ C̃e−c̃ε

2ℓ,

where the last inequality holds asℓ ≤ log n and0 ≤ ε ≤ 1/3. SinceX and
F are independent, then by Lemma 4.8,

Prob

{∣∣∣∣∣ |ProjF (X)| −
√
ℓ

n
|X|

∣∣∣∣∣ ≥ ε

√
ℓ

n
|X|
}

≤ Ĉe−ĉε
2ℓ.

To summarize, with probability greater than1 − C̄e−c̄ε
2ℓ we have

(i) (1 − ε)
√
ℓ ≤ |ProjF (X)| ≤ (1 + ε)

√
ℓ, and also

(ii) (1 + ε)−1

√
n

ℓ
|ProjF (X)| ≤ |X| ≤ (1 − ε)−1

√
n

ℓ
|ProjF (X)|.

Hence,

Prob

{
1 − ε

1 + ε
≤ |X|√

n
≤ 1 + ε

1 − ε

}
≥ 1 − C̄e−c̄ε

2ℓ. (50)

Note that1+ε1−ε ≤ 1 + 3ε and1 − 3ε ≤ 1−ε
1+ε , and recall that0 ≤ ε ≤ 1

3 was
arbitrary, and thatℓ = ⌊ c

100C0
log n⌋. By adjusting the constants, we deduce

from (50) that the inequality in the conclusion of the theorem is valid for
all 0 ≤ ε ≤ 1. The theorem is thus proved. �

The following lemma may be proved via a straightforward computa-
tion. Nevertheless, we will present a shorter, indirect proof that is based on
properties of the heat kernel, an idea we borrow from [7, Theorem 3.1].

Lemma 4.9 Letn ≥ 1 be an integer and letα, β > 0. Then,
∫

Rn

|γn,α(x) − γn,β(x)| dx ≤ C
√
n

∣∣∣∣
β

α
− 1

∣∣∣∣ , (51)

whereC > 0 is a universal constant.

Proof: The integral on the left-hand side of (51) is never larger than 2.
Consequently, the lemma is obvious whenβα > 2 or when β

α < 1
2 , and

hence we may assume that1
2α ≤ β ≤ 2α. Moreover, in this case both

the left-hand side and the right-hand side of (51) are actually symmetric
in α andβ up to a factor of at most2. Therefore, we may assume that
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α < β ≤ 2α (the caseβ = α is obvious). Fort > 0 and for a measurable
functionf : R

n → R, we define

(Ptf)(x) =
1

(4πt)n/2

∫

Rn

e−
|x−y|2

4t f(y)dy (x ∈ R
n)

whenever the integral converges. Then(Pt)t>0 is the heat semigroup on
R
n. We will make use of the following estimate: For any smooth, integrable

functionf : R
n → R and anyt > 0,

∫

Rn

|(Ptf)(x) − f(x)| dx ≤ 2
√
t

∫

Rn

|∇f(x)|dx. (52)

An elegant proof of the inequality (52), in a much more general setting, is
given by Ledoux [25, Section 5]. It is straightforward to verify that

∫

Rn

|∇γn,α(x)|dx =
1

(2πα)n/2

∫

Rn

|x|
α
e−

|x|2

2α dx

≤ 1

α

(
1

(2πα)n/2

∫

Rn

|x|2e−
|x|2

2α dx

)1/2

=

√
n

α
.

Consequently, (52) implies that

∫

Rn

∣∣∣Pβ−α
2

(γn,α) (x) − γn,α(x)
∣∣∣ dx ≤ 2

√
β − α

2

√
n

α
. (53)

It is well-known and easy to prove thatγn,β = Pβ−α
2

(γn,α). Sinceα <

β ≤ 2α, then (53) implies (51). The lemma is proved. �

We are now able to prove Theorem 1.2 by combining the classical
Berry-Esseen bound with Theorem 1.4.

Proof of Theorem 1.2:We may assume thatn exceeds a given universal
constant. Letf andX be as in the assumptions of Theorem 1.2. According
to Theorem 1.4,

Prob

{∣∣∣∣
|X|√
n
− 1

∣∣∣∣ ≥ ε

}
≤ Cn−cε

2
for all 0 ≤ ε ≤ 1. (54)

The caseε =
√

2 − 1 in (54) shows thatδ0 := Prob
{
|X| ≥

√
2n
}

≤
Cn−c/4 ≤ n−c/10, under the legitimate assumption thatn exceeds a certain
universal constant. By (54) and by Lemma 2.1(ii),

E

∣∣∣∣
|X|2
n

− 1

∣∣∣∣ =

∫ ∞

0
Prob

{∣∣∣∣
|X|2
n

− 1

∣∣∣∣ ≥ t

}
dt (55)

≤
∫ 1

0
C ′n−c

′t2dt+

∫ ∞

1
(1 − δ0)

(
δ0

1 − δ0

)(
√

1+t
2

+1)/2

dt ≤ C ′′
√

log n
.
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Let δ1, ..., δn be independent Bernoulli random variables, that are also in-
dependent ofX, such thatProb{δi = 1} = Prob{δi = −1} = 1/2 for
i = 1, ..., n. Fort ∈ R andx = (x1, ..., xn) ∈ R

n denote

P (x; t) = Prob

{∑n
i=1 δixi√
n

≤ t

}
.

We write

Φσ2(t) =
1√
2πσ

∫ t

−∞
exp

(
− t2

2σ2

)
dt

for σ > 0 andt ∈ R. By the Berry-Esseen bound (see, e.g., [13, Section
XVI.5] or [50, Section 2.1.30]), for anyx ∈ R

n,

sup
t∈R

∣∣P (x; t) − Φ|x|2/n(t)
∣∣ ≤ C

∑n
i=1 |xi|3
|x|3 , (56)

whereC > 0 is a universal constant. Sincef is unconditional, the random
variable(

∑n
i=1Xi) /

√
n has the same law of distribution as the random

variable(
∑n

i=1 δiXi) /
√
n. For t ∈ R we set

P (t) = Prob

{∑n
i=1Xi√
n

≤ t

}
= Prob

{∑n
i=1 δiXi√
n

≤ t

}
.

We denote the expectation over the random variableX byEX . ThenP (t) =
EXP (X; t) by the complete probability formula. Fori = 1, ..., n, the ran-
dom variableXi has mean zero, variance one, and its density is a log-
concave function. Consequently,E|Xi|2 = 1, and by Lemma 2.1(i), for
any1 ≤ i ≤ n,

Prob {|Xi| ≥ 20 log n} ≤ 2e−2 logn =
2

n2
.

Therefore, with probability greater than1 − 2
n of selectingX,

|Xi| ≤ 20 log n for all 1 ≤ i ≤ n. (57)

Fix t ∈ R. We substitute into (56) the information from (57), and from
the caseε = 1/2 in (54). We see that with probability greater than1 −
Cn−c/4 − 2

n of selectingX,
∣∣∣∣P (X; t) − Φ |X|2

n

(t)

∣∣∣∣ ≤ C

∑n
i=1 |Xi|3
|X|3 ≤ C ′ (log n)3√

n
.

Since always0 ≤ P (X; t) ≤ 1 and0 ≤ Φ1(t) ≤ 1, we conclude that

EX

∣∣∣∣P (X; t) − Φ |X|2

n

(t)

∣∣∣∣ ≤ C ′ (log n)3√
n

+ 2Cn−c/4 +
2

n
<
C ′

nc′
. (58)
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According to Lemma 4.9, for anyx ∈ R
n,

∣∣∣∣Φ |x|2

n

(t) − Φ1(t)

∣∣∣∣ ≤
∫ ∞

−∞

∣∣∣∣γ1,
|x|2

n

(s) − γ1,1(s)

∣∣∣∣ ds ≤ Ĉ

∣∣∣∣
|x|2
n

− 1

∣∣∣∣ ,

and therefore by (55)

EX

∣∣∣∣Φ |X|2

n

(t) − Φ1(t)

∣∣∣∣ ≤ ĈEX

∣∣∣∣
|X|2
n

− 1

∣∣∣∣ ≤
C√
log n

. (59)

Recall thatP (t) = EXP (X; t) and thatt is an arbitrary real number. We
apply Jensen’s inequality, and then combine (58) and (59) toobtain

∀t ∈ R, |P (t) − Φ1(t) | ≤ EX |P (X; t) − Φ1(t) | ≤
C√
log n

. (60)

The random variable(X1 + ... + Xn)/
√
n has mean zero, variance one

and a log-concave density. Its cumulative distribution function P (t) =
Prob {(X1 + ...+Xn)/

√
n ≤ t} satisfies (60). Therefore, we may invoke

[8, Theorem 3.3], and conclude from (60) that

dTV

(
X1 + ...+Xn√

n
, Z

)
≤ Č

(
C log C√

logn√
log n

)1/2

= Č

√
log log n

(log n)1/4
,

whereZ ∼ N(0, 1) is a standard gaussian random variable. The theorem
follows, with εn ≤ C(log log(n+ 2))1/2/(log(n+ 1))1/4. �

Remarks.

1. Suppose thatf is a log-concave density in high dimension that is isotropic
and unconditional. In Theorem 1.2, we were able to describe an ex-
plicit one-dimensional marginal off that is approximately normal. It
seems possible to identify some multi-dimensional subspacesE ⊂ R

n,
spanned by specific sign-vectors, such thatπE(f) is guaranteed to be
almost-gaussian. We did not pursue this direction.

2. Under the assumptions of Theorem 1.2, we proved that〈X, θ〉 is approx-
imately gaussian whenθ = (1, ..., 1)/

√
n. A straightforward adaptation

of the proof of Theorem 1.2 shows that〈X, θ〉 is approximately gaus-
sian under the weaker assumption that|θ1|, ..., |θn| are rather small (as
in Lindeberg’s condition).

3. Theorem 1.1, with a worse bound forεn, follows by combining Theo-
rem 1.4 with the methods in [1], and then applying [8, Theorem3.3].
We will deduce Theorem 1.1 from the stronger Theorem 1.3 in the next
section.
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5. Multi-dimensional marginals

The next few pages are devoted to the proof of the following lemma.

Lemma 5.1 Letn ≥ 2 be an integer, letα ≥ 10, and letf : R
n → [0,∞)

be an isotropic, log-concave function. Denoteg = f ∗ γn,n−30α . Then,
∫

Rn

|g(x) − f(x)|dx ≤ C

nα/10
,

whereC > 0 is a universal constant.

We begin with an addendum to Lemma 4.5. Rather than appealingto the
Laplace asymptotic method once again, we will base our proofon an ele-
gant observation by Bobkov regarding one-dimensional log-concave func-
tions.

Lemma 5.2 Letn ≥ 2 be an integer, letα ≥ 5 and letf : [0,∞) → [0,∞)
be a log-concave function with

∫
f < ∞. Denotet0 = sup{t > 0; f(t) ≥

e−αnf(0)}. Then,
∫ t0

0
tn−1f(t)dt ≥

(
1 − e−αn/8

)∫ ∞

0
tn−1f(t)dt. (1)

Proof: If
∫
f = 0 then f ≡ 0 almost everywhere and (1) is trivial.

Thus, we may suppose that
∫
f > 0. Moreover, we may assume thatf

is continuous on[0,∞) andC2-smooth on(0,∞), by approximation (for
example, convolvef with γ1,ε on R, restrict the result to[0,∞), and let
ε tend to zero). Since0 <

∫
f < ∞ then f decays exponentially fast

at infinity, and0 <
∫∞
0 tn−1f(t)dt < ∞. Multiplying f by a positive

constant, we may assume that
∫∞
0 tn−1f(t)dt = 1.

For t > 0, denote,

φ(t) = tn−1f(t) and Φ(t) =

∫ t

0
φ(s)ds.

Thenφ is a log-concave function with
∫
φ = 1. Recall the definition of

tn(f), that is, (11) from Section 4. According to that definition,φ′(tn(f)) =

0. DenoteM = f(tn(f)) > 0. ThenM ≥ e−(n−1)f(0) by (12) from Sec-
tion 4, and hence

t0 ≥ t1 := sup
{
t > 0; f(t) ≥ e−(α−1)(n−1)M

}
,

wheret0 is defined in the formulation of the lemma. SinceM > 0 and since
f is continuous and vanishes at infinity, the numbert1 is finite, greater than
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tn(f), and satisfiesf(t1) = e−(α−1)(n−1)M . From (13) of Section 4 we
see thatt1 ≤ αtn(f). Therefore,

φ(t1) = φ(tn(f)) ·
(

t1
tn(f)

)n−1

· f(t1)

M

≤ φ(tn(f)) · αn−1 · e−(α−1)(n−1) ≤ φ(tn(f))e−αn/8 = e−αn/8 · maxφ,

whereφ(tn(f)) = maxφ becauseφ is log-concave,φ(tn(f)) > 0 and
φ′(tn(f)) = 0. LetΦ−1 : (0, 1) → (0,∞) stand for the inverse function to
Φ. A useful fact we learned from Bobkov’s work [4, Lemma 3.2] isthat the
functionψ(t) = φ(Φ−1(t)) is concave on(0, 1). (To see this, differentiate
ψ twice, and use the inequality(log φ)′′ ≤ 0.)

Sinceφ attains its maximum attn(f), thenψ attains its maximum at
Φ(tn(f)). The functionψ is non-negative and concave on(0, 1), hence for
t ≥ Φ(tn(f)) and0 < ε < 1,

ψ(t) ≤ ε · maxψ ⇒ t ≥ 1 − ε.

Equivalently, fors ≥ tn(f) and0 < ε < 1, the inequalityφ(s) ≤ ε ·
maxψ = ε · maxφ implies the boundΦ(s) ≥ 1 − ε. We have shown that
t1 ≥ tn(f) satisfiesφ(t1) ≤ e−αn/8 maxφ, and hence we conclude that
Φ(t1) ≥ 1 − e−αn/8. Recalling thatt0 ≥ t1, the lemma follows. �

Corollary 5.3 Letn ≥ 2 be an integer, letα ≥ 5, and letf : R
n → [0,∞)

be a log-concave function with
∫
f = 1. DenoteK = {x ∈ R

n; f(x) ≥
e−αnf(0)}. Then, ∫

K
f(x)dx ≥ 1 − e−αn/8.

Proof: Forθ ∈ Sn−1 set

I(θ) = {t ≥ 0; f(tθ) ≥ e−αnf(0)} = {t ≥ 0; tθ ∈ K}.

By log-concavity,I(θ) is a (possibly infinite) interval in[0,∞) containing
zero. Fort ≥ 0 andθ ∈ Sn−1 we denotefθ(t) = f(tθ). Thenfθ is log-
concave. Since

∫
f = 1, then, e.g., by [23, Lemma 2.1] we know thatf

decays exponentially fast at infinity and
∫
fθ < ∞. Next, we integrate in

polar coordinates and use Lemma 5.2. This yields

∫

K
f(x)dx =

∫

Sn−1

∫ sup I(θ)

0
tn−1fθ(t)dtdθ

≥
(
1 − e−αn/8

)∫

Sn−1

∫ ∞

0
tn−1fθ(t)dtdθ = 1 − e−αn/8.

�
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Lemma 5.4 Letn ≥ 1 be an integer and letX be a random vector inRn

with an isotropic, log-concave density. Suppose thatK ⊂ R
n is convex

with Prob{X ∈ K} ≥ 9
10 . Then,

1

10
Dn ⊂ K.

Proof: Assume the contrary. SinceK is convex, then there existsθ ∈
Sn−1 such thatK ⊂ {x ∈ R

n; 〈x, θ〉 < 1/10}. Hence,

Prob

{
〈X, θ〉 ≤ 1

10

}
≥ Prob {X ∈ K} ≥ 9

10
. (2)

DenoteE = Rθ, the one-dimensional line spanned byθ, and letg =
πE(f). Theng is log-concave and isotropic, hencesup g ≤ 1 by (4) of Sec-
tion 2. Sinceg is the density of the random variable〈X, θ〉 andsup g ≤ 1,
then

Prob

{
0 ≤ 〈X, θ〉 ≤ 1

10

}
=

∫ 1/10

0
g(t)dt ≤ 1

10
. (3)

An appeal to [4, Lemma 3.3] – a result that essentially goes back to Grünbaum
and Hammer [19] – shows that

Prob{〈X, θ〉 < 0} ≤ 1 − 1

e
<

4

5
. (4)

After adding (4) to (3), we arrive at a contradiction to (2). This completes
the proof. �

For two setsA,B ⊂ R
n we writeA + B = {x + y;x ∈ A, y ∈ B}

andA − B = {x − y;x ∈ A, y ∈ B} to denote their Minkowski sum and
difference.

Lemma 5.5 Let n ≥ 2 be an integer, letα ≥ 10, and letf : R
n →

[0,∞) be an isotropic, log-concave function. Consider the setsK0 = {x ∈
R
n; f(x) ≥ e−αnf(0)} andK = {x ∈ R

n;∃y 6∈ K0, |x − y| ≤ n−3α}.
Then, ∫

K
f(x)dx ≤ C

nα

whereC > 0 is a universal constant.

Proof: Let µ be the probability measure onRn whose density isf . By
Corollary 5.3,

µ(K0) =

∫

K0

f(x)dx ≥ 1 − e−αn/8 ≥ 9

10
. (5)
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The setK0 is convex, sincef is log-concave. According to (5) and Lemma
5.4,

1

10
Dn ⊂ K0. (6)

By the definition,K = (Rn \K0) + n−3αDn. SinceDn ⊂ −10K0, then

K ⊂ (Rn \K0) − 10n−3αK0 ⊂ R
n \
(
1 − n−2α

)
K0, (7)

becauseK0 is convex and10n−3α ≤ n−2α. We use (6) and Lemma 4.7 for
β = 1. This implies the estimate

µ

(
Dn

20

)
=

∫

Dn

20

f(x)dx ≥ e−αnf(0) · V ol
(
Dn

20

)
≥
(
c′e−α√
n

)n
, (8)

where we also used the standard estimateV ol(Dn) ≥ (c/
√
n)
n. The in-

clusion (6) and the convexity ofK0 entail that

(
2n−2α

) Dn

20
+
(
1 − 2n−2α

)
K0 ⊂

(
1 − n−2α

)
K0.

Therefore, according to the Prékopa-Leindler inequality,

µ
((

1 − n−2α
)
K0

)
≥ µ

(
Dn

20

)2n−2α

· µ (K0)
1−2n−2α

. (9)

We combine (7), (9), (8) and (5) to obtain

µ(K) ≤ µ
(
R
n \
(
1 − n−2α

)
K0

)
= 1 − µ

((
1 − n−2α

)
K0

)

≤ 1 −
((

c′e−α√
n

)n)2n−2α

·
(
1 − e−αn/8

)1−2n−2α

≤ C ′

nα
,

for some universal constantC ′ > 0 (the verification of the last inequality is
elementary and routine). The lemma is thus proved. �

Proof of Lemma 5.1:By approximation, we may assume thatf is con-
tinuously differentiable. Denoteψ = log f (with ψ = −∞ whenf = 0).
Thenψ is a concave function. Consider the setsK0 = {x ∈ R

n; f(x) ≥
e−αnf(0)} andK = {x ∈ R

n;∃y 6∈ K0, |x − y| < n−4α}. The first step
of the proof is to show that

{x ∈ K0; |∇ψ(x)| > n5α} ⊂ K. (10)

Note thatf(0) > 0 by [14, Theorem 4], and hencef(x) > 0 for all x ∈
K0. Consequently,ψ is finite onK0, and∇ψ is well-defined onK0. In
order to prove (10), let us pickx ∈ K0 such that|∇ψ(x)| > n5α. Set
θ = ∇ϕ(x)/|∇ϕ(x)|. To prove (10), it suffices to show that

x− n−4αθ 6∈ K0,
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by the definition ofK. According to the definition ofK0, it is enough to
prove that

f
(
x− n−4αθ

)
< e−αnf(0). (11)

We thus focus on proving (11). We may assume thatf(x − n−4αθ) > 0
since otherwise (11) holds trivially. By concavity,ϕ(t) := ψ(x + tθ) =
log f(x+ tθ) is finite for−n−4α ≤ t ≤ 0, and

ϕ′(0) = 〈∇ψ(x), θ〉 = |∇ψ(x)| > n5α.

Sinceϕ is concave, thenϕ′ is non-increasing. Consequently,ϕ′(t) > n5α

for −n−4α ≤ t ≤ 0. Hence,

ϕ(0) − ϕ(−n−4α) > n5α · n−4α = nα ≥ αn + 1, (12)

asα ≥ 10 andn ≥ 2. Recall thatf(0) ≥ e−nf(x) by [14, Theorem 4] and
that f(x + tθ) = eϕ(t). We conclude from (12) thatf(0) ≥ e−nf(x) >
eαnf(x− n−4αθ), and (11) is proved. This completes the proof of (10).

For x ∈ R
n andδ > 0 denoteB(x, δ) = {y ∈ R

n; |y − x| ≤ δ}. Fix
x ∈ K0 such thatB(x, n−3α) ⊂ K0. Then for anyy ∈ B(x, n−10α) we
havey 6∈ K and hence|∇ψ(y)| ≤ n5α, by (10). Consequently,

|ψ(y) − ψ(x)| ≤ n5α|x− y| ≤ n−5α for all y ∈ B(x, n−10α).

Recalling thatf = eψ, we obtain

|f(y) − f(x)| ≤ 2n−5αf(x) for all y ∈ B(x, n−10α). (13)

We will also make use of the crude estimate
∫

Rn\B(0,n−10α)
γn,n−30α(x)dx ≤ 2 exp(−n4α/10) ≤ e−20αn, (14)

that follows, for example, from Lemma 2.1(i) as
√∫

Rn |x|2γn,n−30α(x)dx =

n1/2−15α. According to [14, Theorem 4],

sup f ≤ enf(0) ≤ e(α+1)nf(x), (15)

sincex ∈ K0. Recall thatg = f ∗ γn,n−30α . We use (13), (14) and (15) to
conclude that

|g(x) − f(x)| ≤
∫

Rn

γn,n−30α(x− y) |f(y) − f(x)| dy (16)

≤ 2n−5αf(x) + 2 sup f ·
∫

Rn\B(x,n−10α)
γn,n−30α(x− y)dy ≤ C

n5α
f(x).
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DenoteT = {x ∈ K0;B(x, n−3α) ⊂ K0}. We have shown that (16) holds
for anyx ∈ T . Thus,

∫

T
|g(x) − f(x)|dx ≤ C

n5α

∫

T
f(x)dx ≤ C

n5α
. (17)

Note thatRn \ T ⊂ (Rn \ K0) ∪ {x ∈ R
n;∃y 6∈ K0, |x − y| ≤ n−3α}.

Corollary 5.3 and Lemma 5.5 show that
∫

T
f(x)dx = 1−

∫

Rn\T
f(x)dx ≥ 1− e−αn/8 − C

nα
≥ 1− C ′

nα/10
. (18)

By (17) and (18),
∫

T
g(x)dx ≥

∫

T
f(x)dx−

∫

T
|g(x) − f(x)|dx ≥ 1 − C̃

nα/10
. (19)

Since
∫
f =

∫
g = 1, then according to (18) and (19),

∫

Rn\T
|g(x) − f(x)|dx ≤

∫

Rn\T
[g(x) + f(x)] dx ≤ Ĉn−α/10. (20)

The lemma follows by adding inequalities (17) and (20). �

Lemma 5.1 allows us to convolve our log-concave function with a small
gaussian. The proof of the next lemma is the most straightforward adapta-
tion of the proof of Lemma 4.2. We sketch the main points of difference
between the proofs.

Lemma 5.6 Letn ≥ 2 be an integer, letα ≥ 10, and letf : R
n → [0,∞)

be an isotropic, log-concave function. Assume that

sup
θ∈Sn−1

Mf (θ, t) ≤ e−5αn logn + inf
θ∈Sn−1

Mf (θ, t) for all t ∈ R. (21)

Denoteg = f ∗ γn,n−α , where∗ stands for convolution. Then,

sup
θ∈Sn−1

g(tθ) ≤ e−αn logn + inf
θ∈Sn−1

g(tθ) for all t ≥ 0.

Sketch of proof:Forξ1, ξ2 ∈ R
n with |ξ1| = |ξ2| = r,

∣∣∣f̂(ξ1) − f̂(ξ2)
∣∣∣ ≤ 2πr

∫ ∞

−∞

∣∣∣∣Mf

(
ξ1
|ξ1|

, t

)
−Mf

(
ξ2
|ξ2|

, t

)∣∣∣∣ dt

and consequently
∣∣∣f̂(ξ1) − f̂(ξ2)

∣∣∣ ≤ re−2αn logn, by (21) and Lemma 2.2.

Note that̂g(ξ) = f̂(ξ) · exp(−2π2n−α|ξ|2) (see, e.g., [49, page 6]). There-
fore

|ĝ(ξ1) − ĝ(ξ2)| ≤ re−2π2n−αr2e−2αn logn when |ξ1| = |ξ2| = r. (22)
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Let x ∈ R
n andU ∈ O(n). From (22),

∣∣∣∣
∫

Rn

(ĝ(ξ) − ĝ(Uξ)) e2πi〈x,ξ〉dξ

∣∣∣∣ ≤ e−2αn logn

∫

Rn

|ξ|e−2π2n−α|ξ|2dξ

= e−2αn lognn
α(n+1)

2

∫

Rn

|ξ|e−2π2|ξ|2dξ ≤ e−αn logn. (23)

Sincex ∈ R
n andU ∈ O(n) are arbitrary, the lemma follows from (23) by

the Fourier inversion formula. �

Later, we will combine the following proposition with Lemma3.2 in or-
der to show that a typical marginal is very close, in the total-variation met-
ric, to a spherically-symmetric concentrated distribution. A random vector
X in R

n has a spherically-symmetric distribution ifProb{X ∈ U(A)} =
Prob{X ∈ A} for any measurable setA ⊂ R

n and an orthogonal transfor-
mationU ∈ O(n).

Proposition 5.7 There exist universal constantsC1, c, C > 0 for which
the following holds: Letn ≥ 2 be an integer, and letf : R

n → [0,∞) be
an isotropic, log-concave function. LetX be a random vector inRn with
densityf . Assume that

sup
θ∈Sn−1

Mf (θ, t) ≤ e−C1n logn + inf
θ∈Sn−1

Mf (θ, t) for all t ∈ R. (24)

Then there exists a random vectorY in R
n such that

(i) dTV (X,Y ) ≤ C/n10.

(ii) Y has a spherically-symmetric distribution.

(iii) Prob
{∣∣ |Y | −

√
n
∣∣ ≥ ε

√
n
}
≤ Ce−cε

2n for any0 ≤ ε ≤ 1.

Proof: Recall that

V ol(
√
nDn) ≤ Ĉn (25)

for some universal constant̂C > 1. We will define two universal constants:

α0 = 104[log(Ĉ) + 1] and C1 = max{5α0, 2C0}

whereC0 is the constant from Proposition 4.1 and̂C is the constant from
(25). Throughout this proof,α0, C0, C1 and Ĉ will stand for the univer-
sal constants just mentioned. We assume that inequality (24) – the main
assumption of this proposition – holds, with the constantC1 as was just de-
fined. We may apply Proposition 4.1, based on (24), sinceC0n ≤ C1n log n.
By the conclusion of that proposition,

Prob
{∣∣ |X| −

√
n
∣∣ ≥ ε

√
n
}
≤ Ce−cε

2n (0 ≤ ε ≤ 1). (26)
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LetZ ′ be a gaussian random vector inR
n, independent ofX, with EZ ′ = 0

andCov(Z ′) = n−α0Id. Then E|Z ′|2 = n1−α0 , and, for example, by
Lemma 2.1(i), we know that

Prob
{
|Z ′| ≥ 1

}
≤ Prob

{
|Z ′| ≥ 20n ·

√
n1−α0

}
≤ e−n.

Consequently, the event−1 ≤ |X + Z ′| − |X| ≤ 1 holds with probability
greater than1 − e−n. By applying (26) we obtain that for0 ≤ ε ≤ 1,

Prob
{∣∣ |X + Z ′| −

√
n
∣∣ ≥ ε

√
n
}

(27)

≤ e−n + Prob

{∣∣ |X| −
√
n
∣∣ ≥

(
ε− 1√

n

)√
n

}
≤ C ′e−c

′ε2n

(in obtaining the last inequality in (27), one needs to consider separately
the casesε < 2/

√
n andε ≥ 2/

√
n).

The density ofZ ′ is γn,n−α0 . Denote byg = f ∗ γn,n−α0 the density of
the random vectorX+Z ′. SinceC1 ≥ 5α0 andα0 ≥ 10, then (24) implies
the main assumption of Lemma 5.6 forα = α0. By the conclusion of that
lemma, for allθ1, θ2 ∈ Sn−1 andr ≥ 0,

|g(rθ1) − g(rθ2)| ≤ e−α0n logn. (28)

Denote, forx ∈ R
n,

g̃(x) =

∫

Sn−1

g(|x|θ)dσn−1(θ),

the spherical average ofg. The functiong̃ is a spherically-symmetric func-
tion with

∫
g̃ = 1, and from (28),

|g̃(x) − g(x)| ≤ e−α0n logn for all x ∈ R
n. (29)

According to (29) and the caseε = 1 in (27),

‖ g̃ − g ‖L1(Rn) ≤
∫

|x|≤2
√
n
|g̃(x) − g(x)|dx + 2

∫

|x|≥2
√
n
g(x)dx

≤ V ol(2
√
nDn)e−α0n logn + 2C ′e−c

′n ≤ C ′′e−c
′′n, (30)

by the definition ofα0, where‖F‖L1(Rn) =
∫

Rn |F (x)|dx for any measur-
able functionF : R

n → R.

Let Y be a random variable that is distributed according to the density
g̃. ThenY satisfies the conclusion (ii) of the present proposition, since g̃
is a radial function. Additionally, (27) shows thatY satisfies (iii), since the
random variables|Y | and|X+Z ′| have the same distribution. It remains to
prove (i). To that end, we employ Lemma 5.1. The assumptions of Lemma
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5.1 are satisfied forα = α0/30, sinceα0 ≥ 300. We use (30) and the
conclusion of Lemma 5.1 to obtain

dTV (X,Y ) = ‖ f − g̃ ‖L1(Rn) ≤ ‖ g̃ − g ‖L1(Rn) + ‖ g − f ‖L1(Rn)

≤ C ′′e−c
′′n + Cn−α0/300 ≤ C̃n−10,

asα0 ≥ 3000. This completes the proof of (i). �

Lemma 5.8 Let 1 ≤ k ≤ n be integers, let1 ≤ r ≤ n, let α, β > 0 and
letX be a random vector inRn with a spherically-symmetric distribution.
SupposeE ⊂ R

n is ak-dimensional subspace. Assume that for0 ≤ ε ≤ 1,

Prob
{∣∣ |X| −

√
n
∣∣ ≥ ε

√
n
}
≤ βe−αε

2r. (31)

Then,

dTV (ProjE(X) , ZE ) ≤ C

√
k√
r

whereZE is a standard gaussian random vector inE, and c, C > 0 are
constants depending only onα andβ.

Proof: In this proof we writec, C,C ′, C̃ etc. to denote various positive
constants depending only onα andβ. We may clearly assume thatn ≥ 5
andk ≤ n − 4, as otherwise the result of the lemma is trivial withC ≥ 2.
Let Y be a random vector, independent ofX, that is distributed uniformly
in Sn−1. LetZE be a standard gaussian vector inE, independent ofX and
Y . We will use a quantitative estimate for Maxwell’s principle by Diaconis
and Freedman [12]. According to their bound,

dTV

(
ProjE(tY ) ,

t√
n
ZE

)
≤ 2(k + 3)/(n − k − 3),

for anyt ≥ 0. SinceX is independent ofY andZE, then also

dTV

(
ProjE(|X|Y ) ,

|X|√
n
ZE

)
≤ 2(k + 3)/(n − k − 3). (32)

For t ≥ 0, the density oftZE is the functionx 7→ γk,t2(x) (x ∈ E).
Lemma 4.9 implies thatdTV (tZE , ZE) ≤ C

√
k|t2−1|, for some universal

constantC ≥ 1. Hence,

dTV

( |X|√
n
ZE , ZE

)
≤ EX min

{
C
√
k

∣∣∣∣
|X|2
n

− 1

∣∣∣∣ , 2
}

(33)

=

∫ 2

0
Prob

{
C
√
k

∣∣∣∣
|X|2
n

− 1

∣∣∣∣ ≥ t

}
dt ≤

∫ 2

0
C ′e−c

′rt2/kdt ≤ C̃

√
k

r
,
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where we used (31). Note that the random vectorsX and |X|Y have the
same distribution, since the distribution ofX is spherically-symmetric. By
combining (32) and (33),

dTV (ProjE(X) , ZE ) ≤ 2
k + 3

n− k − 3
+ C̃

√
k

r
≤ C̄

√
k

r

becauser ≤ n. This completes the proof. �

We are now in a position to prove Theorem 1.3. Theorem 1.3 is directly
equivalent to the following result.

Theorem 5.9 Letn ≥ 1 and1 ≤ k ≤ c logn
log logn be integers, and letX be

a random vector inRn with an isotropic, log-concave density. Then there
exists a subsetE ⊂ Gn,k with σn,k(E) ≥ 1 − e−cn

0.99
such that for any

E ∈ E ,

dTV (ProjE(X) , ZE ) ≤ C
√
k ·
√

log log n

log n
,

whereZE is a standard gaussian random vector inE, and c, C > 0 are
universal constants.

Proof: We use the constantC1 from Proposition 5.7, and the constant
c from Lemma 3.2. We begin as in the proof of Theorem 1.4. Denotethe
density ofX by f . Set

ℓ =

⌊
c

100C1

log n

log log n

⌋
.

We may assume thatn exceeds a certain universal constant, henceℓ ≥ 1.
Fix a subspaceE ∈ Gn,ℓ that satisfies

sup
θ∈Sn−1∩E

Mf (θ, t) ≤ e−C1ℓ log ℓ+ inf
θ∈Sn−1∩E

Mf (θ, t) for all t ∈ R. (34)

Denoteg = πE(f). Theng is log-concave and isotropic, and by combining
(34) with (2) from Section 2,

sup
θ∈Sn−1∩E

Mg(θ, t) ≤ e−C1ℓ log ℓ+ inf
θ∈Sn−1∩E

Mg(θ, t) for all t ∈ R. (35)

We invoke Proposition 5.7, forℓ andg, based on (35). Recall thatg is the
density ofProjE(X). By the conclusion of Proposition 5.7, there exists a
random vectorY in E, with a spherically-symmetric distribution, such that

dTV (ProjE(X) , Y ) ≤ C

ℓ10
(36)

and

Prob
{∣∣ |Y | −

√
ℓ
∣∣ ≥ ε

√
ℓ
}
≤ C ′e−c

′ε2ℓ for 0 ≤ ε ≤ 1. (37)
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Fix 1 ≤ k ≤ ℓ, and letF ⊂ E be ak-dimensional subspace. Since the
distribution ofY is spherically-symmetric, we may apply Lemma 5.8 for
n = ℓ andr = ℓ, based on (37). By the conclusion of that lemma,

dTV (ProjF (Y ) , ZF ) ≤ C ′′
√
k√
ℓ
,

whereZF is a standard gaussian random vector inF . We combine the above
with (36), and obtain

dTV (ProjF (X) , ZF ) ≤ C ′′
√
k√
ℓ

+
C

ℓ10
≤ C̃

√
k√
ℓ
. (38)

(Note thatdTV (ProjF (X), P rojF (Y )) ≤ dTV (ProjE(X), Y ).) In sum-
mary, we have proved that wheneverE is anℓ-dimensional subspace that
satisfies (34), then all thek-dimensional subspacesF ⊂ E satisfy (38).

Suppose thatE ∈ Gn,ℓ is a randomℓ-dimensional subspace. We will
use Lemma 3.2, forA = C1 log ℓ andδ = 1/100. Note thatℓ ≤ log n,
henceℓ ≤ cδA−1 log n, by the definition ofℓ above. Therefore we may
safely apply Lemma 3.2, and conclude that with probability greater than1−
e−cn

0.99
, the subspaceE satisfies (34). Therefore, with probability greater

than1−e−cn0.99
of selectingE, all k-dimensional subspacesF ⊂ E satisfy

(38).

Next, we select a random subspaceF inside the random subspaceE.
That is, fixk ≤ ℓ− 4, and suppose thatF ⊂ E is a random subspace, that
is distributed uniformly over the grassmannian ofk-dimensional subspaces
of E. SinceE is distributed uniformly overGn,ℓ, it follows thatF is dis-
tributed uniformly overGn,k. We thus conclude thatF – which is a random,
uniformly distributed,k-dimensional subspace inRn – satisfies (38) with
probability greater than1−e−cn0.99

. Recall thatℓ > c̄(log n)/ log log n for
a universal constant̄c > 0, and that our only assumption aboutk was that
1 ≤ k ≤ ℓ. The theorem is therefore proved. �

Proof of Theorem 1.3:Observe that

1√
c
·
√
k ·
√

log log n

log n
≤ ε,

under the assumptions of Theorem 1.3. The theorem thus follows from The-
orem 5.9, for an appropriate choice of a universal constantc > 0. �

Proof of Theorem 1.1:Substitutek = 1 andε =
√

log logn
c logn in Theorem

1.3, forc being the constant from Theorem 1.3. �

An additional notion of distance between multi-dimensional measures
is known in the literature under the name of “T -distance” (see, e.g., [30],
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[36]). For two random vectorsX andY in a subspaceE ⊂ R
n, their T -

distance is defined as

T (X,Y ) = sup
θ∈Sn−1,t∈R

|Prob {〈X, θ〉 ≤ t} − Prob {〈Y, θ〉 ≤ t} | .

TheT -distance betweenX andY compares only one-dimensional marginals
of X andY , hence it is weaker than the total-variation distance. The fol-
lowing proposition is proved by directly adapting the arguments of Naor
and Romik [36].

Proposition 5.10 Letε > 0, and assume thatn > exp(C/ε2) is an integer.
Suppose thatX is a random vector inRn with an isotropic, log-concave
density. Let1 ≤ k ≤ cε2n be an integer, and letE ∈ Gn,k be a random
k-dimensional subspace. Then, with probability greater than 1 − e−cε

2n of
choosingE,

T (ProjE(X), ZE) ≤ ε,

whereZE is a standard gaussian random vector in the subspaceE. Here,
c, C > 0 are universal constants.

Sketch of Proof:Let g(x) =
∫
Sn−1 f(|x|θ)dσn−1(θ) (x ∈ R

n) be the
spherical average off . For0 ≤ δ ≤ 1, setAδ = {x ∈ R

n; | |x|/√n− 1 | ≥
δ}. According to Theorem 1.4,

∫

Aδ

g(x)dx =

∫

Aδ

f(x)dx ≤ C ′n−c
′δ2 for 0 ≤ δ ≤ 1. (39)

DenoteΦ(t) = 1√
2π

∫ t
−∞ e−s

2/2ds (t ∈ R) and fixθ0 ∈ Sn−1. We apply
Lemma 5.8 (forr = log n andk = 1) based on (39), to obtain the inequality
∣∣∣∣
∫

Sn−1

Mf (θ, t)dσn−1(θ) − Φ(t)

∣∣∣∣ = |Mg(θ0, t) − Φ(t)| ≤ C ′′
√

log n
,

(40)
valid for any t ∈ R. Let us fix t ∈ R. By Proposition 2.3, the function
θ 7→ Mf (θ, t) (θ ∈ Sn−1) is Ĉ-Lipshitz. We apply Proposition 3.1 for
L = Ĉ and then we use (40) to conclude that with probability greater than
1 − e−c̄ε

2n of selectingE,

|Mf (θ, t) − Φ(t)| ≤ ε+
C√
log n

≤ C̃ε for all θ ∈ Sn−1 ∩ E. (41)

Here we used the fact thatk ≤ cε2n. Recall thatt ∈ R is arbitrary. Let
ti = Φ−1(ε · i) for i = 1, ..., ⌊1/ε⌋, whereΦ−1 is the inverse function toΦ.
Then, with probability greater than1− e−c

′ε2n of selectingE, the estimate
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(41) holds for allt = ti (i = 1, ..., ⌊1/ε⌋). By using, e.g., [36, Lemma 6]
we see that with probability greater than1 − e−c

′ε2n of selectingE,

|Mf (θ, t) − Φ(t)| < C̄ε ∀θ ∈ Sn−1 ∩ E, t ∈ R. (42)

The proposition follows from (42) and the definition of theT -distance. �

Remark.At first glance, the estimates in Proposition 5.10 seem surpris-
ingly good: Marginals of almost-proportional dimension are allegedly close
to gaussian. The problem with Proposition 5.10 hides, first,in the require-
ment thatε > C/

√
log n, and second, in the use of the rather weakT -

distance.
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