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Convex geometry and waist inequalities

Bo’az Klartag

Abstract

This paper presents connections between Gromov’s work on isoperimetry of
waists and Milman’s work on theM -ellipsoid of a convex body. It is proven that
any convex bodyK ⊆ R

n has a linear imagẽK ⊆ R
n of volume one satisfying the

following waist inequality: Any continuous mapf : K̃ → R
ℓ has a fiberf−1(t)

whose(n − ℓ)-dimensional volume is at leastcn−ℓ, wherec > 0 is a universal
constant. In the specific case whereK = [0, 1]n it is shown that one may take
K̃ = K and c = 1, confirming a conjecture by Guth. We furthermore exhibit
relations between waist inequalities and various geometric characteristics of the
convex bodyK.

1 Introduction

The spherical waist inequality states that any continuous functionf from the unit sphere
Sn = {x ∈ R

n+1 ; |x| = 1} toR
ℓ has a large fiber: there existst ∈ R

ℓ such that the fiber
f−1(t) has a large(n − ℓ)-dimensional volume, at least as large as that of the sphere
Sn−ℓ. In Gromov’s paper [9], this inequality is extracted from Almgren’s work in the
1960s, up to some mild technical assumptions on the functionf . A completely new
proof of a spherical waist inequality was given by Gromov in [10], where additionally
the following Gaussian waist inequality is proven:

Theorem 1.1.Let1 ≤ ℓ ≤ n and letf : Rn → R
ℓ be a continuous function. Then there

existst ∈ R
ℓ such that the fiberL = f−1(t) satisfies

γn(L+ rBn) ≥ γℓ(rB
ℓ) for all r > 0. (1)

Here,γn is the standard Gaussian measure onR
n, i.e., its density isx 7→ e−|x|2/2

(2π)n/2 ,
whileBn = {x ∈ R

n ; |x| ≤ 1} andL+ rBn = {x+ ry ; x ∈ L, y ∈ Bn}. In the case
ℓ = 1, Theorem 1.1 follows from the well-known Gaussian isoperimetric inequality.
One of the standard proofs of this isoperimetric inequalityemploys the convex local-
ization method of Payne and Weinberger [22], Gromov and Milman [11] and Kannan,
Lovász and Simonovits [15, 17]. Whenℓ ≥ 2, the proof by Gromov [10] combines a
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Borsuk-Ulam type theorem with a localization method in which the bisection procedure
stops when arriving at anℓ-dimensional “pancake” rather than a1-dimensional “nee-
dle”. Further explanations and a self-contained proof of Theorem 1.1 are given below.

Our goal in this paper is to emphasize the relevance of Gromov’s technique to convex
geometry. For example, it leads to our next theorem. WriteAGn,ℓ for the collection of
all affineℓ-dimensional subspaces ofRn, the affine Grassmannian. A convex body is a
compact, convex set with a non-empty interior.

Theorem 1.2. LetK ⊆ R
n be a convex body. Then for anyℓ = 1, . . . , n and a contin-

uous functionf : K → R
ℓ,

sup
t∈Rℓ

V ol∗n−ℓ(f
−1(t)) · sup

E∈AGn,ℓ

V olℓ(K ∩ E) ≥ V oln(K).

In this paper,V ol∗ℓ is the lower Minkowskiℓ-volume. That is, forA ⊆ R
n and

0 ≤ ℓ ≤ n we set

V ol∗n−ℓ(A) = lim inf
ε→0+

V oln(A+ εBn)

βℓ · εℓ

whereV oln is the Lebesgue measure inRn and whereβℓ = πℓ/2

Γ(ℓ/2+1)
= V olℓ(B

ℓ). In the

case wheref : K → R
ℓ is a real-analytic map, it is known that the lower Minkowski

ℓ-volume off−1(t) coincides with itsℓ-dimensional Hausdorff volume [1, 16].

It was discovered by Milman [20] that any convex bodyK ⊆ R
n has a linear image

K̃ of the same volume, called itsM-position, with certain non-trivial properties such
as a reverse Brunn-Minkowski inequality. Building upon these ideas, we obtain the
following:

Theorem 1.3. Let K ⊆ R
n be a convex body of volume one. Then there exists a

volume-preserving linear mapTK : Rn → R
n such thatK̃ = TK(K) has the following

property: Let1 ≤ ℓ ≤ n and letf : K̃ → R
ℓ be a continuous map. Then there exists

t ∈ R
ℓ with

V ol∗n−ℓ(f
−1(t)) ≥ cn−ℓ (2)

wherec > 0 is a universal constant.

Theorem 1.3 seems new even in the case of a centrally-symmetric bodyK (i.e.,
K = −K) and a linear functionf . In this case, Pisier’s regular position [23, Chapter
7] yields a slightly weaker estimate in whichc is replaced byc/ log(1 + n/(n− ℓ)) on
the right-hand side of (2). In general, we do not know the optimal value of the universal
constant from Theorem 1.3. More interestingly, we currently do not have a counter-
example to the variant of Theorem 1.3 in which we replacecn−ℓ by cℓ on the right-hand
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side of (2). Such a variant would imply Bourgain’s hyperplane conjecture [6] as well as
the isoperimetric conjecture of Kannan, Lovász and Simonovits [15].

The mapTK that we use in Theorem 1.3 is defined via an optimization procedure. In
fact, assuming that the barycenter ofK is at the origin and abbreviatingK0 = (−K) ∩
K, the mapTK satisfies

γn

(

TK(K0)

V oln(K0)1/n

)

= sup
T∈SLn(R)

γn

(

T (K0)

V oln(K0)1/n

)

,

whereSLn(R) is the group of volume-preserving linear maps inRn. The mapTK
respects the symmetries of the convex setK. That is, forK ⊆ R

n with barycenter at
the origin, denote

Symm(K) = {T : Rn → R
n ; T is an isometry withT (K) = K}.

ThenTKT = TTK for all T ∈ Symm(K). For example, in the case whereK =
[−1/2, 1/2]n is a unit cube, the groupSymm(K) consists of2n · n! elements, and the
only volume-preserving linear map commuting withSymm(K) is the identity map.
HenceTK is the identity in the case whereK = [−1/2, 1/2]n. In this specific case we
may determine the optimal value of the constantc, as follows:

Theorem 1.4 (“waist of the cube”). For any 1 ≤ ℓ ≤ n and a continuous function
f : (0, 1)n → R

ℓ there existst ∈ R
ℓ with V ol∗n−ℓ(f

−1(t)) ≥ 1.

Theorem 1.4 was conjectured by Guth [12]. In the case wheref is a linear function,
Theorem 1.4 goes back to Vaaler [28]. The estimate of the theorem is sharp, as is
demonstrated by the example wheref(x1, . . . , xn) = (x1, . . . , xℓ). Theorem 1.4 is
deduced from Theorem 1.1 via a transportation trick, see page 23 below. For a convex
bodyK ⊆ R

n and forℓ = 1, . . . , n we define theℓ-waist ofK via

wℓ(K) = inf
f :K→Rn−ℓ

sup
t∈Rn−ℓ

(

V ol∗ℓ (f
−1(t))

)1/ℓ
,

where the infimum runs over all continuous mapsf : K → R
n−ℓ. Note thatwℓ is 1-

homogenous inK, in the sense thatwℓ(λK) = λ · wℓ(K) for all λ > 0. Theℓ-waist
is translation invariant, and it is also monotone aswℓ(A) ≤ wℓ(B) whenA ⊆ B. Thus
wℓ(K) depends continuously onK in the space of convex bodies. Theorem 1.3 states
that for any convex bodyK ⊆ R

n there exists a volume-preserving linear transformation
TK : Rn → R

n with

wℓ(TK(K)) ≥ c · V oln(K)1/n (ℓ = 1, . . . , n).
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It is also possible to relatewℓ(K) to other familiar geometric characteristics ofK. For
example, whenK contains the origin in its interior we establish the lower bound

wℓ(K) ≥ c̃√
n ·M(K)

(3)

whereM(K) =
∫

Sn−1 ‖x‖Kdσ(x) and‖x‖K = inf{λ > 0 ; x/λ ∈ K} while σ is the
uniform probability measure on the sphereSn−1. Equivalently,M(K) is half of the
mean width of the polar body ofK. Of course,̃c in (3) is a positive, universal constant.
WhenK = [−1, 1]n, the estimate (3) is a bit worse than the optimal estimate, but only
by a factor that is logarithmic in the dimension. One may wonder whetherwℓ(K) may
be completely described, up to a universal constant, by somegeometric properties of
the convex bodyK itself. WhenE ⊆ R

n is ak-dimensional linear subspace, we show
that

wℓ(ProjE(K)) ≥ wℓ(K) ℓ = 1, . . . , k, (4)

whereProjE is the orthogonal projection operator onto the subspaceE in R
n. Further-

more, in the case whereK is centrally-symmetric we obtain

wℓ(K ∩ E) ≥ wℓ(K)/2 ℓ = 1, . . . , k. (5)

Theorem 1.4 and inequality (4) yield lower bounds on theℓ-waist of zonotopes. In
addition to the localization technique, the second ingredient in our proof of Theorem 1.3
is related to the concept ofψ2-bodies. For1 ≤ α ≤ 2, theψα-constant of a convex body
K ⊆ R

n with barycenter at the origin is the infimum over allA > 0 with the following
property: For any linear functionalL : Rn → R,

(

∫

K
|L(x)|pdx
V oln(K)

)1/p

≤ Ap1/α
∫

K
|L(x)|dx

V oln(K)
for all p > 1.

For example, a computation reveals that theψ2-constant of an ellipsoid is at most
C, whereC > 0 is a universal constant. A well-known consequence of the Brunn-
Minkowski inequality is that theψ1-constant of any convex body in any dimension is
bounded by a universal constant (see, e.g., [2, Section 3.5.3]).

Theorem 1.5. LetK ⊆ R
n be a convex body with barycenter at the origin. Then there

exists a centrally-symmetric convex bodyT ⊆ K whoseψ2-constant is at mostC1, such
that

(

V oln(K)

V oln(T )

)1/n

< C2.

Here,C1, C2 > 0 are universal constants.
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Theorem 1.5 is proven in Section 6 by employing the Gaussian M-position, which is
a specific type of Milman’s position promoted by Bobkov [5]. Theorem 1.3 is deduced
from Theorem 1.2 and Theorem 1.5.

Sections 2, 3 and 4 are devoted to the multi-dimensional localization technique in
convex geometry, culminating in Theorem 4.2. The latter theorem is then applied in
Section 5, where we prove Theorem 1.1, Theorem 1.2 and many ofthe statements stip-
ulated above.

We writex+A = {x+ y ; y ∈ A} andλA = {λx ; x ∈ A} for x ∈ R
n, λ ∈ R and

A ⊆ R
n. The standard scalar product inRn is denoted by〈·, ·〉 and|x| =

√

〈x, x〉 for
x ∈ R

n. All of our group actions are left group actions. We writeA for the closure of
the setA. A smooth function isC∞-smooth.

Acknowledgements.I would like to thank Semyon Alesker, Sasha Barvinok and Lev
Buhovski for interesting discussions. I am grateful to ItaiBenjamini for bringing Guth’s
paper [12] to my attention. Supported by a grant from the European Research Council.

2 The Borsuk-Ulam theorem and its relatives

Let X be a compact, connected, differentiable manifold of dimension N . Let G be a
finite group acting smoothly onX. An orbit ofG is a finite set of the form

{g.x ; g ∈ G}

for somex ∈ X. We assume that theG-action onX is free: this means that any orbit
is of size exactly#(G), the cardinality of the finite groupG. Suppose that additionally
we are given an arbitrary action ofG by linear isometries onRN . A mapF : X → R

N

is calledG-equivariant if

F (g.x) = g.F (x) for all x ∈ X, g ∈ G.

Note that the collection of allG-equivariant functions forms a vector space.

Theorem 2.1.Assume that there exists aG-equivariant, smooth functionf : X → R
N

of which0 is a regular value, such thatf−1(0) is an orbit ofG. Then anyG-equivariant,
continuous functionh : X → R

N has to vanish somewhere inX.

Proof. Assume by contradiction thath never vanishes. Setε = inf |h| > 0. We claim
that there exists a functionϕ : [0, 1]×X → R

N with the following properties:

(i) The functionϕ is smooth, and0 is a regular value ofϕ.

(ii) For anyt ∈ [0, 1], the functionϕt(x) = ϕ(t, x) isG-equivariant.
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(iii) For anyx ∈ X, we have|ϕ1(x)− h(x)| < ε.

(iv) The setϕ−1
0 (0) is an orbit ofG, and0 is a regular value ofϕ0.

In fact, the function(t, x) 7→ (1 − t)f(x) + th(x) already satisfies properties (ii), (iii)
and (iv). Below we explain how to modify the latter function slightly so that property
(i) would hold true as well. Assuming for now that such a functionϕ exists, we define

Z = ϕ−1(0) ⊆ [0, 1]×X.

Thanks to property (i) and the implicit function theorem, the setZ is a compact, one-
dimensional, smooth manifold with boundary points, and these boundary points are con-
tained in{0, 1} ×X. Therefore any connected component ofZ is diffeomorphic either
to a circle or to the interval[0, 1] (see, e.g., [14] for the classification of1-dimensional
manifolds with boundary). Denote

Z0 = ϕ−1
0 (0) ⊆ X.

Then{0} × Z0 ⊆ Z. Pick a connected componentJ of Z that intersects{0} × Z0.
Since0 is a regular value ofϕ0, at any pointp ∈ {0} × Z0 the tangent line toZ at p
is transversal to the slice{0} × X. We conclude thatJ is homeomorphic to a closed
interval and thatJ cannot intersect{0}×Z0 at more than two points. Letγ : [0, 1] → J
be a homeomorphism. The endpoints ofJ lie in {0, 1}×X, but the functionϕ does not
vanish on{1} ×X, hence

J ∩ [{0} × Z0] = {γ(0), γ(1)} with γ(0) 6= γ(1). (1)

Write γ(t) = (a(t), x(t)) ∈ [0, 1]×X. The setZ0 is an orbit ofG. By (1), there exists
g ∈ G which is not the identity element such that

g.x(0) = x(1).

Sinceϕt is G-equivariant, necessarilỹγ(t) = (a(t), g.x(t)) ∈ Z for all t ∈ [0, 1].
The continuous curvẽγ : [0, 1] → Z is one-to-one, and̃γ(0), γ̃(1) ∈ {0} × Z0 with
γ̃(0) = γ(1) ∈ J . By using (1), we conclude that̃γ : [0, 1] → J is a homeomorphism
with γ̃(i) = γ(1− i) for i = 0, 1. In particular, the map

γ−1 ◦ γ̃ : [0, 1] → [0, 1]

is a homeomorphism of[0, 1] that switches the points zero and one. By the mean value
theorem there existst0 ∈ [0, 1] such thatγ−1(γ̃(t0)) = t0. Thereforeγ(t0) = γ̃(t0) and

g.x(t0) = x(t0) while x(t0) ∈ X. (2)

On the other hand,g ∈ G is not the identity element and theG-action is free onX, in
contradiction to (2).
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Proof of the existence of a functionϕ satisfying properties (i),...,(iv).A standard argu-
ment based on a smooth partition of unity shows the existenceof a smooth function
h̄ : X → R with supX |h − h̄| < ε/2 (see, e.g., [13, Theorem 2.2]). Sinceh is G-
equivariant, the smooth function

h̃(x) =
1

#(G)

∑

g∈G
g−1.h̄(g.x)

is G-equivariant and it satisfiessup |h − h̃| < ε/2. Next, for anyx ∈ X let us select
two open neighborhoodsVx, Ux ⊆ X with Vx ⊆ Ux such thatg.y 6∈ Ux for anyy ∈ Ux

and for anyg ∈ G which is not the identity element. By compactness, the open cover
{Vx}x∈X admits a finite subcover

Vx1 , . . . , VxL
⊆ X.

The functionf : X → R
N has0 as a regular value, which it attains at precisely#(G)

points. Hence there exists a neighborhood of the functionf in theC1-topology that
consists of functions having0 as a regular value, which they attain at precisely#(G)
distinct points ofX.

Let θi : X → [0, 1] be a smooth function that equals one onVxi
and is supported

onUxi
. WriteBn = {x ∈ R

n ; |x| ≤ 1}. Then for a sufficiently smallδ > 0, for all
choices ofξ1, . . . , ξL ∈ Bn, the following holds: The function

f̃(x) = f(x) + δ
∑

g∈G

L
∑

i=1

θi(g.x)g
−1.ξi

is a smooth,G-equivariant function onX, such that0 is a regular value of̃f which is
attained at exactly#(G) points. Hencef̃−1(0) is an orbit ofG. By decreasingδ if
necessary, we may assume thatδ ·#(G) · L < ε/2. Now letξ1, . . . , ξL be independent
random vectors, distributed uniformly onBn. Let us define fort ∈ [0, 1] andx ∈ X,

ϕ(t, x) = (1− t)f(x) + th̃(x) + δ
∑

g∈G

L
∑

i=1

θi(g.x)g
−1.ξi.

With probability one of selectingξ1, . . . , ξL, the smooth functionϕ satisfies properties
(ii), (iii) and (iv). It remains to verify property (i). It suffices to show that for any fixed
i, with probability one, the value0 is a regular value ofϕ in [0, 1] × Vxi

. Observe that
in the set[0, 1]× Vxi

we may decompose

ϕ = ϕi + δξi, (3)
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whereϕi(t, x) is some smooth function stochastically independent ofξi. Sinceξi is
uniformly distributed inBn, Sard’s theorem and the representation (3) imply that0 is
a regular value ofϕ|[0,1]×Vxi

, with probability one of selectingξi. We have thus shown
that (i) holds true with probability one.

Theorem 2.1 is now proven. The above proof of Theorem 2.1 is modeled on the
homotopy proof of the Borsuk-Ulam theorem which may be foundin Matousek [18,
Section 2.2].

3 The convex localization method

Foru ∈ Sn ⊆ R
n+1 define

H(u) =

{

x ∈ R
n ; un+1 +

n
∑

i=1

uixi ≥ 0

}

.

The setH(u) ⊆ R
n is usually a closed halfspace, yet whenu = ±(0, . . . , 0, 1) it

is either the empty set or the whole ofRn. An ℓ-dimensional subsphere inSn is the
intersection ofSn with an (ℓ + 1)-dimensional linear subspace inRn+1. For example,
given an affine subspaceE ⊆ R

n of dimensionn− ℓ− 1, the set

{u ∈ Sn ; E ⊆ ∂H(u)} =

{

u ∈ Sn ; ∀x ∈ E, un+1 +
n
∑

i=1

uixi = 0

}

is anℓ-dimensional subsphere inSn.

Let S1, . . . , SN ⊆ Sn be subspheres. WriteKS1,...,SN
for the collection of all closed,

convex sets inRn of the form

H(u1) ∩H(u2) ∩ . . . ∩H(uN) (u1 ∈ S1, . . . , uN ∈ SN).

We endowKS1,...,SN
with the quotient topology fromS1 × S2 × . . . × SN . Thus, a

functionI onKS1,...,SN
is continuous if the expression

I (H(u1) ∩H(u2) ∩ . . . ∩H(uN))

depends continuously onu1 ∈ S1, . . . , uN ∈ SN . The collection of allK ∈ KS1,...,SN

with a non-empty interior is an open subset ofKS1,...,SN
, and in this open subset the

topology is metrizable.

We say that the setsA1, . . . , AT form a partition of a measure spaceΩ up to measure
zero, ifA1 ∩ F, . . . , AT ∩ F are disjoint sets whose union isF for some setF ⊆ Ω of
full measure. The convex partition theorem of Gromov [10] isthe following result:
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Theorem 3.1. Let N ≥ 1, 1 ≤ ℓ ≤ n and letS1, . . . , SN ⊆ Sn be ℓ-dimensional
subspheres. Assume thatI : K = KS1,...,SN

→ R
ℓ is a continuous functional. Then

there exist convex setsK1, . . . , K2N ∈ K which form a partition ofRn up to Lebesgue
measure zero, such thatI(K1) = I(K2) = . . . = I(K2N ).

Proof. Gromov’s proof relies on the idea of successive bisections,which in this context
goes back to Payne and Weinberger [22], Gromov and Milman [11] and Kannan, Lovász
and Simonovits [15, 17]. WriteΩ = {1, . . . , 2N}. A subsetV ⊆ Ω is dyadic if there
exist integersi, a ≥ 0 such that

V = {2ia+ 1, 2ia+ 2, . . . , 2i(a + 1)}.
The collection of all dyadic subsetsV ⊆ Ω is denoted bŷT , and it forms a binary tree
under inclusion. We say that a nodeV ∈ T̂ is of heighth if

#(V ) = 2h−1.

Thus the singletons are the nodes of height1, which are the leaves of the tree. In addition
to leaves, there are2N − 1 internal nodes in the tree, whose height is at least2. WriteT
for the collection of all internal nodes. Any nodeV ∈ T has two children. The child of
V which contains the elementminV is denoted byVLeft, and the other child is denoted
by VRight. We defineX to be the space of all mapsx : T̂ \ {Ω} → Sn such that

(i) x(VLeft) + x(VRight) = 0 for everyV ∈ T .

(ii) x(V ) ∈ Sh for any nodeV ∈ T̂ \ {Ω} whose height ish.

The spaceX is a differentiable manifold, diffeomorphic to(Sℓ)2
N−1. Indeed, this

follows from the fact that any mapx ∈ X is determined by its values on the set
{VLeft ; V ∈ T }, and these values can be arbitrary as long as (ii) is satisfied. Forx ∈ X
andi = 1, . . . , 2N we denote

Ki(x) =
⋂

i∈V
H(x(V )) ∈ KS1,...,SN

,

where the intersection is over all nodesV ∈ T̂ \ {Ω} containingi. A moment of con-
templation reveals that the family of convex setsK1(x), . . . , K2N (x) forms a partition
of Rn, up to Lebesgue measure zero. ForV ∈ T andx ∈ X set

FV (x) =
∑

i∈VLeft

I(Ki(x))−
∑

i∈VRight

I(Ki(x)) ∈ R
ℓ. (1)

AbbreviatingF (x) = (FV (x))V ∈T we obtain a continuous mapF : X → (Rℓ)T ∼=
(Rℓ)2

N−1. ThusF is a continuous map from the smooth manifoldX to the space
R

dim(X). In order to conclude the proof of the theorem we need to show that

∃x ∈ X F (x) = 0. (2)
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Indeed, once (2) is proven, we obtain
∑

i∈VLeft
I(Ki(x)) =

∑

i∈VRight
I(Ki(x)) for all

V ∈ T , and consequently,

I(K1(x)) = I(K2(x)) = . . . = I(K2N (x)).

For the proof of (2) we will consider a certain group action. With any nodeW ∈ T of
heighth we associate an involutioniW : Ω → Ω given by

iW (j) =







j j 6∈ W
j + 2h−2 j ∈ WLeft

j − 2h−2 j ∈ WRight

(3)

Note thatiW (V ) ∈ T̂ for anyV ∈ T̂ . We may therefore viewiW from now on as a map
iW : T̂ → T̂ . This mapiW switches between the two subtrees of the vertexW , leaving
the rest of the tree intact. WriteG for the group generated by all of the involutionsiW
for W ∈ T . Observe that anyg ∈ G which is not the identity element may be written
as

g = iW1iW2 . . . iWm (4)

with m ≥ 1 while Wp 6= Wq andh(Wp) ≤ h(Wq) for all p < q. Here,h(Wp) is the
height ofWp. With the representation (4) we have thatg(Wm) = g−1(Wm) = Wm and
g−1(Wp) = iWmiWm−1 . . . iWp+1(Wp) for p < m. We see thatG is a group of2#(T )

elements. The groupG acts onX by permuting coordinates. That is, we define

(g.x)(V ) = x(g−1(V )) (g ∈ G, x ∈ X, V ∈ T̂ \ {Ω}). (5)

This action is free: Letg ∈ G be as in (4) and abbreviateW =Wm. Then(g.x)(WLeft) =
x(g−1(WLeft)) = x(WRight) = −x(WLeft) for anyx ∈ X. Henceg.x 6= x for all x ∈ X
andg has no fixed points. According to (1), (3) and (5),

FV (iW .x) =

{

FiW (V )(x) V 6= W
−FV (x) V = W

(6)

We move on to describing theG-action on(Rℓ)T . Giveny = (yW )W∈T ∈ (Rℓ)T , V ∈
T andg ∈ G of the form (4) we set

(g.y)V =

{

yg−1(V ) V 6∈ {W1, . . . ,Wm}
−yg−1(V ) V ∈ {W1, . . . ,Wm} (7)

In other words, we permute the coordinates according to the transformationg−1 ∈ G,
and switch the signs of the coordinates corresponding to theinvolutions thatg−1 applies.
This is indeed a well-defined action ofG on (Rℓ)T by linear isometries, as may be
verified routinely. TheG-equivariance of the functionF now follows from (6) and (7).
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In order to apply Theorem 2.1 and deduce the desired vanishing (2), we need to
present a certain witness: A smooth,G-equivariant function

f : X → (Rℓ)T

of which 0 is a regular value, such thatf−1(0) is an orbit ofG. Fix anℓ-dimensional
subspaceE ⊆ R

n+1 which isgenericwith respect to each of theN subspaces of dimen-
sionℓ+1 spanned by the subspheresS1, . . . , SN ⊆ Sn. This means that the orthogonal
complementE⊥ intersects eachℓ-dimensional subsphereSi at exactly two antipodal
points. Let us now define

fV (x) = ProjE (x(VLeft)) (x ∈ X, V ∈ T )

whereProjE is the orthogonal projection operator ontoE in R
n+1. Settingf(x) =

(fV (x))V ∈T we obtain a smooth function fromX to ET ∼= (Rℓ)T . This functionf is
G-equivariant, as

fV (iW .x) =

{

fiW (V )(x) V 6= W
−fV (x) V = W

The functionf vanishes at exactly2#(T ) points, since

#{x ∈ Si ; ProjE(x) = 0} = 2 for i = 1, . . . , N.

The tangent spaces toSi ⊆ R
n at these vanishing points ofProjE are necessarily

transversal toE⊥, and consequently all points off−1(0) are regular points off . Since
f−1(0) has the cardinality ofG, this zero setf−1(0) of theG-equivariant functionf
must be an orbit ofG. We have thus constructed a functionf as required in Theorem 2.1.
Therefore the application of the latter theorem is legitimate, and the proof of (2) is
complete.

Similarly to Memarian [19], we say that a convex subsetP ⊆ R
n is an (ℓ, δ)-

pancake, for ℓ = 0, . . . , n−1 andδ > 0, if there exists an affineℓ-dimensional subspace
E ⊆ R

n such that
P ⊆ E + δBn.

The following proposition shows that we can make pancakes out of the convex sets in
Theorem 3.1.

Proposition 3.2. Let 0 ≤ ℓ ≤ n − 1 and letR, δ > 0. Then there existN ≥ 1 and
ℓ-dimensional subspheresS1, . . . , SN ⊆ Sn such that for anyP ∈ KS1,...,SN

whose
interior intersectsRBn, the convex setP ∩RBn is an(ℓ, δ)-pancake.
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Proof. Let E1, E2, . . . be a dense sequence in the space of all affine(n − ℓ − 1)-
dimensional subspaces inRn. For any(ℓ + 1)-dimensional ballD ⊆ RBn of radius
δ/(2n) there existsi such thatEi ∩ D 6= ∅. A compactness argument shows that there
existsN ≥ 1 such that for any(ℓ+1)-dimensional closed ballD ⊆ RBn of radiusδ/n,

D ∩
(

N
⋃

i=1

Ei

)

6= ∅. (8)

For i = 1, . . . , N set

Si = {u ∈ Sn ; Ei ⊆ ∂H(u)} =

{

u ∈ Sn ; ∀x ∈ Ei, un+1 +
n
∑

j=1

ujxj = 0

}

.

By linear algebra, the setSi is anℓ-dimensional subsphere inSn. Now letP ∈ KS1,...,SN

be an arbitrary convex set whose interior intersectsRBn. We need to show thatP∩RBn

is an(ℓ, δ)-pancake. By the definition ofKS1,...,SN
, there existu1 ∈ S1, . . . , uN ∈ SN

such that the interior ofP is disjoint from

N
⋃

i=1

∂H(ui). (9)

However, the set in (9) contains
⋃N

i=1Ei, and therefore the interior ofP is disjoint from
⋃N

i=1Ei. We thus learn from (8) that the interior ofP ∩RBn cannot contain any closed
(ℓ + 1)-dimensional ball of radiusδ/n. Now letE be the John ellipsoid ofP ∩ RBn,
which is the unique closed ellipsoid of maximal volume that is contained inP ∩ RBn

(see, e.g., [3])). A virtue of the John ellipsoid is that

P ∩RBn ⊆ x0 + n(E − x0) = {x0 + n(x− x0) ; x ∈ E} (10)

wherex0 is the center of the ellipsoidE . Let λ1 ≥ λ2 ≥ . . . ≥ λn > 0 be the lengths
of the sexi-axes of the ellipsoidE . Since the interior ofE cannot contain an(ℓ + 1)-
dimensional closed ball of radiusδ/n, necessarilyλℓ+1 ≤ δ/n. Now let F be the
ℓ-dimensional affine subspace passing throughx0 and containing all of the axes ofE
that correspond toλ1, . . . , λℓ. Note thatE ⊆ F + λℓ+1B

n. By (10),

P ∩RBn ⊆ x0 + n(E − x0) ⊆ F + nλℓ+1B
n ⊆ F + δBn,

andP ∩ RBn is an(ℓ, δ)-pancake. This completes the proof.

12



Let us note a simple variant of Theorem 3.1, in which we replaceR
n by the sphere

Sn ⊆ R
n+1 or by the hyperbolic spaceHn ⊆ R

n+1, defined via

Hn =

{

(x1, . . . , xn+1) ∈ R
n+1 ; −x2n+1 +

n
∑

i=1

x2i = −1, xn+1 > 0

}

.

Recall thatHn equipped with the Riemannian metric tensorg = −dx2n+1 +
∑n

i=1 dx
2
i

is the hyperboloid model of the hyperbolic space. Foru ∈ Sn ⊆ R
n+1 define

D(u) =

{

x ∈ R
n+1 ;

n+1
∑

i=1

uixi ≥ 0

}

.

Assume thatS1, . . . , SN ⊆ Sn areℓ-dimensional subspheres. LetMn ⊆ R
n+1 be either

Sn orHn. WriteKS1,...,SN
(Mn) for the collection all subsets ofMn of the form

Mn ∩D(u1) ∩D(u2) ∩ . . . ∩D(uN) (u1 ∈ S1, . . . , uN ∈ SN).

Note that anyK ∈ KS1,...,SN
(Mn) is a closed, geodesically-convex subset ofMn. We

endowKS1,...,SN
(Mn) with the quotient topology fromS1 × S2 × . . . × SN . Write µn

for the Riemannian volume measure inMn. By repeating the above proof with the most
straightforward modifications, we deduce the following:

Theorem 3.3. Let N ≥ 1, 1 ≤ ℓ ≤ n and letS1, . . . , SN ⊆ Sn be ℓ-dimensional
subspheres. LetMn be eitherSn or Hn. Assume thatI : K = KS1,...,SN

(Mn) → R
ℓ is

a continuous functional. Then there existK1, . . . , K2N ∈ K forming a partition ofMn

up toµn-measure zero, withI(K1) = I(K2) = . . . = I(K2N ).

4 Densities with a peak at each subspace

A functionϕ : E → [0,+∞) is log-concaveif E ⊆ R
n is an affine subspace and for

anyx, y ∈ E and0 < λ < 1,

ϕ(λx+ (1− λ)y) ≥ ϕ(x)λϕ(y)1−λ. (1)

A measureµ onR
n is log-concave if it is supported in some affine subspaceE ⊆ R

n

and it has a log-concave density inE. Throughout this section, we fix a convex body
V ⊆ R

n with the origin in its interior, a dimensionℓ = 0, . . . , n and a continuous
functionI : [0,∞) → [0, 1].

Definition 4.1 (“peak property”). Let ϕ : R
n → [0,∞) be Borel measurable. We

say thatϕ has the(V, ℓ, I)-peak property if the following holds: For any affineℓ-
dimensional subspaceE ⊆ R

n and any log-concave functionψ : E → [0,+∞) with
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∫

E
ϕψ = 1, there existsx0 ∈ E for which

∫

E∩(x0+rV )

ϕψ ≥ I(r) for all r ≥ 0.

Here, the integrals are with respect to the Lebesgue measurein E.

In other words, we require a lower bound on the measure of dilations ofV in each
affineℓ-dimensional subspace, with respect to any probability density that is more log-
concave thanϕ. Examples of probability densities with peak properties will be given in
the next section.

Theorem 4.2.LetV ⊆ R
n be a convex body with the origin in its interior, let0 ≤ ℓ ≤ n

and letI : [0,∞) → [0, 1] be continuous. Letµ be a probability measure onRn whose
log-concave densityϕ has the(V, ℓ, I)-peak property. Then for any continuous function
f : Rn → R

ℓ there existst ∈ R
ℓ such that

µ(f−1(t) + rV ) ≥ I(r) for all r > 0.

The remainder of this section is devoted to the proof of Theorem 4.2 in the case
1 ≤ ℓ ≤ n− 1, as the caseℓ = n follows immediately from Definition 4.1 and the case
ℓ = 0 is trivial. We shall need the following proposition:

Proposition 4.3. Let V, ℓ, I, µ be as in Theorem 4.2. Letf : Rn → R
ℓ be a bounded,

continuous function and let0 < ε < 1/2. Then there existst ∈ R
ℓ with

µ(f−1(t) + rV ) ≥ I(r − ε)− 4ε for all r ∈ (ε, 1/ε).

We now turn to the proof of Proposition 4.3 which requires several lemmas. Let
us fix a probability measureµ onR

n and its log-concave densityϕ which satisfies the
(V, ℓ, I)-peak property. Assume that1 ≤ ℓ ≤ n− 1 and fix0 < ε < 1/2. Recall thatV
contains an open neighborhood of the origin, thatB(x, δ) ⊆ R

n is the closed Euclidean
ball of radiusδ aroundx, and thatBn = B(0, 1).

Lemma 4.4. There existsδ ∈ (0, ε) such that(δ/ε)Bn ⊆ V and such that the two
functions

ϕδ(x) = inf
y∈B(x,δ)

ϕ(y) and ϕδ(x) = sup
y∈B(x,δ)

ϕ(y) (2)

satisfy
∫

A

ϕ ≤
∫

A

ϕδ ≤ ε+

∫

A

ϕδ ≤ ε+

∫

A

ϕ for any Borel setA ⊆ R
n. (3)

14



Proof. DenoteΩ = {x ∈ R
n ; ϕ(x) > 0}. ThenΩ is a convex set, hence its boundary

∂Ω is of zero Lebesgue measure. The functionϕ is continuous inRn \ ∂Ω, as it is
log-concave (e.g., [24, Theorem 10.1]). We conclude thatϕδ andϕδ from (2) satisfy
that for almost anyx ∈ R

n,

lim
δ→0+

ϕδ(x) = lim
δ→0+

ϕδ(x) = ϕ(x).

Sinceϕ is a log-concave probability density, there existα, β > 0 such thatϕ(x) ≤
αe−β|x| for all x ∈ R

n (e.g., [7, Lemma 2.2.1]). Henceϕδ(x) andϕδ(x) are bounded
by αeβ−β|x|, assuming that0 < δ < 1. We may thus use the dominated convergence
theorem, and conclude that

lim
δ→0+

∫

Rn

ϕδ = lim
δ→0+

∫

Rn

ϕδ =

∫

Rn

ϕ = 1.

In particular, there existsδ ∈ (0, ε) such that
∫

Rn(ϕ
δ − ϕδ) ≤ ε. Sinceϕδ ≤ ϕ ≤ ϕδ,

then
∫

A
(ϕδ − ϕδ) ≤ ε for anyA ⊆ R

n, completing the proof of (3). We may certainly
assume thatδ > 0 is small enough so thatδ < ε and(δ/ε)Bn ⊆ V .

Fix δ > 0 as in Lemma 4.4 and letϕδ, ϕ
δ : Rn → [0,∞) be defined as in (2). These

two functions are log-concave, as may be verified directly from the definition (1). Write
µδ for the measure onRn whose density isϕδ and similarlyµδ is the measure with
densityϕδ. Both measuresµδ andµδ are finite log-concave measures. By definition, for
anyx, y ∈ R

n,

|x− y| ≤ δ =⇒ ϕδ(x) ≤ ϕ(y) ≤ ϕδ(x). (4)

Given a measurable setP ⊆ R
n we writeC(P ) ⊆ R

n for the collection of all points
x ∈ R

n such that

µδ (P ∩ (x+ rV )) ≥ [I(r − ε)− ε] · µδ(P ) for ε ≤ r ≤ 1/ε. (5)

We think ofC(P ) as an approximate center of the setP .

Lemma 4.5. LetP ⊆ R
n be a convex body withµδ(P ) > 0. Assume thatP is an(ℓ, δ)-

pancake. ThenC(P ) ⊆ R
n is a closed, convex set with a non-empty interior. Moreover,

for any pointx in the interior ofC(P ),

min
r∈[ε,1/ε]

{

µδ (P ∩ (x+ rV ))− [I(r − ε)− ε] · µδ(P )
}

> 0. (6)

15



Proof. Write νδ andνδ for the restriction ofµδ andµδ to the convex setP , respectively.
These are two finite, log-concave measures. SinceV is convex, by the Prékopa-Leindler
inequality (e.g., [23, page 3]), the function

x 7→ νδ (x+ rV ) (x ∈ R
n)

is log-concave, for allr > 0. The latter function is also continuous, and hence the
collection of allx ∈ R

n for which νδ (x+ rV ) ≥ A is a closed, convex set for any
r, A > 0. By (5) the setC(P ) is the intersection of a family of closed, convex sets,
and consequently this set itself is closed and convex. We need to show thatC(P ) has
a non-empty interior. SinceP is an(ℓ, δ)-pancake, there exists an affineℓ-dimensional
subspaceE ⊆ R

n such that
P ⊆ E + δBn. (7)

Write E⊥ = {x ∈ R
n ; ∀y, z ∈ E, 〈x, y − z〉 = 0} for the orthogonal complement to

the affine subspaceE. Note that|x− ProjEx| ≤ δ for anyx ∈ P , whereProjE is the
orthogonal projection onto the affine subspaceE. Hence, from (4),

ϕδ(x) ≤ ϕ(ProjE(x)) ≤ ϕδ(x) for all x ∈ P. (8)

Let λ be the restriction of the Lebesgue measure to the convex bodyP . Write η =
(ProjE)∗λ for the push-forward ofλ underProjE. Thenη is an absolutely-continuous
measure in the affine subspaceE. It follows from (8) that for any Borel setA ⊆ E,

νδ(A+ E⊥) =

∫

A+E⊥

ϕδ(x)dλ(x) ≥
∫

A+E⊥

ϕ(ProjEx)dλ(x) =

∫

A

ϕdη. (9)

In particular,
∫

E
ϕdη <∞. Additionally,

∫

E

ϕdη =

∫

P

ϕ(ProjEx)dλ(x) ≥
∫

P

ϕδ(x)dλ(x) = µδ(P ) > 0. (10)

By the Brunn-Minkowski inequality, the measureη has a log-concave densityψ in the
subspaceE. The functionϕ has the(V, ℓ, I)-peak property, hence for a certain point
x0 ∈ E,

∀r ≥ 0,

∫

E∩(x0+rV )

ϕdη =

∫

E∩(x0+rV )

ϕψ ≥ I(r) ·
∫

E

ϕdη. (11)

We shall use (9) withA = E ∩ (x0 + rV ). It follows from (9), (10) and (11) that for all
r ≥ 0,

νδ
{

(E ∩ (x0 + rV )) + E⊥} ≥
∫

E∩(x0+rV )

ϕdη ≥ I(r)

∫

E

ϕdη ≥ I(r)µδ(P ). (12)
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Consider a pointx ∈ P ∩
[

(E ∩ (x0 + rV )) + E⊥]. Then|x − ProjE(x)| ≤ δ by (7)
while ProjE(x) ∈ x0 + rV . Hencex ∈ x0 + rV + δBn ⊆ x0 + (r + ε)V where we
used Lemma 4.4 and the convexity ofV . We have thus shown that

P ∩
[

(E ∩ (x0 + rV )) + E⊥] ⊆ P ∩ [x0 + (r + ε)V ]. (13)

The measureνδ is supported inP . Thanks to (13) we may upgrade (12) to the following
statement: for anyr ≥ 0,

νδ {x0 + (r + ε)V } ≥ νδ
{

(E ∩ (x0 + rV )) + E⊥} ≥ I(r) · µδ(P ). (14)

Consider the function

hx(r) = νδ(x+ rV )− I(r − ε) · µδ(P ) (x ∈ R
n, r ≥ ε).

According to (14),
hx0(r) ≥ 0 for all r ∈ [ε, 1/ε]. (15)

The functionhx(r) depends continuously onx andr, henceminr∈[ε,1/ε] hx(r) depends
continuously onx. We conclude from (15) thathx(r) ≥ −εµδ(P ) for all r ∈ [ε, 1/ε]
and for allx in a neighbourhood ofx0. Consequently, the pointx0 belongs to the interior
of C(P ), which is evidently non-empty.

We move on to the proof of (6). The minimum in (6) is indeed attained by continuity.
Hence, if (6) fails, then there existsr ∈ [ε, 1/ε] and a pointx1 in the interior ofC(P )
with

νδ (x1 + rV ) ≤ α (16)

whereα = [I(r − ε)− ε] · µδ(P ). Let us show that (16) is absurd. The infimum of the
log-concave functionx 7→ νδ (x+ rV ) in the setC(P ) is at leastα, by the definition of
C(P ). By (16), this infimum is attained at an interior pointx1. However, a log-concave
function attaining its infimum at an interior point is constant. Henceνδ (x+ rV ) = α
for all x ∈ C(P ), in contradiction to (15).

We would like to select a point from the center setC(P ) ⊆ R
n in a manner which is

continuous inP , with respect to the Hausdorff metric. The following lemma establishes
the required continuity property of the center sets.

Lemma 4.6. Let P ⊆ R
n be an(ℓ, δ)-pancake withµδ(P ) > 0. Let y ∈ C(P ). Let

P1, P2, . . . ⊆ R
n be (ℓ, δ)-pancakes of positiveµδ-measure, withPm −→ P in the

Hausdorff metric. Then there exist pointsym ∈ C(Pm) with ym −→ y.
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Proof. Otherwise, there existε0 > 0 and a sequencem1 < m2 < . . . such thatC(Pmi
)

is disjoint fromB(y, ε0) for all i ≥ 1. By Lemma 4.5, there exists a pointz ∈ B(y, ε0)
that belongs to the interior ofC(P ). Moreover, by Lemma 4.5,

min
r∈[ε,1/ε]

{

µδ (P ∩ (z + rV ))− [I(r − ε)− ε] · µδ(P )
}

> 0. (17)

From the Hausdorff convergence, the indicator function ofPmi
converges to the indica-

tor function ofP almost everywhere inRn. It follows from the dominated convergence

theorem thatµδ(Pmi
)
i→∞−→ µδ(P ) and that for allr > 0,

µδ (Pmi
∩ (z + rV ))

i→∞−→ µδ (P ∩ (z + rV )) . (18)

The convergence in (18) is automatically uniform inr ∈ [ε, 1/ε], because the functions
r 7→ µδ(Pmi

∩ (z+ rV )) andr 7→ µδ(P ∩ (z+ rV )) are continuous and non-decreasing
in r. This uniform convergence combined with (17) implies that the quantity

min
r∈[ε,1/ε]

{

µδ (Pmi
∩ (z + rV ))− [I(r − ε)− ε] · µδ(Pmi

)
}

is positive for sufficiently largei. Thusz ∈ C(Pmi
) for sufficiently largei, in contra-

diction.

Recall that we endow the spaceKS1,...,SN
with the quotient topology fromS1× . . .×

SN . When we discuss continuity of functions defined on subsets of KS1,...,SN
, we always

refer to this quotient topology. Note that for anyR > 0, the function

KS1,...,SN
∋ P 7→ µδ(P ∩RBn) ∈ R

is continuous. Furthermore, suppose thatP ∈ KS1,...,SN
satisfies thatP ∩ RBn has a

non-empty interior. Observe that wheneverP1, P2, . . . ∈ KS1,...,SN
satisfyPm −→ P in

the quotient topology, the sequenceP1 ∩RBn, P2 ∩RBn, . . . converges toP ∩RBn in
the Hausdorff metric.

Proof of Proposition 4.3.Since
∫

Rn ϕ = 1, necessarilyµδ(R
n) ≥ 1 − ε according to

Lemma 4.4. Let us select a large numberR > 1 such that

µδ(RB
n) > 1− (3/2)ε > 1/4. (19)

LetS1, . . . , SN ⊆ Sn be theℓ-dimensional subspheres whose existence is guaranteed by
Proposition 3.2. LetΩ be the collection of allP ∈ KS1,...,SN

such thatµδ(P∩RBn) > 0.
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ThenΩ is an open subset ofKS1,...,SN
. For anyP ∈ Ω, the setP ∩ RBn is an(ℓ, δ)-

pancake, by Proposition 3.2. According to Lemma 4.5, the map

P 7→ C(P ∩RBn) (P ∈ Ω) (20)

is a well-defined map to the space of closed, convex sets inR
n with a non-empty interior.

We would like to apply the Michael selection theorem [4, Theorem 1.16] for the set-
valued map in (20). Lemma 4.6 and the remark afterwards show that the map in (20)
is lower semi-continuous onΩ, hence the application of Michael’s selection theorem is
legitimate. By the conclusion of this theorem, there existsa continuous mapc : Ω → R

n

such that
c(P ) ∈ C(P ∩ RBn) for all P ∈ Ω.

Denoteα(s) = min{(2N+3/ε) · s, 1} for s ≥ 0, and forP ∈ Ω define

I(P ) = α(µδ(P ∩RBn)) · f(c(P )) ∈ R
ℓ.

ForP ∈ KS1,...,SN
\ Ω we setI(P ) = 0. The functionalI : KS1,...,SN

→ R
ℓ is clearly

continuous at the points ofΩ. Sincef is bounded andα(0) = 0, this functionalI is
continuous also at the points ofKS1,...,SN

\Ω. Theorem 3.1 thus providesP1, . . . , P2N ∈
KS1,...,SN

which form a partition ofRn up to Lebesgue measure zero, such that

I(P1) = I(P2) = . . . = I(P2N ). (21)

AbbreviateQi = Pi ∩ RBn. ThenQ1, . . . , Q2N form a partition ofRBn up to measure
zero. WriteA = {i = 1, . . . , 2N ; µδ(Qi) ≥ ε/2N+3}. Then fori ∈ A we havePi ∈ Ω
andI(Pi) = f(c(Pi)). From (19),

∑

i∈{1,...,2N}\A
µδ(Qi) ≤ 2N · ε

2N+3
=
ε

8
≤ ε

2
· µδ(RB

n). (22)

Thanks to (21) there existst ∈ R
ℓ such thatt = I(Pi) = f(c(Pi)) for all i ∈ A. We

thus see thatc(Pi) ∈ f−1(t) for all i ∈ A. Sincec(Pi) ∈ C(Qi), then for allr ∈ [ε, 1/ε],

µδ
(

f−1(t) + rV
)

≥
∑

i∈A
µδ
{

Qi ∩
(

f−1(t) + rV
)}

≥
∑

i∈A
µδ {Qi ∩ (c(Pi) + rV )}

≥
∑

i∈A
µδ(Qi) · [I(r − ε)− ε]

≥
(

1− ε

2

)

µδ(RB
n) · [I(r − ε)− ε] , (23)
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where we used (22) in the last passage. By using (19), (23) andLemma 4.4 we obtain
that for allr ∈ [ε, 1/ε],

µ
(

f−1(t) + rV
)

≥ µδ
(

f−1(t) + rV
)

− ε

≥
(

1− ε

2

)

(

1− 3ε

2

)

[I(r − ε)− ε]− ε ≥ I(r − ε)− 4ε,

where the last inequality holds since|I(s)| ≤ 1 for all s ≥ 0.

In order to deduce Theorem 4.2 from Proposition 4.3 we need anapproximation
argument.

Proof of Theorem 4.2.We may assume thatf : Rn → R
ℓ is bounded, as otherwise we

may replacef by T ◦ f for some homeomorphismT : Rℓ → (−1, 1)ℓ. The functionI
is continuous in[0,∞), hence for any fixedm ≥ 1 there exists0 < ε < 1/(m+1) with

I(r − ε)− 4ε ≥ I(r)− 1/m for r ∈ [1/m,m].

Therefore, from Proposition 4.3, for anym ≥ 1 there existstm ∈ R
ℓ with

µ(f−1(tm) + rV ) ≥ I(r)− 1/m for r ∈ (1/m,m). (24)

We may certainly assume thattm belongs to the image off . Sincef is bounded, the
sequence{tm}m≥1 is bounded as well. Passing to a subsequence, we may assume that
tm −→ t for somet ∈ R

ℓ. In order to conclude the proof of the theorem, it suffices to
prove that for any fixedr, ε > 0,

µ(f−1(t) + rV ) ≥ I(r)− ε. (25)

DenoteD = supx,y∈V |x − y| < ∞, the diameter ofV . Sinceµ is a Borel probability
measure onRn, we may find a large numberR > rD such that

µ {Rn \B(0, R− rD)} ≤ ε. (26)

We claim that for anyδ > 0 there existsN ≥ 1 with

∀m ≥ N, B(0, R) ∩ f−1(tm) ⊆ f−1(t) + δV. (27)

Indeed, assume by contradiction that (27) fails for anyN ≥ 1. Then there exist integers
m1 < m2 < . . . and pointsx1, x2, . . . ∈ R

n with xk ∈ B(0, R) ∩ f−1(tmk
) but xk 6∈

f−1(t) + δV for all k. Passing to a subsequence, we may assume thatxk −→ x ∈
B(0, R). Sincef is continuous,

f(x) = lim
k→∞

f(xk) = lim
k→∞

tmk
= t.
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Thereforexk −→ x ∈ f−1(t), in contradiction to our assumption thatxk 6∈ f−1(t)+δV
for all k. This completes the proof of (27). From (24), (26) and (27) weobtain that for
all δ > 0,

µ
{[

f−1(t) + δV
]

+ rV
}

≥ lim sup
m→∞

µ
{[

B(0, R) ∩ f−1(tm)
]

+ rV
}

≥ −ε + lim sup
m→∞

µ
(

f−1(tm) + rV
)

≥ −ε+ I(r).

The setf−1(t) + rV is closed, and it equals to the set∩δ>0[f
−1(t) + (r + δ)V ]. Since

µ is a probability measure,

µ(f−1(t) + rV ) = lim
δ→0+

µ
{[

f−1(t) + δV
]

+ rV
}

≥ I(r)− ε.

We have thus established (25), and the proof is complete.

Remark 4.7. We conjecture that it is possible to formulate and prove the results of
this section in a greater generality. For example, the log-concavity assumptions may
be replaced bys-concavity or by the more general Bakry-Émery curvature-dimension
conditionCD(κ,N). Additionally, the Euclidean space may be replaced by a sphere or
by a hyperbolic space.

5 The merits of convexity and log-concavity

This section presents applications of Theorem 4.2. Recall thatγn is the standard Gaus-
sian measure onRn. For an affine subspaceE ⊆ R

n, writeγE for the standard Gaussian
probability measure onE, whose density inE is proportional to the function

x 7→ exp(−|x|2/2).

We say that a Borel measureµ is 1-log-concave inE if it is supported and absolutely-
continuous inE, and the densitydµ/dγE is a log-concave function. One property of
such measures is the following:

Lemma 5.1. Let ν be a probability measure that is1-log-concave inRℓ. Then there
existsx0 ∈ R

ℓ such thatν(x0 + rBℓ) ≥ γℓ(rB
ℓ) for all r ≥ 0.

Proof. Let ϕ be the log-concave density ofν with respect to the Lebesgue measure
on R

ℓ. Modifying ϕ on a set of measure zero, we may assume thatϕ is upper semi-
continuous (e.g., [24, Section 6]). The functionϕ goes to zero exponentially fast at
infinity (e.g., [7, Lemma 2.2.1]). We conclude that there existsx0 ∈ R

ℓ such that

ϕ(x0) = sup
x∈Rℓ

ϕ(x). (1)
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Translating, we may assume thatx0 = 0. Fix a unit vectorθ ∈ Sℓ−1 for which t 7→
ϕ(tθ) does not vanish identically in(0,∞). We claim that the functiong(t) = ϕ(tθ)et

2/2

is non-increasing in[0,∞). Indeed,g is log-concave and hencet 7→ (g(t)/g(0))1/t is
non-increasing. Therefore, for anyt > 0,

(

g(t)

g(0)

)1/t

≤ lim inf
s→0+

(

g(s)

g(0)

)1/s

= lim inf
s→0+

(

ϕ(sθ)

ϕ(0)

)1/s

≤ 1.

Consequentlyg is a log-concave function on[0,∞) attaining its maximum at the origin,
hence it is non-increasing. Letα > 0 be such that

∫ ∞

0

(

αϕ(tθ)− e−t2/2
)

tℓ−1dt = 0.

Sinceg(t) = ϕ(tθ)et
2/2 is non-increasing in[0,+∞), there existst0 ∈ [0,+∞] with

αϕ(tθ) ≥ exp(−t2/2) if and only if t ≤ t0. We deduce that the function

r 7→
∫ r

0

(

αϕ(tθ)− e−t2/2
)

tℓ−1dt (r ≥ 0) (2)

is non-decreasing in[0, t0] and non-increasing in[t0,+∞). The function in (2) vanishes
at zero and infinity, and consequently it is a non-negative function in[0,+∞). Thus, for
anyr ≥ 0,

∫ r

0

ϕ(tθ)tℓ−1dt ≥ α−1

∫ r

0

e−t2/2tℓ−1dt = γℓ(rB
ℓ) ·
∫ ∞

0

ϕ(tθ)tℓ−1dt. (3)

By integrating (3) overθ ∈ Sℓ−1, we obtainν(rBℓ) ≥ γℓ(rB
ℓ), as desired.

Thanks to Theorem 4.2 we may generalize Lemma 5.1 as follows:

Theorem 5.2. Let µ be a probability measure that is1-log-concave inRn and let0 ≤
ℓ ≤ n. Assume thatf : Rn → R

ℓ is continuous. Then there existst ∈ R
ℓ such that for

all r > 0,
µ(f−1(t) + rBn) ≥ γℓ(rB

ℓ). (4)

Proof. We apply Theorem 4.2 withV = Bn andI(r) = γℓ(rB
ℓ). The desired inequal-

ity (4) would follow once we verify that the log-concave density ϕ of the measureµ
satisfies the(V, ℓ, I)-peak property. Sinceµ is 1-log-concave inRn, the function

x 7→ ϕ(x)e|x|
2/2
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is log-concave. LetE ⊆ R
n be an affineℓ-dimensional subspace and letψ be a log-

concave function onE with
∫

E
ϕψ = 1. Write ν for the probability measure onE

whose density inE equals to the productϕψ. Sinceψ is log-concave and the function
x 7→ ϕ(x)e|x|

2/2 is log-concave as well, the probability measureν is 1-log-concave in
theℓ-dimensional affine subspaceE. By Lemma 5.1, there existsx0 ∈ E for which

ν(x0 + rBℓ) ≥ I(r) = γℓ(rB
ℓ) for all r ≥ 0.

We have thus verified the(V, ℓ, I)-peak property, and the proof is complete.

Theorem 5.2 implies Theorem 1.1 by substitutingµ = γn. Let us now see how
Theorem 1.4 follows from Theorem 1.1.

Proof of Theorem 1.4 (“waist of the cube”).Let Φ(t) =
∫ t

−∞(2π)−1/2e−s2/2ds. Then
Φ pushes forward the standard Gaussian measure onR to the uniform measure on the
interval[0, 1]. Moreover,Φ is clearly anL-Lipschitz function forL = 1/

√
2π. Set,

G(x1, . . . , xn) = (Φ(x1), . . . ,Φ(xn)) .

ThenG : Rn → (0, 1)n is a homeomorphism, pushingγn forward toλn, whereλn is the
uniform measure on(0, 1)n. Moreover,G is anL-Lipschitz function forL = 1/

√
2π.

In particular, denotingh = f ◦G,

G(h−1(t) + εBn) ⊆ f−1(t) +
ε√
2π
Bn (t ∈ R

ℓ, ε > 0). (5)

SinceG∗(γn) = λn, it follows from (5) that

γn
{

h−1(t) + εBn
}

≤ λn

{

f−1(t) + (ε/
√
2π)Bn

}

.

Applying Theorem 1.1 for the continuous functionh = f ◦G, we findt ∈ R
ℓ such that

λn (f
−1(t) + εBn)

βℓεℓ
≥ γn

(

h−1(t) +
√
2π · εBn

)

βℓεℓ
≥ γℓ

(√
2π · εBℓ

)

βℓεℓ
ε→0+−→ 1.

ThereforeV ol∗n−ℓ(f
−1(t)) ≥ 1.

Corollary 5.3. Let ℓ ≥ 1 and let 0 < λ1 ≤ λ2 ≤ . . . ≤ λn. Consider the box
Q = (0, λ1)× . . .× (0, λn). Letf : Q → R

ℓ be a real-analytic map. Then there exists
t ∈ R

ℓ with

V oln−ℓ(f
−1(t)) ≥

n−ℓ
∏

j=1

λj.
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The estimate of Corollary 5.3 is clearly tight, as shown by the example of linear
functions. Note thatf from Corollary 5.3 is assumed to be real-analytic and not merely
continuous. Thus, any set of the formf−1(t) is a finite union of smooth manifolds, and
in particularV ol∗n−ℓ(f

−1(t)) is equal to the(n − ℓ)-dimensional Hausdorff measure of
the setf−1(t), denoted byV oln−ℓ(f

−1(t)).

Proof of Corollary 5.3.DenoteT (x1, . . . , xn) = (λ1x1, . . . , λnxn). It follows from the
change-of-variables formula that for any(n− ℓ)-dimensional manifoldM ⊆ (0, 1)n,

V oln−ℓ(T (M)) ≥ V oln−ℓ(M) ·
n−ℓ
∏

j=1

λj. (6)

By Theorem 1.4, the functionh = f ◦ T has a fiberh−1(t) with V ol∗n−ℓ(h
−1(t)) ≥ 1.

Thus the seth−1(t) is a real-analytic variety of dimension at leastn− ℓ. The dimension
of f−1(t) = T (h−1(t)) equals to that ofh−1(t). If this dimension is larger thann − ℓ,
then the desired conclusion is trivial. Otherwise, there isa smooth(n− ℓ)-dimensional
manifoldM ⊆ h−1(t) with

V oln−ℓ(M) = V oln−ℓ(h
−1(t)) = V ol∗n−ℓ(h

−1(t)) ≥ 1. (7)

SinceT (M) ⊆ f−1(t), the conclusion follows from (6) and (7).

We conjecture that the conclusion of Corollary 5.3 holds true for all continuous maps
f : Q→ R, with V oln−ℓ replaced byV ol∗n−ℓ. We move on to the proof of Theorem 1.2.
The following two lemmas are needed for the verification of the corresponding(V, ℓ, I)-
peak property.

Lemma 5.4. LetK, V ⊆ R
n be convex bodies such that

∫

V
xdx = 0. Letϕ be a log-

concave probability density supported onK. Writex0 =
∫

K
xϕ(x)dx for the barycenter

of ϕ. Then for allr > 0,

1

rn · V oln(V )

∫

K∩(x0+rV )

ϕ ≥ 1

V oln(K − rV )
. (8)

Proof. The barycenter of̃V = −V lies at the origin. The pointx0 ∈ K is the barycenter
of the probability densityϕ. Hencex0 is also the barycenter of the probability density

ϕr = ϕ ∗ 1rṼ
rn · V oln(V )

,

which is the convolution ofϕ with the indicator function of the convex setrṼ , normal-
ized to be a probability density. Note thatϕr(x0) equals to the left-hand side of (8).
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The probability densityϕr is log-concave by Prékopa-Leindler and it is supported in
K − rV . Now (8) follows from an inequality of Spingarn [27], according to which

ϕr(x0) ≥
1

V oln(K − rV )
(r > 0). (9)

We cannot resist providing the standard short proof of (9): The functiongr = 1/ϕr is
convex inΩr = {x ∈ K − rV ; ϕr(x) > 0}, sinceϕr is log-concave. By Jensen’s
inequality

gr(x0) = gr

(
∫

Ωr

xϕr(x)dx

)

≤
∫

Ωr

gr(x)ϕr(x)dx = V oln(Ωr) ≤ V oln(K − rV ),

and (9) is proven.

Lemma 5.5. Let R > 0 and assume thatK ⊆ RBn is a convex body. Letν be a
probability measure supported onK with a log-concave density. Writex0 =

∫

K
xdν(x).

Then for all0 ≤ r ≤ 1,

ν(x0 + rBn) ≥ βn · rn
V oln(K) + Cn,R · r , (10)

whereCn,R > 0 is a constant depending solely onn andR.

Proof. For any convex setK ⊆ RBn andt > 0, by the monotonicity of mixed volumes
(e.g., Schneider [26]) we have the following inequality:

V oln(K + tBn)− V oln(K) ≤ V oln(RB
n + tBn)− V oln(RB

n). (11)

To see this, expandV oln(K + tBn) as a polynomial int, and observe that the coeffi-
cients of this polynomial – the intrinsic volumes – are bounded by the corresponding
coefficients of the polynomialV oln(RBn+ tBn). Curiously, whenn = 2 andt tends to
zero, inequality (11) amounts to the Archimedes postulate on convex curves. It follows
from (11) that for a certain constantCn,R > 0,

V oln(K + rBn) ≤ V oln(K) + Cn,R · r for all 0 ≤ r ≤ 1. (12)

Now (10) follows from (12) and Lemma 5.4.

Proof of Theorem 1.2.AbbreviateM = supF∈AGn,ℓ
V olℓ(K ∩ F ). LetR > 0 satisfy

K ⊆ RBn. For0 ≤ r ≤ 1 set

I(r) = min

{

1,
βℓr

ℓ

M + Cℓ,R · r

}

,
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whereCℓ,R is the constant from Lemma 5.5. Forr > 1 we setI(r) := I(1). Thus
I : [0,∞) → [0, 1] is a continuous function with

lim
r→0+

I(r)

βℓ · rℓ
=

1

M
. (13)

Assume thatf : K → R is a continuous function. Let0 < ε < 1, and letK0 be a
convex body contained in the interior ofK with

V oln(K0) ≥ (1− ε) · V oln(K).

Let ϕ = 1K0/V oln(K0) be the uniform probability density on the convex bodyK0 and
setV = Bn. We would like to verify thatϕ satisfies the(V, ℓ, I)-peak property. Suppose
that we are given anℓ-dimensional affine subspaceE ⊆ R

n and a log-concave function
ψ : E → [0,+∞) with

∫

E
ϕ · ψ = 1. Write ν for the probability measure onE with

density

ϕ · ψ · 1E =
1K0∩E · ψ
V oln(K0)

.

Thenν is a log-concave measure in the affine subspaceE, which is in fact supported in
K0 ∩ E. According to Lemma 5.5, for somex0 ∈ E,

ν(x0 + rBn) ≥ βℓr
ℓ

V olℓ(K0 ∩ E) + Cℓ,R · r ≥ I(r) for all 0 ≤ r ≤ 1.

In fact,ν(x0+rBn) ≥ ν(x0+B
n) ≥ I(1) = I(r) also forr > 1. We have thus verified

the (V, ℓ, I)-peak property ofϕ. By the Tietze extension theorem, we may extend the
given continuous functionf : K → R

ℓ to a continuous functionf : Rn → R
ℓ. We may

now apply Theorem 4.2 and conclude that for a certain pointt ∈ R
ℓ,

V oln
{

K0 ∩ (f−1(t) + rBn)
}

≥ I(r) · V oln(K0) for all r > 0. (14)

From (13) and (14),

V ol∗n−ℓ(K ∩ f−1(t)) = lim inf
r→0+

V oln {(K ∩ f−1(t)) + rBn}
βℓ · rℓ

≥ lim inf
r→0+

V oln {K0 ∩ (f−1(t) + rBn)}
βℓ · rℓ

≥ V oln(K0)

M
≥ (1− ε)

V oln(K)

M
.

Sinceε was arbitrary, we see thatsupt∈Rℓ V ol∗n−ℓ(K ∩ f−1(t)) ≥ V oln(K)/M , as
desired.
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Recall that theℓ-waist of a convex bodyK ⊆ R
n is defined via

wℓ(K) = inf
f :K→Rn−ℓ

sup
t∈Rn−ℓ

(

V ol∗ℓ (f
−1(t)

)1/ℓ
,

where the infimum runs over all continuous functionsf : K → R
n−ℓ.

Proposition 5.6. LetK ⊆ R
n be a convex body, let1 ≤ k ≤ n and letE ⊂ R

n be a
linear subspace withdim(E) = k. Then,

(i) wℓ(K) ≤ wℓ(ProjEK) for ℓ = 1, . . . , k.

(ii) If K = −K thenwℓ(K) ≤ 2 · wℓ(K ∩ E) for ℓ = 1, . . . , k.

Proof. Begin with the proof of (i). Letε > 0. For any continuous functionf :
ProjEK → R

k−ℓ we set

g(x) = (ProjE⊥x, f(ProjE(x))) ∈ E⊥ × R
k−ℓ ∼= R

n−k × R
k−ℓ.

Theng : K → R
n−ℓ is continuous, and hence it has a large fiberg−1(t, s), with ℓ-

dimensional Minkowski volume at least(wℓ(K) − ε)ℓ. This fiber is a subset of the
k-dimensional affine subspace(ProjE⊥)−1(t), and it is in fact contained in a translation
of f−1(s). Therefore

V ol∗ℓ (f
−1(s)) ≥ V ol∗ℓ (g

−1(t, s)) ≥ (wℓ(K)− ε)ℓ,

and conclusion (i) follows, asε > 0 is arbitrary. We continue with the proof of (ii).
AbbreviateP = ProjE⊥. For each boundary pointy ∈ ∂P (K) there is a pointby ∈ K
with

P (by) = y.

By Michael’s selection theorem, we may assume thatb : ∂P (K) → K is continuous.
For y ∈ P (K) let us setby = ‖y‖ · by/‖y‖, where‖ · ‖ is the norm whose unit ball is
P (K). Thenb : P (K) → K is a continuous withP (by) = y for all y ∈ P (K). We
claim that for anyx ∈ K,

x− bP (x) ∈
K ∩ E
λ

⊆ 2(K ∩ E), (15)

where we setλ = 1/(1 + ‖Px‖) ∈ [1/2, 1]. Indeed,x ∈ K and−bPx/‖Px‖ ∈ K,
hence the pointz = λ(x − bPx) = λx − (1 − λ)bPx/‖Px‖ belongs toK. However,
Pz = 0 and thereforez ∈ K ∩ E and (15) follows. Given a continuous function
f : K ∩ E → R

k−ℓ let us denote

g(x) =

(

P (x), f

(

x− bPx

2

))

∈ E⊥ × R
k−ℓ ∼= R

n−k × R
k−ℓ.
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The functiong : K → R
n−ℓ is a well-defined continuous function according to (15).

We continue as in the proof of (i): The functiong has a large fiberg−1(t, s), which is
contained in a translation of2f−1(s). Hence for anyε > 0 we find a fiberf−1(s) whose
ℓ-dimensional Minkowski volume is at least(wℓ(K)/2 − ε)ℓ, completing the proof of
(ii).

Suppose thatX is a finite-dimensional normed space and thatµ is a log-concave
probability measure supported in its unit ball. The following theorem states that any
continuous functionf : X → R

ℓ has a large fiber:

Theorem 5.7.LetK ⊆ R
n be a centrally-symmetric convex body, letℓ = 1, . . . , n, letµ

be a probability measure supported inK with a log-concave density and letf : K → R
ℓ

be continuous. Then there existst ∈ R
ℓ such that

µ(f−1(t) + rK) ≥
(

r

2 + r

)ℓ

for all 0 < r < 1.

Proof. SetV = K andI(r) = rℓ/(2 + r)ℓ. Thanks to Theorem 4.2, all we need is
to verify that the log-concave densityϕ of µ has the(V, ℓ, I)-peak property. Thus, let
E ⊆ R

n be anℓ-dimensional affine subspace, and letψ : E → [0,+∞) be log-concave
with

∫

E
ϕ · ψ = 1. The affine subspaceE is a translate of a certain linear subspace

F ⊆ R
n. The inclusion (15) proven above amounts to the existence ofa certain point

b ∈ R
n with

K ∩ E ⊆ b+ 2(K ∩ F ). (16)

Write ν for the probability measure onE with density1E ·ϕψ, a log-concave measure in
E supported inK ∩ E. The convex setK ∩ F is centrally-symmetric, and in particular
its barycenter lies at the origin. It follows from Lemma 5.4 that for a certain point
x0 =

∫

xdν(x) ∈ E and for allr > 0,

1

rℓ · V olℓ(K ∩ F ) · ν (x0 + r(K ∩ F )) ≥ 1

V olℓ (K ∩ E − r(K ∩ F )) . (17)

From (16) and (17), for allr ≥ 0,

ν (x0 + r(K ∩ F )) ≥ rℓ · V olℓ(K ∩ F )
V olℓ (b+ 2(K ∩ F ) + r(K ∩ F )) = I(r).

We have verified the(V, ℓ, I)-peak property ofϕ. The conclusion now follows from
Theorem 4.2.

Note that the ambient dimensionn does not appear in the estimate of Theorem 5.7.
We therefore conjecture that it is possible to formulate andprove an infinite-dimensional
version of this theorem.
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6 The GaussianM -position

Theorem 1.3 and Theorem 1.5 are proven in this section. We writec, C, c̃, c1, C2, . . . for
various positive universal constants, whose value is not necessarily the same in different
appearances. Letµ be a probability measure onRn whose barycenter lies at the origin.
Theψ2-constant ofµ is the infimum over allA > 0 with the following property: For
any linear functionalL : Rn → R,

(
∫

Rn

|L(x)|pdµ(x)
)1/p

≤ A
√
p ·
∫

Rn

|L(x)|dµ(x) for all p > 1. (1)

The covariance matrix ofµ, denoted byCov(µ), is the matrix whose(i, j)-entry is
∫

Rn xixjdµ(x). Assume thatµ has a log-concave densityϕ. The isotropic constant ofµ
is defined via

Lµ = (supϕ)1/n · (detCov(µ))1/(2n).
See, e.g., the book by Brazitikos, Giannopoulos, Valettas and Vritisou [7] for informa-
tion about the isotropic constant. In particular, it is shown in [7, Proposition 2.3.12] that
Lµ > c for some universal constantc > 0. Bourgain’s slicing conjecture is equivalent
to the hypothesis thatLµ < C. This conjecture was verified underψ2-assumptions by
Bourgain (see [7, Theorem 3.4.1]). The dependence on theψ2-constant was slightly
improved by Dafnis and Paouris and by Klartag and Milman (see[7, Theorem 7.5.15]),
thus whenµ satisfies (1), we have the bound

Lµ < C · A.

One says that the probability measureµ is isotropic, or that it is in isotropic position,
if its barycenter lies at the origin andCov(µ) is a scalar matrix. Recall that theψ2-
constant of a convex bodyK ⊆ R

n with barycenter at the origin is defined to be the
ψ2-constant ofµK , the uniform probability measure onK. The convex bodyK is said
to be in isotropic position ifµK is.

Lemma 6.1. LetK ⊆ R
n be a convex body in isotropic position. Then for anyℓ =

0, . . . , n and an affineℓ-dimensional subspaceE ⊆ R
n,

V olℓ(K ∩ E) ≤ (CA)n−ℓ · V oln(K)ℓ/n,

whereA is theψ2-constant ofK andC > 0 is a universal constant.

Proof. Let λ > 0 be such thatCov(µK) = λ2 · Id, whereId is the identity matrix.
Then,

LµK
= V oln(K)−1/n · det(Cov(µK))

1/(2n) = V oln(K)−1/n · λ. (2)

Let F be the linearℓ-dimensional subspace which is a translate ofE. Defineν =
(ProjF⊥)∗µK . Thenν is a log-concave probability measure inF⊥ with barycenter
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at the origin. Moreover, theψ2-constant ofν is at mostA. The covariance matrix
of ν (or more precisely, the covariance operator) equalsλ2 times the identity. Write
ϕ : F⊥ → [0,∞) for the log-concave density ofν. Then,

Lν = (supϕ)
1

n−ℓ · det(Cov(ν))
1

2(n−ℓ) = λ · (supϕ) 1
n−ℓ ≥ λ

(

V olℓ(K ∩ E)
V oln(K)

)
1

n−ℓ

. (3)

From (2) and (3),

(V olℓ(K ∩ E)) 1
n−ℓ ≤ Lν

LµK

· V oln(K)
1

n−ℓ
− 1

n ≤ CA · V oln(K)
ℓ

n(n−ℓ) ,

where we used thatLν < C · A andLµK
> c in the last passage.

Corollary 6.2. LetK ⊆ R
n be a convex body in isotropic position. WriteA > 0 for the

ψ2-constant ofK. Then for anyℓ = 1, . . . , n and a continuous functionf : K → R
ℓ,

there existst ∈ R
ℓ with

V ol∗n−ℓ(f
−1(t)) ≥

( c

A
· V oln(K)

1
n

)n−ℓ

,

wherec > 0 is a universal constant.

Proof. By Theorem 1.2 and Lemma 6.1,

sup
t∈Rℓ

V ol∗n−ℓ(f
−1(t)) ≥ V oln(K)

(CA)n−ℓ · V oln(K)ℓ/n
=

(

c̃

A
· V oln(K)1/n

)n−ℓ

.

A fundamental component of high-dimensional convex geometry is Milman’s the-
orem on the existence of anM-ellipsoid. We shall use the following version of this
theorem, see Milman [20] or Pisier’s book [23, Chapter 7]:

Theorem 6.3.LetK ⊆ R
n be a centrally-symmetric convex body. Then there exists an

ellipsoidE ⊆ R
n with V oln(K) = V oln(E) and

V oln(K ∩ E) ≥ cn · V oln(K),

wherec > 0 is a universal constant.

The ellipsoidE from Theorem 6.3 is far from being a unique. One possibility for
determining such anM-ellipsoid uniquely is to use a Gaussian minimization procedure.
This possibility is exploited in Bobkov [5], where the following is proven (see also
Rotem [25, Remark 1] for explanations regarding the uniqueness part):
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Proposition 6.4. Let K ⊆ R
n be a centrally-symmetric convex body of volume one.

Then there exists a unique symmetric, positive-definite, linear mapTK ∈ SLn(R) such
that

γn (TK(K)) = sup
T∈SLn(R)

γn (T (K)) . (4)

Moreover, letµ be the conditioning ofγn toK, i.e.,µ(A) = γn(A ∩K)/γn(K) for all
A. Then the measureµ is isotropic.

It is clear that the supremum on the right-hand side of (4) is attained also forT =
UTK , whereU ∈ O(n) andO(n) is the group of orthogonal transformations. The
requirement that the linear mapTK in Proposition 6.4 be symmetric and positive-definite
seems a bit artificial, yet it breaks the symmetry and allows us to consistently select a
uniquely-defined maximizer. In the case of an arbitrary convex bodyK ⊆ R

n, not
necessarily centrally-symmetric of volume one, we set

TK := Tα·(K−bK)∩(bK−K)

wherebK =
∫

K
xdx/V oln(K) is the barycenter ofK andα−n = V oln{(K − bK) ∩

(bK −K)}. Recall the definition ofSymm(K) from the Introduction.

Proposition 6.5. LetK ⊆ R
n be a convex body with barycenter at the origin. Then

TKT = TTK for all T ∈ Symm(K).

Proof. Note thatSymm(K) ⊆ O(n) since the barycenter ofK lies at the origin. For
any T ∈ Symm(K) we haveT (K) = K and alsoT (−K) = −T (K) = −K and
henceT (K ∩ (−K)) = K ∩−K. The mapS = T−1TKT ∈ SLn(R) is symmetric and
positive-definite, with

γn {S(K ∩ (−K))} = γn {TKT (K ∩ (−K))} = γn {TK(K ∩ (−K))} .

According to the uniqueness part of Proposition 6.4, necessarily S = TK andTKT =
TTK .

LetK ⊆ R
n be a centrally-symmetric convex body of volume one. We say thatK

is in theGaussianM-positionif TK = Id.

Lemma 6.6.LetK ⊆ R
n be a centrally-symmetric convex body of volume one. Assume

thatK is in the GaussianM-position. Letµ be the conditioning ofγn toK. Then the
ψ2-constant ofµ is at mostC and moreoverγn(K) ≥ cn.

Proof. By the “Moreover” part of Proposition 6.4,

Cov(µ) = Cµ · Id, (5)
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whereId is the identity matrix. According to Bobkov [5, Corollary 3.3],

γn(K) ≥ cn · sup
E⊆Rn

V oln(K ∩ E) ≥ cn1 · V oln(K) = cn1 (6)

where the supremum runs over all ellipsoidsE of volume one, and where the second
inequality is the content of Theorem 6.3. SinceLµ > c, from (5) and (6),

Cµ = L2
µ ·
(

γn(K)

(2π)−n/2

)2/n

> c2. (7)

By the comparison of moments of log-concave measures (e.g.,[7, Theorem 2.4.6]) we
deduce from (5) and (7) that

∫

Rn

|〈x, θ〉|dµ(x) ≥ c̃

√

∫

Rn

|〈x, θ〉|2dµ(x) = c̃ ·
√

Cµ ≥ c̄ (θ ∈ Sn−1). (8)

A consequence of the Prékopa-Leindler inequality (see theproof of Lemma 4 in Eldan
and Lehec [8]) is that

∫

Rn

e〈ξ,x〉dµ(x) ≤ e|ξ|
2/2 for ξ ∈ R

n.

Therefore
∫

Rn

e|〈ξ,x〉|dµ(x) ≤
∫

Rn

e〈ξ,x〉dµ(x) +

∫

Rn

e−〈ξ,x〉dµ(x) ≤ 2e|ξ|
2/2.

Hence, for anyθ ∈ Sn−1 and an integerp ≥ 2,
∫

Rn

|〈x, θ〉|pdµ(x) ≤ p!

pp/2

∫

Rn

e
√
p|〈x,θ〉|dµ(x) ≤ (C

√
p)p · 2ep/2, (9)

where we used the inequality(
√
ps)p ≤ p! exp(

√
ps) for s ≥ 0. The lemma now follows

from (8) and (9).

An idea of K. Ball (see [7, Section 2.5]) is to represent the volume distribution of
a log-concave measure by a certain convex body. Letρ : Rn → [0,∞) be an even,
log-concave, probability density. Writeµ for the measure whose density isρ and define

K(µ) =

{

x ∈ R
n ;

∫ ∞

0

ϕ(rx)rn+1dr ≥ ϕ(0)

n+ 2

}

.
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ThenK(µ) is a centrally-symmetric convex body (e.g., [7, Theorem 2.5.5] and see also
[21, Theorem 3.9] for the relation to the Busemann inequality). If µ is isotropic, then
alsoK(µ) is isotropic (e.g., [7, Proposition 2.5.3(vi)]). It is alsoknown that

1 ≤ ϕ(0) · V oln(K(µ)) ≤ ((n + 2)!)
n

n+2

n!
≤ C. (10)

Indeed, sinceϕ is log-concave and even, necessarilyϕ(0) = supϕ. Hence (10) fol-
lows from [7, Lemma 2.5.6 and Proposition 2.5.7(i)]. Additionally, it follows from [7,
Lemma 2.5.2 and Proposition 2.5.3(iv)] that

K(µ) ⊆ {x ∈ Rn ; ϕ(x) > 0}. (11)

Lemma 6.7. Let µ be a probability measure onRn with an even, log-concave density
ϕ. Then theψ2-constant ofK(µ) is at mostC times theψ2-constant ofµ.

Proof. For θ ∈ Sn−1 andp ≥ 0 set

rp(θ) =

(

n + p

ϕ(0)
·
∫ ∞

0

ϕ(rθ)rn+p−1dr

)
1

n+p

.

Note thatK(µ) = {rθ ; θ ∈ Sn−1, 0 ≤ r ≤ r2(θ)}. For any unit vectorv ∈ Sn−1 and
p ≥ 0 we integrate in polar coordinates and obtain

∫

Rn

|〈x, v〉|pϕ(x)dx =
ϕ(0)

n + p
·
∫

Sn−1

|〈θ, v〉|p · rp(θ)n+pdθ (12)

and
∫

K(µ)

|〈x, v〉|pdx =
1

n+ p

∫

Sn−1

|〈θ, v〉|p · r2(θ)n+pdθ. (13)

According to [7, Lemma 2.2.4], the functionp 7→ rp(θ) is increasing inp > 0. There-
fore, from (10), (12) and (13),

1

V oln(K(µ))

∫

K(µ)

|〈x, v〉|pdx ≤
∫

Rn

|〈x, v〉|pϕ(x)dx for p ≥ 2, (14)

while
1

V oln(K(µ))

∫

K(µ)

|〈x, v〉|2dx ≥ 1

C
·
∫

Rn

|〈x, v〉|2ϕ(x)dx. (15)

WriteA for theψ2-constant ofµ. Then by (14) and (15), for allp ≥ 2,
(∫

K(µ)

|〈x, v〉|p dx

V oln(K(µ))

)1/p

≤ CA
√
p

(∫

K(µ)

|〈x, v〉|2 dx

V oln(K(µ))

)1/2

≤ C̃A
√
p

∫

K(µ)

|〈x, v〉| dx

V oln(K(µ))
, (16)
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where we used comparison of moments (e.g., [7, Theorem 2.4.6]) in the last passage.
According to (16), theψ2-constant ofK(µ) is at mostC̃A.

Proposition 6.8. LetK ⊆ R
n be a convex body with barycenter at the origin such that

K ∩ (−K) is a convex body of volume one in the GaussianM-position.

Then there exists a centrally-symmetric, convex bodyT ⊆ K in isotropic position
whoseψ2-constant is at mostC1, such that

(

V oln(K)

V oln(T )

)1/n

< C2.

Here,C1, C2 > 0 are universal constants.

Proof. The Rogers-Shephard inequality (e.g., [2, Theorem 4.1.20]) states that

1 = V oln(K ∩ (−K)) ≥ 2−n · V oln(K). (17)

Write µ for the conditioning ofγn to the convex bodyK ∩ (−K), and letϕ be the
log-concave probability density ofµ. According to Lemma 6.6,

ϕ(0) =
(2π)−n/2

γn(K ∩ (−K))
≤ Cn. (18)

By Proposition 6.4, the measureµ is isotropic. According to Lemma 6.6, theψ2-
constant ofµ is at mostC. By Lemma 6.7, also theψ2-constant ofT := K(µ) is at
mostC1 while T is a centrally-symmetric convex body in isotropic position. Addition-
ally, sinceµ is supported inK ∩ (−K), we learn from (11) that

T ⊆ K ∩ (−K) ⊆ K.

From (10) and (18) we deduce thatV oln(T ) > c−n. In view of (17) we conclude that
V oln(K) ≤ Cn

2 · V oln(T ), completing the proof.

Recall that ifK ⊆ R
n is a centrally-symmetric convex body of volume one, then

the bodyTK(K) is in the GaussianM-position.

Proof of Theorem 1.5.Theψ2-constant of a convex body is the same as theψ2-constant
of its image under an invertible, linear transformation. Hence, in proving Theorem 1.5,
we may apply a linear map (just a dilation) and assume that

V oln(K ∩ (−K)) = 1.

Applying another linear map (the mapTK), we may further assume thatK ∩ (−K) is
in the GaussianM-position. The conclusion of the theorem now follows from Proposi-
tion 6.8.
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Proof of Theorem 1.3.The caseℓ = n is trivial, hence let us assume that1 ≤ ℓ ≤ n−1.
Translating, we may also assume that the barycenter ofK lies at the origin. Denote
α = V oln(K ∩ (−K))1/n. Thenα ≥ 1/2 by the Rogers-Shephard inequality. Setting
K̃ = TK(K), we obtain that

K1 =
K̃ ∩ (−K̃)

α

is a centrally-symmetric convex body of volume one in the GaussianM-position. Apply
Proposition 6.8 forK1 to obtain the convex bodyT ⊆ K1. SinceT is in isotropic
position with aψ2-constant bounded byC, according to Corollary 6.2,

wℓ(T ) ≥ c · V oln(T )
1
n ≥ c̃ · V oln(K1)

1
n = c̃.

Thanks to the homogeneity and monotonicity of waists,

wℓ(K̃) = α · wℓ(K̃/α) ≥ α · wℓ(K1) ≥ α · wℓ(T ) ≥ wℓ(T )/2 ≥ c̄,

completing the proof.

Corollary 6.9. Let K ⊆ R
n be a convex body containing the origin in its interior.

Write ‖x‖K = inf{λ > 0 ; x/λ ∈ K} for the Minkowski functional, andM(K) =
∫

Sn−1 ‖x‖Kdσ(x), whereσ is the uniform probability measure onSn−1. Then,

wℓ(K) ≥ c√
n ·M(K)

(ℓ = 1, . . . , n),

wherec > 0 is a universal constant.

Proof. DenoteT = K ∩
(

1
2M(K)

Bn
)

. By the Markov-Chebyshev inequality,

V oln (T )

V oln

(

1
2M(K)

Bn
) ≥ σ

{

x ∈ Sn−1 ; ‖x‖K ≤ 2M(K)
}

≥ 1

2
.

According to Theorem 1.2, forℓ = 0, . . . , n− 1,

wn−ℓ(K) ≥ wn−ℓ(T ) ≥
(

V oln(T )

supE∈AGn,ℓ
V olℓ(T ∩ E)

) 1
n−ℓ

≥





V oln

(

1
2M(K)

Bn
)

2 · V olℓ
(

1
2M(K)

Bℓ
)





1
n−ℓ

≥ c√
n ·M(K)

.

35



References

[1] Ambrosio, L., Fusco, N., Pallara, D.,Functions of bounded variation and free
discontinuity problems.Oxford University Press, 2000.

[2] Artstein-Avidan, S., Giannopoulos, A., Milman, V. D.,Asymptotic geometric anal-
ysis. Part I.American Mathematical Society, 2015.

[3] Ball, K., Ellipsoids of maximal volume in convex bodies.Geom. Dedicata, Vol. 41,
No. 2, (1992), 241-250.

[4] Benyamini, Y., Lindenstrauss, J.,Geometric nonlinear functional analysis. Vol. 1.
American Mathematical Society, 2000.

[5] Bobkov, S. G.,On Milman’s ellipsoids and M-position of convex bodies.Concen-
tration, functional inequalities and isoperimetry, Contemp. Math., 545, American
Mathematical Society, (2011), 23-33.

[6] Bourgain, J.,Geometry of Banach spaces and harmonic analysis.Proceedings of
the International Congress of Mathematicians, Vol. 1, 2 (Berkeley, Calif., 1986),
American Mathematical Society, (1987), 871-878.

[7] Brazitikos, S., Giannopoulos, A., Valettas, P., Vritsiou, B.-H., Geometry of
isotropic convex bodies.American Mathematical Society, 2014.

[8] Eldan, R., Lehec, J.,Bounding the norm of a log-concave vector via thin-shell
estimates.Geom. aspects of Funct. Anal., Lecture Notes in Math., 2116,Springer,
(2014), 107-122.

[9] Gromov, M.,Filling Riemannian manifolds.J. Diff. Geom., Vol. 18, No. 1, (1983),
1-147.

[10] Gromov, M., Isoperimetry of waists and concentration of maps.Geom. Funct.
Anal. (GAFA), Vol. 13, No. 1, (2003), 178-215.

[11] Gromov, M., Milman, V. D.,Generalization of the spherical isoperimetric inequal-
ity to uniformly convex Banach spaces.Compositio Math., Vol. 62, No. 3, (1987),
263-282.

[12] Guth, L., The waist inequality in Gromov’s work. In The Abel Prize 2008-2012.
Edited by Helge Holden and Ragni Piene. Springer, (2014), 181–195.

[13] Hirsch, M. W.,Differential topology.Corrected reprint of the 1976 original. Grad-
uate Texts in Mathematics, 33. Springer-Verlag, New York, 1994.

[14] Milnor, J. W.,Topology from the differentiable viewpoint.Based on notes by David
W. Weaver. Revised reprint of the 1965 original. Princeton University Press, 1997.

36



[15] Kannan, R., Lovász, L., Simonovits, M.,Isoperimetric problems for convex bodies
and a localization lemma.Discrete Comput. Geom., Vol. 13, No. 3–4, (1995),
541-559.

[16] Krantz, S. G., Parks, H. R.,A primer of real analytic functions.Birkhäuser-Verlag,
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