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Abstract

We present an explicit connected spanning structure that appears in a random graph just above the connectivity threshold with high probability.

1 Introduction

The binomial random graph $G(n, p)$ is a graph on $n$ vertices, in which every pair of vertices is connected independently with probability $p$. It is a well known and thoroughly studied model (see, e.g., [6, 8, 12]). A fundamental result, due to Erdős and Rényi [7], it that $G(n, p)$ exhibits a sharp threshold for connectivity at $p = p(n) = \log n/n$. More precisely, setting $p = (\log n + f(n))/n$ and $G \sim G(n, p)$, if $f(n) \to \infty$ then $G$ is with high probability\(^2\) (whp) connected, and if $f(n) \to -\infty$ then $G$ is whp not connected. This threshold coincides with the threshold for the disappearance of isolated vertices (vertices of degree 0), and, in fact, isolated vertices are the bottleneck for connectivity in a stronger sense.

Evidently, a connected graph has a spanning tree. This raises the natural question of which spanning trees can we expect to find in a connected random graph. The standard proof for the connectivity threshold is obtained using the dual definition of connectivity, namely, by showing that whp there is an edge in every cut; this seems to provide no hint of which trees appear above the threshold. One can check, however, that just above the connectivity threshold a random graphs contains $\Theta(\log n)$ vertices of degree 1. Obviously, these vertices must all be leaves in any spanning tree. In particular, one cannot expect to find a Hamilton path (or any spanning tree with a constant number of leaves). In this work, we present an explicit spanning tree that appears in a random graph just above the connectivity threshold whp. In fact, we prove something stronger, by presenting a concrete unicyclic connected spanning subgraph. Let $n, t, \ell$ be integers such that $t \cdot (\ell + 1) \leq n$. A KeyChain with parameters $n, t, \ell$, denoted $KC(n, t, \ell)$, is a cycle on $n - t$ vertices with additional $t$ vertices of degree 1 ("keys") which have distinct neighbours in that cycle, where the distance between two consecutive such neighbours is $\ell$. Formally, it is the graph $H = (V, E)$ with $V = [n]$ and

$$E = \{\{i, i + 1\} \mid i \in [n - t - 1]\} \cup \{\{n - t, 1\}\} \cup \{\{i\ell, n - t + i\} \mid i \in [t]\}.$$ 

See Fig. 1 for an example. Consider the following sequence: $a_1 = 1, a_{j+1} = [a_j \cdot \log n/100]$, and set $j_0$ to be the minimum index $j$ for which $a_j \geq 10n/ \log n$. Let further $t := \lfloor \log n \rfloor$ and $\ell = 2j_0$.

\(^1\)Here and later the logarithms have natural base.

\(^2\)With probability tending to 1 as $n$ tends to infinity.
**Theorem 1.1.** Let $p$ be such that $np - \log n \to \infty$. Then, $G \sim G(n, p)$ whp contains $KC(n, t, \ell)$ as a subgraph.

As $KC(n, t, \ell)$ is connected and spanning, and in fact contains $\left\lceil \frac{n-t}{2} \right\rceil$ distinct (unlabelled) spanning trees when $n$ is sufficiently big, Theorem 1.1 gives a set of distinct trees, all of which appear in $G \sim G(n, p)$ whp. Our proof provides, however, further spanning (but not necessarily connected) graphs that appear whp in random graphs above the connectivity threshold (such as KeyChains on linearly many vertices alongside a disjoint cycle spanning the remaining set of vertices).

### 1.1 Discussion

**Hamiltonicity** Komlós and Szemerédi [14] and independently Bollobás [5] showed that the threshold for the appearance of a Hamilton cycle in random graphs is $p = (\log n + \log \log n)/n$. This coincides with the threshold for the disappearance of vertices of degree 1, an obvious obstacle in obtaining a Hamilton cycle. In particular, if $np - \log n - \log \log n \to \infty$ and $G \sim G(n, p)$, then $G$ contains a Hamilton path as a spanning tree. Thus, our result is interesting, and perhaps surprising, for values of $p$ which satisfy $np = \log n + f(n)$, where $f(n) \to \infty$ but $f(n) - \log \log n \not\to \infty$. Our result states that in this intermediate regime, we can still construct a specific tree which contains a path that spans almost all of the vertices of the graph.

**Spanning trees in random graphs** Theorem 1.1 gives an explicit set of trees, each of which spans a binomial random graph just above the connectivity threshold whp. Which other spanning trees can we expect to find around the same edge density? Recently Montgomery [16] solved a conjecture by Kahn (see [13]) according to which every $n$-vertex tree of maximum degree at most $\Delta$ appears in $G(n, p)$ whp if $np \geq C \log n$ for $C = C(\Delta)$. Earlier, Hefetz, Krivelevich and Szabó [11] showed that every bounded degree $n$-vertex tree with either linearly many leaves or a linearly long bare path appears in $G(n, p)$ whp if $np \geq (1 + \varepsilon) \log n$ for some $\varepsilon > 0$. The question of which trees are likely to appear in $G(n, p)$ if one only requires $np - \log n \to \infty$ remains open.

**The maximum common subgraph problem** Finding a maximum common subgraph of two graphs (sometimes called maximum common edge subgraph, or MCES) is an NP-hard problem (for example, there is a trivial polynomial reduction from the Hamiltonicity problem to MCES) with real-world applications in computer science and in chemistry (see, e.g., [4,18]). Theorem 1.1 can be thought of as an explicit (connected) subgraph which is typically common to random graphs past the connectivity threshold. In particular, writing $M(G_1, G_2)$ for the size of a maximum common subgraph of $G_1, G_2$, Theorem 1.1 gives $M(G_1, G_2) \geq n$ whp for
independently sampled $G_1, G_2 \sim G(n, p)$, where $np - \log n \to \infty$. The following proposition, whose proof appears in Section 5, shows that this bound is asymptotically tight.

**Proposition 1.2.** For every $\varepsilon > 0$ there exists $\delta > 0$ for which the following holds. Suppose $p \leq n^{-1 + \delta}$, and let $G_1, G_2 \sim G(n, p)$ be two independent random graphs. Then, whp, $M(G_1, G_2) \leq (1 + \varepsilon)n$.

### 1.2 Proof outline

We begin by listing useful properties of random graphs just above the connectivity threshold. With these properties in hand, we continue as follows. First, we take care of all “keys” of the KeyChain: these consist of all vertices of degree 1 in the graph, in addition to some vertices of degree 2. We aim to connect neighbours of these keys by equal-length paths, constructing a comb-like graph. Eventually, we would want to connect the ends of the comb by a path which spans the remaining vertices. This cannot be done naively, however, since some of the remaining vertices may have most (or all) of their neighbours inside the comb. To overcome this difficulty we make a preparatory step in which we put aside small degree vertices with their neighbours. This is stated precisely in Section 4. The “comb” is then found in the set of the remaining vertices.

**Organisation of the paper** We start by reviewing some preliminaries in Section 2. In Section 3 we list and prove useful (and mostly standard) properties of random graphs just above the connectivity threshold. In Section 4 we prepare our graph, handling future “keys” and small degree vertices, construct the “comb” and close it to a KeyChain, concluding the proof of Theorem 1.1. We finish by a quick proof of Proposition 1.2 in Section 5.

### 2 Preliminaries

In this section we provide several definitions and results to be used in this paper.

#### 2.1 Notation

The following graph theoretic notation is used. For a graph $G = (V, E)$ and two disjoint vertex subsets $U, W \subseteq V$, we let $E_G(U, W)$ denote the set of edges of $G$ adjacent to exactly one vertex from $U$ and one vertex from $V$, and let $e_G(U, W) = |E_G(U, W)|$. Similarly, $E_G(U)$ denotes the set of edges spanned by a subset $U$ of $V$, and $e_G(U)$ stands for $|E_G(U)|$. The (external) neighbourhood of a vertex subset $U$, denoted by $N_G(U)$, is the set of vertices in $V \setminus U$ adjacent to a vertex of $U$, and for a vertex $v \in V$ we set $N_G(v) = N_G(\{v\})$. The degree of a vertex $v \in V$, denoted by $d_G(v)$, is its number of incident edges. For an integer $0 \leq i < |V|$, we let $D_i = D_i(G)$ be the set of vertices of degree $i$ in $G$, and let $D_{\leq i} = D_{\leq i}(G) := \bigcup_{j=0}^{i} D_j$. Finally, we let $n_i = n_i(G) := |D_i|$ and $n_{\leq i} = n_{\leq i}(G) := |D_{\leq i}|$. In the above notation, we sometimes omit the subscript $G$ if the graph $G$ is clear from the context. We occasionally suppress the rounding notation to simplify the presentation. For two functions $f = f(n)$, $g = g(n)$ we write $f \sim g$ to indicate that $f = (1 + o(1))g$.

#### 2.2 Probabilistic bounds

We will make use of the following useful bound (see, e.g., in, [12, Chapter 2]).

---
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Theorem 2.1 (Chernoff bounds). Let $X = \sum_{i=1}^{n} X_i$, where $X_i \sim \text{Bernoulli}(p_i)$ are independent, and let $\mu = \mathbb{E}X = \sum_{i=1}^{n} p_i$. Let $0 < \alpha < 1 < \beta$. Then

$$P(X \leq \alpha \mu) \leq \exp(-\mu(\alpha \log \alpha - \alpha + 1)),$$
$$P(X \geq \beta \mu) \leq \exp(-\mu(\beta \log \beta - \beta + 1)).$$

The following are trivial yet useful bounds.

Claim 2.2. Let $X \sim \text{Bin}(n, p)$ with $\mu = np$ and let $1 \leq k \leq n$. Then

$$P(X \geq k) \leq \left( \frac{enp}{k} \right)^{k}.$$

For a proof see, e.g., [9].

Claim 2.3. Let $X \sim \text{Bin}(n, p)$ with $\mu = np$, write $q = 1 - p$ and let $1 \leq k \leq np/q$. Then

$$P(X \leq k) \leq \left( \frac{enp}{kq} \right)^{k} e^{-np}.$$

2.3 Pósa’s lemma and corollaries

For an overview of the rotation–extension technique, we refer the reader to [15].

Lemma 2.4 (Pósa’s lemma [17]). Let $G$ be a graph, let $P = v_0, \ldots, v_t$ be a longest path in $G$, and let $R$ be the set of all $v \in V(P)$ such that there exists a path $P'$ in $G$ with $V(P') = V(P)$ and with endpoints $v_0$ and $v$. Then $|N(R)| \leq 2|R| - 1$.

Recall that a non-edge of $G$ is called a booster if adding it to $G$ creates a graph which is either Hamiltonian or whose longest path is longer than that of $G$. For a positive integer $k$ and a positive real $\alpha$ we say that a graph $G = (V, E)$ is a $(k, \alpha)$-expander if $|N(U)| \geq \alpha |U|$ for every set $U \subseteq V$ of at most $k$ vertices. The following is a widely-used fact stating that $(k, 2)$-expanders have many boosters. For a proof see, e.g., [15].

Lemma 2.5. Let $G$ be a connected $(k, 2)$-expander which contains no Hamilton cycle. Then $G$ has at least $(k + 1)^2 / 2$ boosters.

It is not hard to see that an $(n/4, 2)$-expander on $n$ vertices is connected, a fact that we will use later on. We will also use the following deterministic lemma from [10].

Lemma 2.6 ([10, Lemma 4.6]). Let $m, d \geq 1$ be integers, and let $H$ be a graph on $h \geq 4m$ vertices satisfying the following properties:

1. $\delta(H) \geq 2$;
2. No vertex $v \in V(H)$ with $d(v) < d$ is contained in a 3- or a 4-cycle, and every two distinct vertices $u, v \in V(H)$ with $d(u), d(v) < d$ are at distance at least 5 apart;
3. Every set $F \subseteq V(H)$ of size at most $5m$ spans at most $d|F| / 10$ edges;
4. There is an edge between every pair of disjoint sets $F_1, F_2 \subseteq V(H)$ of size $m$ each.

Then $H$ is a $(h/4, 2)$-expander (and, in particular, it is connected).
3 Properties of random graphs

We now present and prove some typical properties of random graphs above the connectivity threshold, to be used in the proof of Theorem 1.1.

Denote

$$\text{Small} = \text{Small}(G) := D_{\leq \log n/10}(G).$$

Additionally, set

$$\gamma = 10^{-4}.$$

**Lemma 3.1.** Let $1 \ll f(n) \ll \log n$, $p = (\log n + f(n))/n$ and $G \sim G(n, p)$. Then, whp, $G$ has the following properties:

(P1) $\Delta(G) \leq 10 \log n$;

(P2) $|D_1| \leq \log n \leq |D_2|$;

(P3) There is no path of length at most $0.2 \log n/\log \log n$ in $G$ whose (possibly identical) endpoints lie in Small;

(P4) $|\text{Small} \cup N(\text{Small})| \leq n^{0.6}$;

(P5) There in no $U \subseteq V(G)$ with $|U| \leq 10n/\log n$, $e(U, V(G) \setminus U) \geq |U| \log n/11$ such that $|N(U)| \leq |U| \log n/18$;

(P6) Every set $U \subseteq V(G)$ of size at most $\gamma n/5000$ spans at most $\gamma \log n \cdot |U|/1000$ edges;

(P7) For every $U, W \subseteq V(G)$ disjoint with $10n/\log n \leq |U|, |W| \leq n/9$, $|N(U) \cap N(W)| \geq n/9$;

(P8) For every $U, W \subseteq V(G)$ disjoint with $|U|, |W| \geq \frac{n}{25000}$, $|E(U, W)| \geq \frac{1}{2} |U| |W| \log n/n$;

**Proof of (P1).** Since $d(v) \sim \text{Bin}(n - 1, p)$ for every $v \in V(G)$, we have

$$\mathbb{P}(d(v) \geq 10 \log n) \leq \left(\frac{n}{10 \log n} \right)^{10 \log n} \leq \left(\frac{enp}{10 \log n} \right)^{10 \log n} = o(1/n),$$

and the statement follows by the union bound.

**Proof of (P2).** The probability that a given vertex is of degree 1 is at most $np(1 - p)^{n - 2} = o(\log n/n)$. Thus $\mathbb{E}[n_1] = o(\log n)$ and by Markov’s inequality $\mathbb{P}(n_1 > \log n) = o(1)$. The expectation of $n_2$ is $n \cdot (\binom{n}{2})^2(1 - p)^{n - 3} = \omega(\log n)$. On the other hand, the variance is

$$\text{Var}[n_2] = \mathbb{E}[n_2^2] - \mathbb{E}[n_2]^2$$

$$= -\mathbb{E}[n_2]^2 + \mathbb{E}[n_2] + \sum_{u \neq v} \mathbb{P}(d_G(u) = d_G(v) = 2)$$

$$= (-1 + o(1)) \cdot \mathbb{E}[n_2]^2 + n(n - 1) \cdot \left(\frac{n - 2}{2}\right)^2 p^1(1 - p)^{2n - 7} + np^3(1 - p)^{2n - 6}$$

$$= o\left(\mathbb{E}[n_2]^2\right),$$

which, by Chebyshev’s inequality, implies that $\mathbb{P}(n_2 < \log n) = o(1)$. 

\[\square\]
Proof of (P3). Write $L := 0.2 \log n / \log \log n$. Let $1 \leq \ell \leq L$ and let $P = (v_0, \ldots, v_\ell)$ be a sequence of $\ell + 1$ distinct vertices from $V(G)$, with the one possible exception $v_0 = v_\ell$.

Suppose first that $v_0 \neq v_\ell$. Let $S := V(G) \setminus \{v_0, v_1, v_{\ell-1}, v_\ell\}$, let $A_P$ be the event that $P$ is contained in $G$ as a path, and let $A_d$ be the event that $d(v_0, v_\ell) \leq \log n/5$. By Theorem 2.1 with $\alpha = \frac{\log n}{\sqrt{2n-\alpha}p} = 1/10 + o(1)$, we obtain that

$$\mathbb{P}(A_d) \leq \exp(-(2n - 5)p \cdot (\alpha \log \alpha - \alpha + 1)) \leq n^{-1.3}.$$ 

The events $A_P, A_d$ are independent, hence $\mathbb{P}(A_P \cap A_d) \leq p^\ell n^{-1.3}$. Let $A$ be the event that there exists a path $P = v_0, \ldots, v_\ell$ with $1 \leq \ell \leq L$ in $G$ such that $A_P$ and $d(v_0, d(\ell)) \leq \log n/10$, the probability of which is at most $\mathbb{P}(A_P \cap A_d)$. By the union bound, summing over all sequence lengths and all sequences, we get

$$\mathbb{P}(A) \leq \sum_{\ell=1}^L n^{\ell+1} p^\ell n^{-1.3} \leq \sum_{\ell=1}^L n^{\ell-0.3} \leq L \cdot n \cdot \frac{1.1 \log n}{\log n} \cdot L^{-0.3} \leq L \cdot n^{-1/20} = o(1).$$

The case $v_0 = v_\ell$ is similar. Let $S := V(G) \setminus \{v_1, v_{\ell-1}\}$ and let $A_d$ be the event that $d(v_0, S) \leq \log n/10$. Once again by Theorem 2.1, $\mathbb{P}(A_d) \leq n^{-0.6}$, and the events $A_P, A_d$ are independent, hence $\mathbb{P}(A_P \cap A_d) \leq p^\ell n^{-0.6}$. Let $A'$ be the event that there exists a cycle $P$ of length $3 \leq \ell \leq L$ such that $A_P$ and $d(v_0, S) \leq \log n/10$. By the union bound, $\mathbb{P}(A') \leq \sum_{\ell=3}^L n^\ell p^\ell n^{-0.6} = o(1)$.

Finally, observe that $\mathbb{P}(G \in (P3)) \geq 1 - \mathbb{P}(A) - \mathbb{P}(A')$, and so the statement is obtained.

Proof of (P4). Thus, by Theorem 2.1 we have $\mathbb{P}(d(v) \leq \log n/10) \leq n^{-0.6}$, and therefore by Markov's inequality $|\text{small}| \leq n^{0.5}$ whp. By the definition of small we have that $|\text{small} \cup N(\text{small})| \leq n^{0.6}$ whp.

Proof of (P5). For $U \subseteq V(G)$ with $|U| = k$, let $A_U$ be the event that $e(U, V(G) \setminus U) \geq k \log n/11$ and $|N(U)| \leq k \log n/18$. On this event, there exists $W \subseteq V(G)$ of size $k \log n/18$, disjoint of $U$, which contains $N(U)$. Denote this event by $A_{U,W}$. Evidently, using Claim 2.2,

$$\mathbb{P}(A_{U,W}) \leq \mathbb{P}(\text{Bin}(k^2 \log n/18, p) \geq k \log n/11) \cdot (1 - p)^{k(n-k-k \log n/18)} \leq (\frac{11ekp}{18})^{k \log n/11} \cdot e^{-pk(n-k-k \log n/18)} \leq (\frac{11ekp}{18})^{k \log n/11} \cdot e^{-0.4npk}.$$ 

For $k \leq 10n/\log n$ let $A_k$ denote the event that there exists $U$ with $|U| = k$ for which $A_U$ occurs. By the union bound over all possible choices of $U, W$ we have that

$$\mathbb{P}(A_k) \leq \mathbb{P}(A_k) \leq \left(\frac{n}{k + k \log n/18}\right)^{k \log n/11} \cdot \mathbb{P}(A_{U,W}) \leq \left(\frac{en}{k + k \log n/18}\right)^{(1/18 + o(1))k \log n} \cdot \log^k n \cdot \mathbb{P}(A_{U,W}) \leq \left(\frac{50n}{k \log n}\right)^{(1/18 + o(1))k \log n} \cdot (\frac{11ekp}{18})^{k \log n/11} \cdot e^{-0.4npk} \leq \left[\left(\frac{n}{k \log n}\right)^{(1/18 - 1/11 + o(1))}\cdot 50^{1/17} \cdot 2^{1/11} \cdot e^{-0.4}\right]^{k \log n} \leq \exp(k \log n \cdot (\log(10)/25 + \log(50)/17 + \log(2)/11 - 0.4)) = e^{-\Omega(k \log n)}.$$
Finally, let $\mathcal{A}$ denote the event that there exists $U$ with $1 \leq |U| \leq 10n/\log n$ for which $\mathcal{A}_U$ occurs. By the union bound over all possible cardinalities $k = |U|$ we have

$$P(\mathcal{A}) \leq \sum_{k=1}^{10n/\log n} P(\mathcal{A}_k) \leq \sum_{k=1}^{\infty} e^{-\Omega(k \log n)} = o(1). \quad \square$$

**Proof of (P6).** Fix $U \subseteq V(G)$ and set $\gamma' = \gamma/5000$. By Claim 2.2, the probability that $|E(U)| \geq m$ for some $m \geq 1$ is at most $(e|U|^2 p/m)^m$. Hence, by the union bound, the probability that there is a subset $U \subseteq V(G)$ negating (P6) is at most

$$\sum_{k=1}^{\gamma' n} \left( \frac{e np}{\gamma' \log n} \right)^k \leq \sum_{k=1}^{\gamma' n} \left( \frac{e \cdot 0.6 \log n}{\gamma'} \right)^k = \sum_{k=1}^{\gamma' n} o(1)^k = o(1),$$

and the statement follows. \quad \square

**Proof of (P7).** If $U, W \subseteq V(G)$ are disjoint with $10n/\log n \leq |U|, |W| \leq n/9$, and $|N(U) \cap N(W)| < n/9$, then there is a set $X \subseteq V(G \setminus (U \cup W))$ of size $0.6n$ such that every vertex $x \in X$ is connected to no vertex in $U$, or connected to no vertex in $W$. By the union bound, the probability of this is at most

$$\sum_{k=10n/\log n}^{n/9} \sum_{s=10n/\log n}^{n/9} \left( \frac{n}{k} \right) \left( \frac{n}{s} \right) \left( \frac{n}{0.6n} \right) \left( (1 - p)^k + (1 - p)^s \right)^{0.6n} \leq n^2 \cdot (9e)^{n/9} \cdot (2e)^{0.6n} \cdot \exp \left( - \frac{10n}{\log n} p \cdot 0.6n \right) \leq \exp((o(1) + \log(9e)/2 + 2 \log 2 + 1 - 10) \cdot 0.6n) = o(1),$$

and the statement follows. \quad \square

**Proof of (P8).** If $U, W \subseteq V(G)$ are disjoint, and $|U|, |W| \geq \gamma n/25000$, then by Theorem 2.1, the probability that $e(U, W) < \frac{1}{2} |U||W| \log n/n \leq \frac{2}{3} E(e(U, W))$ is of order

$$\exp(-\Omega(E(e(U, W)))) = \exp(-\Omega(|U||W| \log n/n)) = \exp(-\Omega(n \log n)).$$

By the union bound, the probability that such $U, W$ exist is at most

$$3^n \cdot \exp(-\Omega(n \log n)) = o(1). \quad \square$$

The following lemma describes yet another property of $G(n, p)$, which might need further explanation. Recall that $G \sim G(n, p)$ is not assumed to be Hamiltonian, and in the relevant regime typically does not contain a Hamilton path. We will need, however, to find a path (and, in fact, many such paths) which spans a large predetermined portion of its vertices. It is not hard to see that subgraphs spanned by carefully chosen (large) sets of vertices are (very) good
expanders. Our way to argue that they are Hamiltonian, however, will be to show that they contain \textit{sparser} expanders. To this end, we will use the method of \textquote{random sparsification} which has become a fairly standard tool in the study of Hamiltonicity (see, e.g., in \cite{2,3,9,15}). The main idea behind this, which is the essence of the next lemma, is that we can show that \textit{whp} every sparse expander will have a relative booster.

\textbf{Lemma 3.2.} Let \(1 \ll f(n) \ll \log \log n\), \(p = (\log n + f(n))/n\) and \(G \sim G(n,p)\). Then, \textit{whp}, for every \(W \subseteq V(G)\) of size \(|W| = h \geq n/10\) and for every \((h/4,2)\)-expander \(H\) on \(W\) which is a subgraph of \(G\) with at most \(\gamma n \log n/100\) edges, \(G\) contains a booster with respect to \(H\).

For later references we will name the property described above \((P9)\).

\textit{Proof.} Fix \(W \subseteq V(G)\) such that \(h := |W| \geq n/10\), and let \(H\) be an \((h/4,2)\)-expander on \(W\) with \(m\) edges, that is a subgraph of \(G\). Recall that \(H\) is connected. Hence, by Lemma 2.5 we know that \(G[W]\) has at least \(n^2/3200\) boosters with respect to \(H\). Thus, the probability that \(G[W]\) contains \(H\) but no booster thereof is at most

\[p^m \cdot (1 - p)^{n^2/3200} \leq p^m \cdot \left(1 - \frac{\log n}{n}\right)^{n^2/3200} \leq \left(\frac{2 \log n}{n}\right)^m \cdot \exp(-n \log n/3200).\]

Write \(\beta = \gamma/100\). As there are at most \(2^n\) choices for \(W\) and at most \(\left(\frac{n^2}{m}\right) \leq \left(\frac{en^2}{m}\right)^m\) choices for \(H\) for each \(1 \leq m \leq \beta n \log n\), we have, by the union bound, that the probability that there exist such \(W\) and \(H\) for which \(G[W]\) does not contain a booster with respect to \(H\) is at most

\[2^n \cdot \exp(-n \log n/3200) \cdot \sum_{m=1}^{\beta n \log n} \left(\frac{2en \log n}{m}\right)^m.\]  

Set \(g(m) = (2en \log n/m)^m\) and observe that \(g'(m) = g(m) \cdot (\log(2en \log n/m) - 1)\), which is positive for \(1 \leq m \leq \beta n \log n\). Thus, the sum in (1) can be bounded from above by

\[\beta n \log n \cdot (2e/\beta)^{\beta n \log n} = \exp((\beta \log(2e/\beta) + o(1))n \log n),\]

which, recalling that \(\beta = \gamma/100 = 10^{-6}\), is smaller than \(\exp(n \log n/3201)\), and thus (1) tends to 0 as \(n \rightarrow \infty\). \hfill \Box

\section{Constructing a KeyChain}

In Section 3 we have identified useful properties which are satisfied by random graphs \textit{whp}. In this section we will assume our graph possesses these properties, and show that this deterministically implies that the graph contains a KeyChain.

For convenience, let us repeat some definitions from Sections 1 and 3. Consider the following sequence: \(a_1 = 1\), \(a_{j+1} = \lfloor a_j \cdot \log n/100 \rfloor\), and set \(j_0\) to be the minimum index \(j\) for which \(a_j \geq 10n/\log n\). Let further \(t := \lfloor \log n \rfloor\) and \(\ell = 2j_0\).

Finally, recall that \(\gamma = 10^{-4}\). In this section we prove the following lemma, which, when put together with Lemmas 3.1 and 3.2, completes the proof of Theorem 1.1.

\textbf{Lemma 4.1.} Any \(n\)-vertex graph \(G\) satisfying Properties \((P1)\)–\(P9)\) contains \(\text{KC}(n,t,\ell)\) as a subgraph.
Our plan is as follows. We want to construct a “comb”, which consists of \( t \) keys (all vertices of degree 1 in addition to some vertices of degree 2), and equal-length paths between neighbours of consecutive keys. We will then want to connect the endpoints of the comb by a path which spans the remaining set of vertices. As hinted in the introduction, we cannot carelessly do so, as some vertices outside the comb might have most or all of their neighbours inside the comb.

Instead, we have to make a preparatory step, in which we put aside vertices of small degree (except the future “keys” of the KeyChain) along with their neighbourhoods. This preparatory step is Lemma 4.2. Given the partition in Lemma 4.2, we construct a comb in its large part (in Lemma 4.5), and then connect the endpoints with a path that spans the remaining set of vertices.

In the next lemmas we assume \( G \) is an \( n \)-vertex graph satisfying Properties (P1)–(P9).

**Lemma 4.2.** There exist a partition \( V(G) = V^* \cup V' \) with \( |V^*| \sim 2\gamma n \) and a set \( K \subseteq V' \) with \( |K| = t \) for which the following holds:

(a) \( D_1(G) \subseteq K \subseteq D_{\leq 2}(G) \);

(b) \( N(K) \subseteq V' \);

(c) \( d(v, V^*) \leq 200\gamma \log n \) and \( d(v, V') \geq \log n/20 \) for every \( v \in V' \setminus K \);

(d) If \( K \subseteq X \subseteq V' \) satisfies \( |X| \leq n/2 \) and \( w_1, w_2 \in X \setminus K \) then there exist \( z_1 \sim w_1 \) and \( z_2 \sim w_2 \) in \( V(G) \setminus X \), and a Hamilton path from \( z_1 \) to \( z_2 \) in \( G[V(G) \setminus X] \).

The proof of Lemma 4.2 is based on two ingredients. The first ingredient (Lemma 4.3) takes care of the actual partition obtained by Lemma 4.2. The second ingredient (Lemma 4.4), which is the core of the proof, gives (d), by showing that inside “well-prepared” sets, one can find Hamilton paths with linearly many distinct endpoints, emerging from a given vertex.

**Lemma 4.3.** There exist disjoint sets \( K, U_1, U_2 \subseteq V(G) \) with \( |K| = t \) and \( |U_1|, |U_2| \sim \gamma n \) for which the following holds. Write \( V' = V(G) \setminus (U_1 \cup U_2) \). Then

(a) \( D_1(G) \subseteq K \subseteq D_{\leq 2}(G) \);

(b) For every \( v \in K \), \( N(v) \subseteq V' \setminus K \);

(c) If \( v \notin \text{Small} \) then \( \gamma \log n/100 \leq d(v, U_1), d(v, U_2) \leq 100\gamma \log n \) and \( d(v, V') \geq \log n/20 \);

(d) If \( v \in \text{Small} \) then \( v \) and all of its neighbours are in \( U_1 \).

**Proof.** The proof involves an application of a the symmetric form of the Local Lemma (see, e.g., [1, Chapter 5]; a similar application appears in [11] and in [10]). Write \( V = V(G) \), \( \alpha = 1/10 \), \( s = 1/\gamma \). Let \( r = \lfloor n/s \rfloor \sim \gamma n \) and let \( A_1, \ldots, A_r, Z \) be a partitioning of the vertices of \( G \) into \( r \) “blobs” \( A_i \) of size \( s \) and an extra set \( Z \) with \( 0 \leq |Z| < s \). For \( j \in [r] \) let \( (x_j^1, x_j^2) \) be a uniformly chosen pair of distinct vertices from \( A_j \). For \( i = 1, 2 \) define \( U'_i = \{ x_j^i \}_{j=1}^r \). Clearly, \( |U'_1| = |U'_2| = r \) and \( U'_1 \cap U'_2 = \emptyset \). For every \( v \notin \text{Small} \) let \( B_v^- \) be the event that \( d(v, U'_1) < 2\gamma \alpha^2 \log n \) for some \( i = 1, 2 \), and let \( B_v^+ \) be the event that \( d(v, U'_i) > \gamma \alpha^{-2} \log n/2 \) for some \( i = 1 \).

For such \( v \), let \( L(v) \) be the set of blobs that contain neighbours of \( v \), namely, \( L(v) = \{ A_j : N(v) \cap A_j \neq \emptyset \} \). For \( j \in [r] \) write \( n_j(v) = |N(v) \cap A_j| \), and note that \( \sum_j n_j(v) \geq d(v) - s \geq \alpha \log n/2 \). For \( i = 1, 2 \) and \( j \in [r] \) let \( \chi_j^i(v) \) be the indicator of the event that \( x_j^i \) is a neighbour of \( v \), and note that \( E \chi_j^i(v) = \gamma n_j(v) \). Observe that for \( i = 1, 2 \),
We select a random edge subgraph whose endpoints are \( v \). For a vertex \( u \) \( \notin \text{SMALL} \) let \( R(u) \) be the set of vertices in \( V \setminus \text{SMALL} \) which are related to \( u \), and note that \( |R(u)| \leq s\Delta(G)^2 \), which is, by (P1), at most \( C\log^2 n \) for some \( C > 0 \). Note that \( B_u \) is mutually independent of the set of events \( \{ B_v \mid v \in (V \setminus \text{SMALL}) \setminus R(u) \} \). We now apply the symmetric case of the Local Lemma: observing that \( en^{-c} \cdot C\log^2 n < 1 \) (for large enough \( n \)), we get that with positive probability, none of the events \( B_v \) occur. We choose \( U'_1, U'_2 \) to satisfy this.

Choose a set \( K \) of size \( t \) arbitrarily to satisfy (a): this is possible due to (P2). Write \( K^+ = K \cup N(K) \) and \( S^+ = \text{SMALL} \cup N(\text{SMALL}) \supseteq K^+ \). Note that \( |K^+| \leq 3\log n \) by (P2) and that \( |S^+| \leq n^{0.6} \) by (P4). Define \( U_1 = (U'_1 \cup S^+) \setminus K^+ \) and \( U_2 = U'_2 \setminus S^+ \) and observe that \( |U_1|, |U_2| \sim \gamma n \). Due to (P3), \( N(\text{SMALL} \setminus K) \subseteq S^+ \setminus K^+ \), hence the construction satisfies (d). Let \( v \notin \text{SMALL} \). The fact that \( G \) satisfies (P3) implies that \( v \) has at most 1 neighbour in \( S^+ \). Thus, for every \( v \notin \text{SMALL} \) and \( i = 1, 2 \) it holds that \( |d(v, U_i) - d(v, U'_i)| \leq 1 \), and, in addition, \( d(v, V') \geq d(v, V \setminus (U'_1 \cup U'_2)) - 1 \geq \alpha \log n/2 \), hence (c) is satisfied. By the discussion above and by (P3), (b) is also satisfied. We have thus proved the statement.

**Lemma 4.4.** If \( W \subseteq V(G) \) is a vertex subset such that \( |W| \geq n/10 \), \( \delta(G[W]) \geq 2 \), and such that for every \( v \in W \) we have \( d(v, W) \geq \min\{d(v, \gamma \log n/100)\} \), then for every \( w \in W \) there exists \( R \subseteq W \) with \( |R| \geq n/40 \) such that for each \( y \in R \), there is a Hamilton path in \( G[W] \) whose endpoints are \( w \) and \( y \).

**Proof.** Write \( \beta = \gamma/100 \) and set \( d_0 = \beta \log n \). Let \( W \subseteq V(G) \) satisfy \( h := |W| \geq n/10 \) and \( \delta(G[W]) \geq 2 \), and assume that for every \( v \in W \) we have \( d(v, W) \geq \min\{d(v, \beta \log n)\} \). We select a random edge subgraph \( H \) of \( G[W] \) as follows. For each \( v \in W \), if \( d(v, W) \leq d_0 \) set \( E(v) = E_G(v, W) \); otherwise, namely if \( d(v, W) > d_0 \), then set \( E(v) \) to be a (uniformly) selected set of \( d_0 \) random edges of \( G[W] \) which are incident to \( v \). Let \( H = (W, E_H) \) with \( E_H = \bigcup_{v \in W} E(v) \). Observe that \( |E(H)| \leq h \cdot d_0 \leq \beta n \log n/10 \).

We now show that \( H \) is, with positive probability, a (connected) \((h/4, 2)\)-expander. Taking \( d = d_0 \) and \( m = \beta n/250 \), and noting that \( h \geq n/10 \geq 4m \), it is enough to show that \( H \) satisfies, with positive probability, Conditions 1–4 in Lemma 2.6. For the first condition, note that \( \delta(H) \geq \min\{d_0, \delta(G[W])\} \geq 2 \). The second condition holds as it holds for \( G \) by (P3) (since \( d \leq \log n/10 \)), and clearly also for every subgraph thereof. Similarly, noting that \( 5m = \beta n/50 \), the third condition holds as it holds for \( G \) by (P6).

We move on the prove the fourth condition of Lemma 2.6. Let \( F_1, F_2 \subseteq W \) with \( |F_1|, |F_2| \geq m \). By (P8) we know that \( |E(F_1, F_2)| \geq cn \log n \) for \( c = 10^{-6}\beta^2 \). For \( u \in F_1 \) for which \( d_G(u, F_2) \geq 1 \) let \( A_u \) be the event that none of the edges of \( D(u) \) is incident to a vertex of \( F_2 \). By the construction of \( H \), if \( d_G(u, W) \leq d_0 \) then \( \mathbb{P}(A_u) = 0 \). On the other hand, if \( d_G(u, W) > d_0 \) then, using (P1),

\[
\mathbb{P}(A_u) \leq \left( \frac{d_G(u, W) - d_G(u, F_2)}{d_0} \right) \cdot \left( \frac{d_G(u, W)}{d_0} \right)^{d_0} = \prod_{i=0}^{d_0-1} \frac{d_G(u, W) - d_G(u, F_2) - i}{d_G(u, W) - i} \leq \left( 1 - \frac{d_G(u, F_2)}{d_G(u, W)} \right)^{d_0} \leq \exp(-d_G(u, F_2) \cdot \beta/10) \,.
\]
Note also that $A_u$ are independent for different $u \in F_1$. Thus,

$$\Pr(E_H(F_1, F_2) = \emptyset) \leq \exp\left(-\frac{\beta}{10} \sum_{u \in F_1} d_G(u, F_2)\right) = \exp\left(-\frac{\beta}{10}|E_G(F_1, F_2)|\right) \leq e^{-c'n \log n}$$

for $c' = 10^{-7}\beta^3$. By taking the union bound over all at most $2^n$ choices of $F_1, F_2$, we see that Condition 4 of Lemma 2.6 holds whp.

Our next step is to show that $G[W]$ is Hamiltonian. Fix a subgraph $H$ of $G[W]$ which is a $(h/4, 2)$-expander. To find a Hamilton cycle in $G[W]$ we define a sequence $H_0, H_1, \ldots, H_h$ of subgraphs of $G[W]$ as follows. Set $H_0 = H$. For each $i \geq 0$, if $H_i$ is Hamiltonian then set $H_{i+1} = H_i$; otherwise, let $e_i$ be a booster of $H_i$ which is contained in $G[W]$. Note that such a booster is guaranteed to exist by (P9), as $|E(H_i)| \leq |E(H)| + i \leq \beta n \log n/10 + h \leq \beta n \log n$. Evidently, one cannot add $h$ boosters to a graph on $h$ vertices sequentially without making it Hamiltonian, hence $H_h$ is a Hamiltonian subgraph of $G[W]$.

Now, let $w \in W$, and let $P$ be a Hamilton path in $G[W]$ with $w$ being one of its endpoints. Let $R$ be the set of endpoints $y$ of Hamilton paths of $G[W]$ with endpoints $w$ and $y$. Evidently, as $G[W]$ is Hamiltonian, $R$ is not empty. Moreover, by Lemma 2.4 we have $|N_{G[W]}(R)| \leq 2|R| - 1$. Since $G[W]$ is a $(h/4, 2)$-expander (since $H$ is such), it must be the case that $|R| > h/4 \geq n/40$, so the assertion of the lemma holds.

We are now ready to prove Lemma 4.2.

**Proof of Lemma 4.2.** Let $K, U_1, U_2$ be the disjoint subsets of $V = V(G)$ obtained in Lemma 4.3. Set $V^* = U_1 \cup U_2$ and $V' = V \setminus V^*$ (so $K \subseteq V'$ is of size $t$ and $D_1 \subseteq K \subseteq D_2$, hence (a) is satisfied). Note that (b) and (c) are also satisfied by Lemma 4.3. Let $K \subseteq X \subseteq V'$ satisfy $|X| \leq n/2$ and let $w_1, w_2 \in X \setminus K$. Write $V'' = V' \setminus X$ and partition $V'' = V''_1 \cup V''_2$ as equally as possible. For $i = 1, 2$, let $W_i = V''_i \cup U_i$, and choose a neighbour $z_i$ of $w_i$ in $W_i$; this is possible since $d(w_i, U_i) \geq \gamma \log n/100$ by the condition in Lemma 4.3. Note that $|W_i| \geq n/5$ and for every $v \in W_i$ it holds that $d(v, W_i) \geq \min\{d(v), \gamma \log n/100\}$, hence by Lemma 4.4 there exists a set $R_i \subseteq W_i$ with $|R_i| \geq n/40$ such that for every $y \in R_i$ there is a Hamilton path spanning $W_i$ from $z_i$ to $y$. In view of (P8), there exists an edge $e$ between $R_1$ and $R_2$ with endpoints $y_i \in R_i$, say. For $i = 1, 2$, denote by $Q_{yi}$ the Hamilton path between $w_i$ and $y_i$. We now construct a Hamilton path on $G[V(G) \setminus X]$ as follows (as depicted in Fig. 2):

$$z_1 \xrightarrow{Q_{w_1}} y_1 \xrightarrow{e} y_2 \xrightarrow{Q_{w_2}} z_2,$$

hence (d) is satisfied.

Let $V(G) = V^* \cup V'$ be the partition obtained by Lemma 4.2, and let $K \subseteq V'$ be the set of size $t$ obtained by it. Write $K = \{x_1, \ldots, x_t\}$, and for each $i \in [t]$ let $w_i$ be an arbitrary neighbour of $x_i$ in $V'$ (there exist such neighbours due to the properties of $K, V'$, and they are distinct due to (P3)). Set $Q = \{w_1, \ldots, w_t\}$. Recall the definitions of $a_j$ and $j_0$ from Section 1.

**Lemma 4.5.** There is a sequence of paths $P_1, \ldots, P_t-1 \subseteq G[V']$ for which the following holds:

1. The endpoints of $P_i$ are $\{w_i, w_{i+1}\}$ for all $1 \leq i \leq t - 1$;
2. The length of $P_i$ is exactly $\ell$ for all $1 \leq i \leq t - 1$;
3. \( V(P_i) \cap V(P_{i+1}) = \{w_{i+1}\} \) for all \( 1 \leq i < t - 1 \), and \( V(P_i) \cap V(P_j) = \emptyset \) for all \( 1 \leq i, j \leq t - 1 \) such that \( |i - j| > 1 \).

**Proof.** For \( U \subseteq V' \), set \( N'(U) := N_G(U) \cap V' \) (and similarly \( N'(v) := N_G(v) \cap V' \) for \( v \in V' \)). By (P3), \( Q \cap \text{SMALL} = \emptyset \), and \( N'(w_i) \cap N'(w_j) = \emptyset \) for all \( i \neq j \). For each \( 1 \leq i \leq t \) let \( Y_i, Z_i \subseteq N'(w_i) \) be arbitrary disjoint subsets of size \( |Y_i| = |Z_i| = a_2 \) (such sets exist, by the construction of \( V' \) in Lemma 4.2). We now construct the required paths sequentially. For \( 1 \leq i < t \) we assume that \( P_1, P_2, \ldots, P_{i-1} \) have already been constructed, and construct a path \( P_i \) with the desired properties. Additionally, we construct \( P_i \) to be such that its internal vertices do not belong to \( K' := K \cup Q \cup \left( \bigcup_{k=1}^{i-1} (Y_k \cup Z_{k+1}) \right) \) (and, accordingly, assume that the internal vertices of \( P_1, P_2, \ldots, P_{i-1} \) do not belong to \( Y_i, Z_{i+1} \)).

Set \( S_2 := Y_2, T_2 := Z_{i+1} \). Now, for \( j \leq \ell/2 \), given the sets \( S_2, \ldots, S_{j-1}, T_2, \ldots, T_{j-1} \subseteq V' \) we construct sets \( S_j, T_j \subseteq V' \) with the following properties:

- \( S_j \subseteq N'(S_{j-1}), T_j \subseteq N'(T_{j-1}) \);
- \( |S_j| = |T_j| = a_j \);
- \( S_j \cap \bigcup_{k=1}^{i-1} V(P_k) = T_j \cap \bigcup_{k=1}^{i-1} V(P_k) = \emptyset \);
- \( S_j \cap \bigcup_{k=2}^{j-1} (S_k \cup T_k) = T_j \cap \bigcup_{k=2}^{j-1} (S_k \cup T_k) = \emptyset \);
- \( S_j \cap K' = T_j \cap K' = S_j \cap T_j = \emptyset \).

We make the following observation, obtained from properties (P5),(P6) and from the construction of \( K, V', V^* \) in Lemma 4.2: if \( U \subseteq V' \setminus K \) is of size at most \( 10n/\log n \), then \( |N'(U)| \geq |U| \cdot \log n/30 \). Indeed, assume otherwise, then

\[
|N(U)| \leq |N'(U)| + 200|U| \log n \leq \left( \frac{1}{30} + \frac{1}{50} \right) |U| \log n \leq |U| \log n/18.
\]
On the other hand, since $|U| \leq \frac{10n}{\log n} \leq \gamma n/5000$, by (P6), $U$ spans at most $\gamma |U| \log n/1000$ edges, and since $U \cap \text{SMALL} = \emptyset$, we have

$$e(U, V(G) \setminus U) \geq \sum_{u \in U} d(u) - 2 \cdot e(U) \geq |U| \log n/11.$$ 

a contradiction to (P5). Therefore, since $|S_{j-1}| = |T_{j-1}| = a_{j-1} \leq a_{\ell/2-1} < 10n/\log n$, we have

$$|N'(S_{j-1})|, |N'(T_{j-1})| \geq a_{j-1} \cdot \log n/30.$$ 

This inequality implies the existence of two disjoint subsets $S', T'$ of $N'(S_{j-1}), N'(T_{j-1})$, respectively, of size at least $a_{j-1} \cdot \log n/60$. In addition, recalling that $\ell = o(\log n)$, we get

$$\left| \bigcup_{k=1}^{i-1} V(P_i) \cup \left( \bigcup_{k=2}^{j-1} (S_k \cup T_k) \right) \right| \leq i \cdot \ell + 2 \cdot j \cdot a_{j-1} = o(a_{j-1} \cdot \log n).$$

We now wish to make sure that we can choose large enough subsets of $S', T'$ which do not intersect $K'$. To this end, note that by (P3) $N'(S_2) \cap K', N'(T_2) \cap K' \subseteq Q$ and $|Q| = o(a_2 \log n)$, and for $j > 3$, $|K'| = O(\log^2 n) = o(a_{j-1} \log n)$, so for every $3 \leq j \leq \ell/2$ we have

$$|N'(S_{j-1}) \cap K'|, |N'(T_{j-1}) \cap K'| = o(a_{j-1} \cdot \log n).$$

So overall we get

$$\left| (S' \cup T') \cap \left( K' \cup \left( \bigcup_{k=1}^{i-1} V(P_i) \cup \left( \bigcup_{k=2}^{j-1} (S_k \cup T_k) \right) \right) \right) \right| = o(a_{j-1} \cdot \log n),$$

which implies that there are subsets $S_j, T_j$ of $S', T'$ with all the listed properties. Finally, observe that $|S_{\ell/2}| = |T_{\ell/2}| = a_{\ell/2}$, and therefore

$$10n/\log n \leq |S_{\ell/2}|, |T_{\ell/2}| \leq \frac{10n}{\log n} \cdot \left\lfloor \frac{\log n}{100} \right\rfloor \leq n/9,$$

and therefore, by (P7),

$$|N'(S_{\ell/2}) \cap N'(T_{\ell/2})| \geq |N_G(S_{\ell/2}) \cap N_G(T_{\ell/2})| - |V'| \geq \left( \frac{1}{9} - 3\gamma \right) \cdot n \geq n/10,$$

which implies that $N'(S_{\ell/2}) \cap N'(T_{\ell/2})$ contains a vertex that is not a member of $\left( \bigcup_{k=1}^{j-1} V(P_k) \right) \cup \left( \bigcup_{k=2}^{\ell/2-1} (S_k \cup T_k) \right)$. By the definitions of $S_2, ..., S_{\ell/2}, T_2, ..., T_{\ell/2}$, this proves that there is a path $P_i$ of length $\ell$ between $w_i$ and $w_{i+1}$ with all our desired properties.

This concludes the proof of Lemma 4.1. Indeed, let $P = \bigcup_{i=1}^{\ell} P_i$ be the union of the paths we have found in Lemma 4.5, and let $X = P \cup \{\{x_1, w_1\}\}_{i=1}^\ell$ be the “comb”. By Lemma 4.2, there exist neighbours $z_1 \sim w_1$ and $z_t \sim w_l$ outside the comb, and a Hamilton path in $G[V(G) \setminus X]$ between $z_1$ and $z_t$. The union of the comb, the edges $\{w_1, z_1\}$ and $\{w_l, z_t\}$ and the Hamilton path constitutes a copy of $KC(n, t, \ell)$ in $G$ (see Fig. 3).
5 Maximum common subgraph

In this short section we prove Proposition 1.2.

Proof of Proposition 1.2. We may assume that \( \varepsilon > 0 \) is small enough. Let \( \delta = \delta(\varepsilon) > 0 \) to be chosen later and \( p = n^{-1+\delta} \). Let \( m = (1 + \varepsilon)n \), and let \( \mathcal{A}_m \) be the event that there exists a subgraph \( H \) of \( G_1 \) with \( m \) edges which is also a subgraph of \( G_2 \). By the union bound over the possible choices of \( H \) and the permutations of the vertices of \( G_2 \), we obtain

\[
\mathbb{P}(\mathcal{A}_m) \leq \left( \frac{n}{m} \right) \cdot n! \cdot p^{2m} \leq \left( \frac{e \cdot n \cdot p^2}{2(1+\varepsilon)} \right)^{1+\varepsilon} \cdot n \leq \left( 2 \cdot n^{(-1+2\delta)(1+\varepsilon)+1} \right)^n.
\]

Taking \( \delta = \delta(\varepsilon) > 0 \) small enough, the last term is vanishing.

References


John W. Raymond, Eleanor J. Gardiner and Peter Willett, *Heuristics for similarity searching of chemical graphs using a maximum common edge subgraph algorithm*, Journal of chemical information and computer sciences 42 (2002), no. 2, 305–316. ↑2

YAHAV ALON
School of Mathematical Sciences, Tel Aviv University, Tel Aviv 6997801, Israel
Email: yahavalo@tauex.tau.ac.il

MICHAEL KRIVELEVICH
School of Mathematical Sciences, Tel Aviv University, Tel Aviv 6997801, Israel
Email: krivelev@tauex.tau.ac.il
Research supported in part by USA-Israel BSF grant 2018267 and by ISF grant 1261/17.

PELEG MICHAELI
School of Mathematical Sciences, Tel Aviv University, Tel Aviv 6997801, Israel
Email: peleg.michaeli@math.tau.ac.il
This research is supported by ERC starting grant 676970 RANDGEOM and by ISF grant 1207/15.