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Abstract

Given a 2-edge-coloring f : E(Kn) → {±1}, the discrepancy of a subgraph F ⊆ Kn is defined

as
∣∣∣∑e∈E(F ) f(e)

∣∣∣. Erdős, Füredi, Loebl and Sós showed that if F is an n-vertex tree with

maximum degree at most (1− ε)n, then every 2-coloring of Kn has a copy of F with discrepancy
Ω(ε)n. We extend this result by showing that the same conclusion holds for every n-vertex graph
with maximum degree at most (1 − ε)n and no isolated vertices. We also show that for every
d-regular n-vertex graph F with d ≤ (1 − ε)n, every 2-coloring of Kn has a copy of F with
discrepancy Ω(

√
εd) · n. The dependence on d and n is best possible.

Finally, we consider specific graphs F , namely Kr-factors and 2-factors. For each such graph
F , we determine the optimal constant λ such that every 2-coloring of Kn has a copy of F with
discrepancy at least (λ+ o(1))n.

1 Introduction

Combinatorial discrepancy is a classical topic in discrete mathematics, dealing with balanced color-
ings of hypergraphs. More precisely, for a hypergraph H and a 2-coloring f : V (H) → {±1}, we
define D(f) = maxe∈E(H) |

∑
x∈e f(x)|. The discrepancy of H is then defined as minf D(f). In other

words, the discrepancy is the maximum imbalance (on some edge) which is guaranteed to exist in
every 2-coloring of V (H).

A widely studied variant of the above setting is when the hypergraph H corresponds to a set
of subgraphs of a graph. Namely, V (H) is the set of edges of a graph G, and E(H) is the set of
subgraphs of G of a given type, e.g., all subgraphs of G isomorphic to a given graph F . Two early
notable works on problems of this type are that of Erdős and Spencer [12], who studied the case of
cliques, and that of Erdős, Füredi, Loebl and Sós [11], who studied spanning trees. We shall return
to the main result of [11] shortly.

In recent years, graph discrepancy problems have witnessed renewed interest, following the papers
of Balogh, Csaba, Jing and Pluhár [2] and Balogh, Csaba, Pluhár and Treglown [3]. By now, problems
of this type have been studied for a variety of structures, such as perfect matchings and Hamilton
cycles [2, 5, 14, 17, 18], spanning trees [18, 20], H-factors [3, 9], powers of Hamilton cycles [8],
1-factorizations [1], and general bounded-degree graphs [6, 20]. Recently, analogous problems for
uniform hypergraphs have also been studied [4, 16, 15, 19, 24].
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In this paper we study the discrepancy problem for general spanning guest graphs F . Repeating
the definition of discrepancy for our setting, for a coloring f : E(Kn) → {±1}, the discrepancy of
a subgraph F of Kn is |

∑
e∈E(F ) f(e)|. In other words, F has discrepancy at least t if one of the

two colors appears on at least e(F )+t
2 edges. Our starting point is the result of Erdős, Füredi, Loebl

and Sós [11], who proved that for every n-vertex tree T with maximum degree at most (1 − ε)n,
every 2-coloring of Kn has a copy of F with discrepancy Ω(εn). This was recently extended to the
multicolor setting in [20]. Here we generalize this result to hold for any graph F with maximum
degree at most (1− ε)n and no isolated vertices.

Theorem 1.1. There exists an absolute constant c > 0 such that the following holds. For every
ε > 0, every large enough n and every n-vertex graph F with ∆(F ) ≤ (1 − ε)n and no isolated
vertices, every 2-coloring of Kn has a copy of F with discrepancy at least c · εn.

Theorem 1.1 is tight, even if the graph F is required to have large average degree. Indeed, take
F to consist of a star with (1− ε)n leaves, a clique of size k, and a path on the remaining εn− 1− k
vertices. Now color Kn randomly with 2 colors. Consider any copy of F in this coloring. Since every
vertex in this coloring has degree (12 + o(1))n in each color, the star in F has at least (1−ε

2 − o(1))n
edges in each color. Also, using Hoeffding’s inequality, it is easy to show that in a random 2-coloring,
w.h.p. every clique of size k has discrepancy O(k3/2 log n). Thus, if k ≪ (n/ log n)2/3, then the k-
clique in F has discrepancy o(n). It follows that every copy of F has discrepancy O(εn). Reiterating,
this works even if F has average degree Θε(n

1/3/ log4/3 n). We wonder whether the answer changes
if the average degree of F is larger than that.

Next, we consider regular graphs F , and show that d-regular graphs always have discrepancy
Ω(

√
dn).

Theorem 1.2. There is an absolute constant c > 0 such that the following holds. Let ε > 0, let n be
sufficiently large, and let F be a d-regular n-vertex graph with d ≤ (1−ε)n. Then in every 2-coloring
of Kn, there is a copy of F with discrepancy at least c

√
εdn.

The bound in Theorem 1.2 is best possible. Indeed, it is well-known that for any n, d with nd
even, there exists a d-regular n-vertex graph F such that for every partition V (F ) = U ∪ V with

|U | = ⌊n2 ⌋, it holds that
∣∣e(U, V ) − e(F )

2

∣∣ ≤ O(
√
dn). For example, this holds w.h.p. for a random

d-regular graph, or more generally for any (n, d, λ)-graph with λ = O(
√
d) (by the expander mixing

lemma); see [22, Section 2.4]. Now color Kn with 2 colors such that one of the colors forms a balanced
complete bipartite graph. Then every copy of F in this coloring has discrepancy O(

√
dn).

Next, we consider special types of guest graphs of F : Kk-factors and 2-factors. In the following
results, we switch away from the language of discrepancy and instead consider the size of the most
popular color among the edges of F . This readily translates to a discrepancy result: If a copy of F
has at least m edges in the most popular color, then this copy has discrepancy at least 2m− e(F ).

The minimum degree threshold for having Kk-factors with linear discrepancy was determined in
[3]. Here we ask a different question: We consider the complete graph instead of graphs of large
minimum degree, and we would like to determine (asymptotically) precisely the (minimum possible)
discrepancy of Kk-factors in a coloring of Kn. The case k = 2 (i.e., perfect matchings) was resolved
in [17]. Here we handle the general case. To state our result, we need the following definition.

Definition 1.3 (bipartite construction). The bipartite construction with ratio ρ is the following
coloring of Kn. Partition V (Kn) into sets X,Y with |X| = ρn, and color all edges touching X with
one color and all edges inside Y with the other color.
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It turns out that the bipartite construction is extremal for Kk-factors. Formally, for k ≥ 2, let λk

be the supremum of all λ such that for every n divisible by k and for every ρ ∈ [0, 1], the n-vertex
bipartite construction with ratio ρ has a Kk-factor with at least λn edges of the same color. See
Table 1 in Section 3.1 for some values of λk.

Theorem 1.4. For every k ≥ 2 and every n divisible by k, every 2-coloring of Kn has a Kk-factor
with at least (λk − o(1))n edges of the same color.

We now move on to 2-factors (i.e., 2-regular graphs). The case of Hamilton cycles was handled in
[17], where it was shown that every 2-coloring of Kn has a Hamilton cycle with at least (2/3−o(1))n
edges of the same color. Our next result shows that this bound holds for any 2-factor F .

Theorem 1.5. For every n and every n-vertex 2-factor F , every 2-coloring of Kn has a copy of F
with at least (2/3− o(1))n edges of the same color.

The constant 2
3 in Theorem 1.5 is best possible, and the extremal example is again the bipartite

construction. Indeed, consider the bipartite construction with ratio 1
3 . Namely, this coloring of Kn

consists of two disjoint sets X,Y , |X| = n/3, such that all edges touching X are red and all edges
inside Y are blue. Let F be any n-vertex 2-factor in this red/blue-coloring of Kn. The number of
edges of F contained in Y is at most |Y | = 2

3n (since in every subgraph of F , the number of edges
does not exceed the number of vertices). Also, the number of edges of F touching X is at most
2|X| = 2n

3 , since F is 2-regular. Thus, F has at most 2n
3 edges of each color.

2 Proof of Theorems 1.1 and 1.2

We first give an outline of the proofs of Theorems 1.1 and 1.2. For the sake of simplicity, we focus on
Theorem 1.2. First, we show that if the given red/blue coloring of Kn has a biased bisection (X,Y ),
namely a bisection where e(X,Y ) deviates significantly from 1

2 |X||Y | in one (and hence both) of the
colors, then we can find a copy of F with high discrepancy. This is done by taking a bisection of
F whose number of edges deviates significantly from e(F )

2 (it is known that it is possible to obtain

deviation Ω(
√
dn)) and embedding this biased bisection of F randomly onto the biased bisection of

G; see Lemma 2.1.

The above allows us to assume that in the red/blue coloring of Kn, all bisections are almost
unbiased. We then use this assumption to find pairs of vertices of Kn with useful properties. Roughly
speaking, we find a partition V (Kn) = X ∪ Y and linearly many pairs of vertices xi, x

′
i ∈ X such

that the degrees of xi, x
′
i to Y are close to each other, but on the other hand |NY (xi)△NY (x

′
i)| is

large (see Lemma 2.15). The usefulness of such pairs is as follows: We fix a partition V (F ) = U ∪ V
to match the partition X ∪ Y of Kn, and find linearly many pairs of vertices ui, u

′
i ∈ U again having

useful properties. Roughly speaking, ui, u
′
i have similar degrees to V but |NV (ui)△NV (u

′
i)| is large.

We then map U into X, mapping ui, u
′
i onto xi, x

′
i for every i, and map V randomly onto Y . This

mapping gives one copy of F in Kn. We then obtain a second copy by switching the roles of ui and
u′i for some of the pairs i. The point is that for a given index i, there is constant probability for the
switching to produce an excess Ω(

√
d) of red edges. This is due to the hypergeometric distribution

involved, which has standard deviation Θ(
√
d). Thus, switching only those pairs which lead to an

excess of red edges, we see that this switching produces an Ω(n
√
d) excess of red edges between U and

V , and this is the main idea. We still have to consider the effect of switching on the edges inside U .
If the effect is small (meaning that the number of red edges does not change much), then the above
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argument suffices. And the complementary case needs to be handled differently. The argument we
just outlined is the proof of Lemma 2.8.

The rest of this section is organized as follows. In Section 2.1 we consider biased bisections and
use them to obtain copies of F with high discrepancy. We also state some known results on the
existence of biased bisections in various graphs F . In Section 2.2 we prove one of our main lemmas,
Lemma 2.8, whose proof was outlined above. Section 2.3 is then devoted to guaranteeing that the
assumptions of Lemma 2.8 hold for the red/blue coloring of Kn. Finally, we combine everything in
Section 2.4 to prove Theorems 1.1 and 1.2.

Throughout this section, we consider a {±1}-coloring of Kn, and let G denote the graph consisting
of the edges of color 1. Then, given an n-vertex graph F , our goal is to find a copy of F inKn such that
|E(F ) ∩E(G)| deviates significantly from e(F )

2 . We assume that n is large enough wherever needed.

2.1 Discrepancy through cuts

Some of the key ingredients in the proofs of Theorems 1.1 and 1.2 are theorems stating that the
graph F has a bisection (i.e., a partition V (F ) = U ∪ V with |U | = ⌊n2 ⌋) whose size e(U, V ) deviates
significantly from the average e(F )/2. We need one such statement for connected graphs of maximum
degree at most (1−ε)n and one for d-regular graphs (using the former for Theorem 1.1 and the latter
for Theorem 1.2). Here we rely on known results; see Theorems 2.4 and 2.5 below for these statements
and references.

To exploit the existence of a high-discrepancy bisection in F , we need to know that the red/blue
coloring of Kn also has a bisection whose size deviates from its expected value. Namely, we need
a bisection whose edges are (relatively) far from being colored evenly between red and blue. The
following lemma shows that having such high-discrepancy bisections – one in F and one in G –
suffices to get a copy of F with high discrepancy.

Lemma 2.1. The following holds for every large enough n. Let t ≥ 1, let F be an n-vertex graph,
and suppose that there is a partition V (F ) = U ∪ V with |U | = ⌊n2 ⌋ and |eF (U, V ) − e(F )

2 | ≥ t. Let
γ ∈ (0, 1), let G be a subgraph of Kn, and suppose that there is a partition V (G) = X ∪ Y with

|X| = ⌊n2 ⌋ and |eG(X,Y )− 1
2 |X||Y || ≥ γn2. Suppose that γt ≥ 10e(F )

n . Then there is a copy F0 of F

in Kn with
∣∣|E(F0) ∩ E(G)| − e(F )

2

∣∣ ≥ 0.5γt.

For the proof of Lemma 2.1, as well as later on the in paper, we need the following simple lemma.

Lemma 2.2. Let F be an n-vertex graph, and let G be a subgraph of Kn with p
(
n
2

)
edges, p ∈ [0, 1].

Then there is a copy F0 of F in Kn such that |E(F0) ∩ E(G)| ≥ p · e(F ).

Proof. Let ϕ : V (F ) → V (Kn) be a random bijection. The expectation of |φ(E(F )) ∩ E(G)| is
p · e(F ). ■

Proof of Lemma 2.1. We would like to assume that n is even. If not, then let v ∈ V be a vertex
with dF (v) ≤ 2e(F )

n (such a vertex exists by averaging), and consider F ′ = F − v. Now |V (F ′)| is
even, and we have

∣∣eF ′(U, V \ {v}) − e(F ′)
2

∣∣ ≥ 0.9t. Similarly, deleting a vertex y ∈ Y , we get a
graph G′ = G − y with

∣∣eG′(X,Y \ {y})− 1
2 |X|(|Y | − 1)

∣∣ ≥ 0.9γn2. Now, apply the statement for

even n to obtain an embedding F ′
0 of F ′ into Kn−1 with

∣∣|E(F ′
0) ∩ E(G′)| − e(F ′)

2

∣∣ ≥ 0.8γt (this is
what the proof below will give). Bringing back the vertex v (and mapping it to y), we still have∣∣|E(F0) ∩ E(G)| − e(F )

2

∣∣ ≥ 0.5γt.

4



So, assume from now on that n is even, and hence |U | = |V | = |X| = |Y | = n
2 . Let p = e(G)/

(
n
2

)
.

We may assume that |p− 1
2 | ≤

γt
e(F ) , because otherwise we are done by Lemma 2.2 (applied to both

G and G).

For convenience, put

dX :=
eG(X)(|X|

2

) , dY :=
eG(Y )(|Y |

2

) , dX,Y :=
eG(X,Y )

|X||Y |
.

Note that |dX,Y − 1
2 | ≥ 4γ because |eG(X,Y )− 1

2 |X||Y || ≥ γn2. Also, we have(|X|
2

)(
n
2

) · dX +

(|Y |
2

)(
n
2

) · dY +
|X||Y |(

n
2

) · dX,Y =
e(G)(

n
2

) = p.

Using that |X| = |Y | = n
2 , we get that1

dX + dY + 2dX,Y = 4p± 3

n
. (2.1)

The following simple claim is a special case of the Chebyshev sum inequality.

Claim 2.3. Let x, y, u, v be real numbers with x ≥ y and u ≥ v. Then 1
2(xu+ yv) ≥ x+y

2 · u+v
2 .

Proof. 1
2(xu+ yv)− x+y

2 · u+v
2 = 1

4(x− y)(u− v) ≥ 0. ■

Returning to the proof of Lemma 2.1, we may assume, without loss of generality, that d(X) ≥ d(Y )
(else switch the roles of X and Y ) and similarly e(U) ≥ e(V ) (else switch the roles of U and V ). Let
f : V (F ) → V (Kn) be chosen uniformly at random among all bijections satisfying f(U) = X and
f(V ) = Y . Putting F0 := f(F ), we have

E[|E(F0) ∩ E(G)|] = e(U) · dX + e(V ) · dY + e(U, V ) · dX,Y . (2.2)

By Claim 2.3 and Equation (2.1),

e(U) · dX + e(V ) · dY ≥ (e(U) + e(V )) · dX + dY
2

≥ (e(F )− e(U, V )) ·
(
2p− dX,Y − 1.5

n

)
.

Plugging this into (2.2), we get

E[|E(F0) ∩ E(G)|] ≥ (e(F )− e(U, V )) ·
(
2p− dX,Y − 1.5

n

)
+ e(U, V ) · dX,Y

≥ p · e(F ) + (e(F )− 2e(U, V )) · (p− dX,Y )−
1.5e(F )

n
. (2.3)

We may assume that if e(U, V ) ≤ e(F )
2 − t then dX,Y ≤ 1

2 − 4γ, and if e(U, V ) ≥ e(F )
2 + t then

dX,Y ≥ 1
2 + 4γ. Indeed, this can be guaranteed by replacing G with its complement G, if necessary,

and noting that if the conclusion of Lemma 2.1 holds for G then it also holds for G. Recall also that
|p− 1

2 | ≤
γt

e(F ) ≤ γ, and so |dX,Y − p| ≥ 3γ. It now follows that

(e(F )− 2e(U, V )) · (p− dX,Y ) ≥ 6γt.

1Here, the notation x = y ± z means that y − z ≤ x ≤ y + z.
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Plugging this into (2.3) and using that p ≥ 1
2 − γt

e(F ) , we get that

E[|E(F0) ∩ E(G)|] ≥ e(F )

2
+ 5γt− 1.5e(F )

n
≥ e(F )

2
+ 4γt.

Hence, there is a choice for f such that |E(F0) ∩ E(G)| ≥ e(F )
2 + γt, as required. ■

As mentioned above, we will combine Lemma 2.1 with known results on the existence of un-
balanced bisections. Lee, Loh and Sudakov [23] studied bisections in graphs of given maximum
degree, proving that every n-vertex graph F with maximum degree ∆ has a bisection of size at least
e(F )
2 + n−max(τ,∆−1)

4 , where τ is the number of tight components of F (see [23, Theorem 1.3]). We
will not need to define this notion precisely; it suffices for us that every tight component has an odd
number of vertices. Therefore, if F has no isolated vertices then τ ≤ n

3 . We thus get the following:

Theorem 2.4 ([23]). Every n-vertex graph F with maximum degree ∆ and no isolated vertices has

a partition V (F ) = U ∪ V with |U | = ⌊n2 ⌋ and e(U, V ) ≥ e(F )
2 +min

(
n
6 ,

n+1−∆
4

)
.2

Moving on to d-regular graphs, we need some definitions. For an n-vertex graph F with density
p := e(F )/

(
n
2

)
and for a subset U ⊆ V (F ), denote disc(U) := e(U) − p

(|U |
2

)
. Also, disc+(F )

denotes the maximum of disc(U) over all subsets U ⊆ V (F ), and disc−(F ) denotes the maximum
of −disc(U) over all subsets U ⊆ V (F ). Bollobás and Scott [7] proved that if p(1 − p) ≥ 1/n, then
disc+(F ) · disc−(F ) ≥ Ω(p(1 − p)n3). In particular, if F is d-regular with 2 ≤ d ≤ (1 − ε)n and
n ≥ 2/ε, then disc+(F ) · disc−(F ) ≥ Ω(εdn2). Therefore, max{disc+(F ), disc−(F )} ≥ Ω(

√
εdn).

Räti, Sudakov and Tomon [25, Lemma 2.6] proved that for a d-regular F on n ≥ 100 vertices, there

exists a bisection V (F ) = U ∪ V with e(U, V ) ≤ e(F )
2 − 1

3disc
+(F ), and there exists a bisection

V (F ) = U ∪ V with e(U, V ) ≥ e(F )
2 + 1

3disc
−(F ); this second statement does not appear explicitly

in [25] (they instead state it for general partitions U, V , rather than for bisections), but it is easy to
see that the proof in [25] gives this statement. Combining all of the above, we get:

Theorem 2.5 (Follows from [7, 25]). There is an absolute constant c = c2.5 > 0 such that the
following holds for every ε > 0, every n ≥ n0(ε), and every d-regular n-vertex graph F with 2 ≤ d ≤
(1−ε)n. There exists a partition V (F ) = U ∪V with |U | = ⌊n2 ⌋ such that

∣∣e(U, V )− e(F )
2

∣∣ ≥ c ·
√
εdn.

2.2 The main lemma

In this section, we state and prove Lemma 2.8, which is one of the main ingredients in our proofs.
Before stating this lemma, we need the following two definitions, introducing (somewhat technical)
conditions on the guest graph F and the host graph G. These conditions will allow us to find a copy
of F with high discrepancy.

Definition 2.6 (guest-good). An n-vertex graph F is guest-good with value t if there is a partition
V (F ) = U∪V with |U | = ⌊n2 ⌋, and there are distinct vertices u1, u

′
1, . . . , um, u′m ∈ U , m ≤ 0.05n, and

integers d1, . . . , dm ≥ 1, such that t =
∑m

i=1

√
di and, moreover, the following hold for every i ∈ [m].

1. |NV (ui) \NV (u
′
i)| ≥ 0.01di.

2We note that when using Theorem 2.4 in the proof of Theorem 1.1, we will only apply Theorem 2.4 in a case where
the maximum degree of F is assumed to be small, i.e., at most δn for some small constant δ. Hence, the conclusion is
that there is a bisection of size at least m

2
+ n

6
.
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2. |NV (ui) \NV (u
′
i)|, |NV (u

′
i) \NV (ui)| ≤ 2

3 |V |.

3. U is independent, or |dV (ui)− dV (u
′
i)| ≤ 20

√
di.

Definition 2.7 (host-β-good). An n-vertex graph G is host-β-good if there is a partition V (G) =
X ∪ Y with |X| = ⌊n2 ⌋, and there are distinct vertices x1, x

′
1, . . . , xm, x′m ∈ X, m = 0.05n, such that

for every 1 ≤ i ≤ m, we have

1. |dY (xi)− dY (x
′
i)| ≤ βn,

2. 0.02|Y | ≤ |NY (xi)△NY (x
′
i)| ≤ 0.98|Y |, and

3. 0.1|Y | ≤ dY (xi), dY (x
′
i) ≤ 0.9|Y |.

We are now ready to state the main result of this section.

Lemma 2.8. There is an absolute constant β = β2.8 > 0 such that the following holds for all large
enough n. Let F and G ⊆ Kn be n-vertex graphs, and suppose that F is guest-good with value t and
G is host-β-good. Then there is a copy F0 of F in Kn with

∣∣|E(F0) ∩ E(G)| − e(F )
2

∣∣ ≥ βt.

For the proof of Lemma 2.8, we need the probabilistic Lemma 2.13 below. For this lemma we in
turn need the following four Lemmas 2.9-2.12.

Lemma 2.9. Let P,Q ⊆ [n] be disjoint subsets, let 1 ≤ k ≤ n, and let A ⊆ [n] be chosen uniformly
at random among all sets of size k. Then

1. If |P | ≥ |Q| then P [|A ∩ P | ≥ |A ∩Q|] ≥ 1
2 .

2. For all s, t, the events |A ∩ P | ≥ s and |A ∩Q| ≤ t are positively correlated.

Proof. For Item 1, fix P ′ ⊆ P with |P ′| = |Q|. It is enough to show that |A ∩ P ′| ≥ |A ∩ Q| with
probability at least 1

2 . But by symmetry, the events A = {|A ∩ P ′| ≥ |A ∩Q|} and B = {|A ∩ P ′| ≤
|A ∩Q|} have the same probability, and P[A] + P[B] ≥ 1. The claim follows.

For Item 2, we need to show that P[|A ∩Q| ≤ t | |A ∩ P | ≥ s] ≥ P[|A ∩Q| ≤ t]. Let us consider
the selection of A from the following perspective. First, we fix a uniformly-at-random ordering
v1, . . . , vn−|P | of [n] \ P . Then, for i = 1, 2, . . ., let Ai ⊆ [n] be a uniformly-at-random set of size k
and set si = |Ai∩P |. Let A′

i = (Ai∩P )∪{v1, . . . , vk−si} (so that |A′
i| = k). Note that the distribution

of A′
i is the same as the distribution of A, that is, it is a uniformly-at-random subset of [n] of size

k. Let j be minimal such that sj ≥ s. Then, A′
j follows the same distribution as A conditioned on

|A∩P | ≥ s. Note that sj ≥ s1, and that A′
j∩Q = {v1, . . . , vk−sj}∩Q and A′

1∩Q = {v1, . . . , vk−s1}∩Q.
Therefore, A′

j ∩Q ⊆ A′
1 ∩Q, implying that P[|A′

j ∩Q| ≤ t] ≥ P[|A′
1 ∩Q| ≤ t]. Since A′

j follows the
same distribution as A conditioned on |A ∩ P | ≥ s, while A′

1 follows the same distribution as A, we
arrive at the desired inequality. ■

The next lemma includes well-known facts about the binomial distribution.

Lemma 2.10. Let n ≥ 1 and let Z ∼ Bin(n, 12).

1. P[Z ≥ n
2 ] ≥

1
2 .

2. For every α > 0 there is β > 0 such that if n is large enough, then P
[
Z ≥ n

2 + β
√
n
]
≥ 1

2 − α.
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Proof. The first item follows from the fact that
(
n
k

)
=

(
n

n−k

)
. The second item follows from the

central limit theorem. ■

The following is an anti-concentration statement for the hypergeometric distribution. We suspect
that such a result is also known (perhaps even in a stronger form), but could not find a reference, and
hence give a proof. As the proof is via a somewhat tedious calculation, we defer it to the appendix.

Lemma 2.11. For every η > 0, there exists k0 = k0(η) such that the following holds. Let k ≥ k0 and
n be integers with k ≤ (1−η)n, let P ⊆ [n], put p = |P |/n, and suppose that η ≤ p ≤ 1−η. Let A be a
subset of [n] of size k chosen uniformly at random. Then it holds that P[|A∩P | ≥ pk+0.1η

√
k] ≥ 0.04η

and P[|A ∩ P | ≤ pk − 0.1η
√
k] ≥ 0.04η.

Finally, the following is the last auxiliary lemma we need for the proof of Lemma 2.13 below.

Lemma 2.12. For every η > 0, there exists k = k0(η) such that for all k ≥ k0 and n ≥ 2k, the
following holds. Let P ⊆ [n] with η ≤ |P |/n ≤ 1− η and let M be a matching of size k in [n], chosen
uniformly at random. With probability at least 5

6 , the number of edges uv ∈ M with u ∈ P and v /∈ P
is at least ηk/25.

Proof. Note that we may assume η ≤ 1
2 and, without loss of generality, |P | ≤ n/2. Let X,Y ⊆ [n]

be disjoint sets of size k chosen uniformly at random. Let M be the matching between X and Y
obtained by the following process. Let X = {x1, . . . , xk}, where we order the vertices such that
P ∩ X = {x1, . . . , x|P∩X|}. Then, for 1 ≤ i ≤ k, let yi be chosen uniformly at random from
Y \ {y1, . . . , yi−1} and add xiyi to M . Note that M is a perfect matching between X and Y chosen
uniformly at random. Since X and Y are chosen uniformly at random themselves, it follows that M
is chosen uniformly at random among all matchings of size k in [n].

Using standard results on the hypergeometric distribution, we get that, with probability at least
11/12, both |P ∩X| ≥ ηk/2 and |Y \ P | ≥ k/3. Suppose this is the case. Then, for 1 ≤ i ≤ ηk/2,
yi /∈ P with probability at least 1/12, as ηk/2 ≤ k/4. We say that an edge uv ∈ M is good if u ∈ P
and v /∈ P . By the above argument, it follows that if |P ∩X| ≥ ηk/2 and |Y \ P | ≥ k/3 then the
number of good edges in M stochastically dominates Bin(ηk/2, 1/12). In this case, by the Chernoff
bound we get that M contains at least ηk/25 good edges with probability at least 11/12.

By a union bound, we conclude M contains at least ηk/25 good edges with probability at least
1− 2 · 1/12 = 5/6. ■

Lemma 2.13. For every η > 0 there exists ρ = ρ2.13(η) > 0 such that the following holds for
all large enough n. Let P,Q ⊆ [n] be disjoint subsets, put p = |P |/n, q = |Q|/n, and suppose
that p ≥ q and η ≤ p ≤ 1 − η. Let 0 ≤ b ≤ a ≤ (1 − η)n, and let A,B ⊆ [n] be disjoint sets
with |A| = a, |B| = b, chosen uniformly at random among all such pairs of subsets of [n]. Let
Z := |A ∩ P | − |A ∩Q| − |B ∩ P |+ |B ∩Q|. Then P[Z ≥ ρ

√
a| ≥ ρ.

Proof. We assume that a is large enough as a function of η. Otherwise, with some positive proba-
bility lower-bounded solely by a function of η, it holds that A ⊆ P and B ⊆ [n] \ P , in which case
Z ≥ a ≥ ρ

√
a. Thus, choosing ρ small enough handles this case.3

Instead of sampling A and B directly, consider the following process to sample A and B according
to the same distribution. First, let M be a uniformly-at-random matching on [n] of size b and
let A′ ⊆ [n] be a uniformly-at-random set of size a − b disjoint from V (M). Then, for each edge

3We note that in the regime 1 ≪ a ≪
√
n, the lemma can be proved more easily by sampling A,B with replacement

instead of without (as there are typically no collisions when a ≪
√
n) and using the central limit theorem.
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e = uv ∈ M , let ae be a uniformly-at-random vertex of {u, v}. Let AM = {ae : e ∈ M} and
BM = V (M) \ AM . Finally, set A = A′ ∪ AM and B = BM . Note that A′ is distributed as a
uniformly-random subset of [n] of size a− b.

Later, we distinguish two cases. In both of these we use the following notation and observations.
Let Z ′ := |A′ ∩ P | − |A′ ∩ Q| and ZM := |AM ∩ P | − |AM ∩ Q| − |BM ∩ P | + |BM ∩ Q| and note
that Z = Z ′ + ZM . Let us partition M into M0,M1,M2 and M ′

2, where M0 contains all the edges
with neither endpoint in P ∪ Q; M1 contains the edges with exactly one endpoint in P ∪ Q; M2

contains the edges with one endpoint in P and one in Q; and M ′
2 contains the edges with either both

endpoints in P or both in Q. For e ∈ M0 ∪M ′
2, the choice of ae does not change ZM . For e ∈ M1

(resp. e ∈ M2), the choice of ae changes ZM by 2 (resp. 4). So, ZM is distributed as 2X +4Y , where
X ∼ Bin(|M1|, 12)−

1
2 |M1| and Y ∼ Bin(|M2|, 12)−

1
2 |M2|. We now move on to the case distinction.

Case 1: a ≤ 2b. Let m denote the number of edges in M which intersect P in exactly one vertex.
Note thatm ≤ |M1|+|M2|. AsM is a uniformly-at-random matching of size b on [n], by Lemma 2.12,
m ≥ ηb/25 ≥ ηa/50 =: t with probability at least 5

6 . We may apply Lemma 2.12 because b ≥ a/2
and we assumed that a is large enough as a function of η. As A′ is a subset of [n] of size a − b
chosen uniformly at random, and p ≥ q, with probability at least 1

2 we have Z ′ ≥ 0 (by Item 1 of
Lemma 2.9). Thus, with probability at least 1

3 , both m ≥ t and Z ′ ≥ 0 hold. Suppose this is the
case. As m ≥ t, it follows that either |M1| ≥ t/2 or |M2| ≥ t/2. Therefore, by Lemma 2.10, we
have ZM = 2X + 4Y ≥ ρ

√
a with probability at least 1

5 , say. Indeed, assuming that |M1| ≥ t/2 (the
case |M2| ≥ t/2 is identical), we have X ≥ ρ

√
a with probability at least 0.49, say (by Item 2 of

Lemma 2.10), and Y ≥ 0 with probability at least 0.5 (by Item 1 of Lemma 2.10). Altogether, we
get that m ≥ t and Z ′ ≥ 0 with probability at least 1

3 , and that conditioned on this, ZM ≥ ρ
√
a with

probability at least 1
5 . Hence, with probability at least 1

15 we have Z = Z ′ + ZM ≥ ρ
√
a.

Case 2: a > 2b. So |A′| = a− b > a
2 is assumed to be large enough as a function of η. By Item 2

of Lemma 2.9, we get

P[|A′ ∩ P | ≥ pa+ ρ
√
a and |A′ ∩Q| ≤ pa] ≥ P[|A′ ∩ P | ≥ pa+ ρ

√
a] · P[|A′ ∩Q| ≤ pa].4

By Lemma 2.11, we have P[|A′ ∩ P | ≥ pa + ρ
√
a] ≥ P

[
|A′ ∩ P | ≥ 0.1η

√
a− b

]
≥ 0.04η. Also, as

|P | ≥ |Q|, we have P[|A′∩Q| ≤ pa] ≥ P[|A′∩P | ≤ pa] ≥ 0.04η, again using Lemma 2.11. Altogether,
with probability at least 1

625η
2, we have |A′∩P | ≥ pa+ρ

√
a and |A′∩Q| ≤ pa, in which case Z ′ ≥ ρ

√
a.

Also, recall that ZM = 2X + 4Y and that P[X ≥ 0],P[Y ≥ 0] ≥ 1
2 (by Item 1 of Lemma 2.10), no

matter the choice of M . Hence, we get that P[ZM ≥ 0] ≥ 1
4 . Altogether, Z = Z ′ + ZM ≥ ρ

√
a with

probability at least 1
2500η

2 ≥ ρ. ■

We are now ready to prove Lemma 2.8.

Proof of Lemma 2.8. As F is guest-good with value t, there is a partition V (F ) = U∪V with |U | =
⌊n2 ⌋, and there are distinct vertices u1, u

′
1, . . . , um, u′m ∈ U , m ≤ 0.05n, and integers d1, . . . , dm ≥ 1

with
∑m

i=1

√
di = t, such that |NV (ui)\NV (u

′
i)| ≥ 0.01di and |NV (ui)\NV (u

′
i)|, |NV (u

′
i)\NV (ui)| ≤

2
3 |V | for every i ∈ [m], and such that either U is independent in F or |dV (ui) − dV (u

′
i)| ≤ 20

√
di

4The event P[|A′ ∩Q| ≤ pa] may seem strange, since the expected value of |A′ ∩Q| is qa and not pa. The reason we
are considering this event is that we would like to invoke Lemma 2.11 and avoid proving additional statements for the
hypergeometric distribution. We cannot invoke this lemma for |A′ ∩Q| because Q may be too small. However, |A′ ∩Q|
is stochastically dominated by |A′ ∩ P |, and we may invoke the lemma for |A′ ∩ P |.
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for every i ∈ [m]. For convenience, put Vi := NV (ui) \ NV (u
′
i) and V ′

i := NV (u
′
i) \ NV (ui), so that

|Vi| ≥ 0.01di and |Vi|, |V ′
i | ≤ 2

3 |V |. Without loss of generality, we may assume that |Vi| ≥ |V ′
i | (else

switch ui and u′i).

As G is host-β-good, there is a partition V (G) = X ∪ Y with |X| = ⌊n2 ⌋, and there are distinct
vertices x1, x

′
1, . . . , xm, x′m ∈ X such that for every i ∈ [m] we have |dY (xi)−dY (x

′
i)| ≤ βn, 0.02|Y | ≤

|NY (xi)△NY (x
′
i)| ≤ 0.98|Y |, and 0.1|Y | ≤ dY (xi), dY (x

′
i) ≤ 0.9|Y |. Similarly to the above, put

Yi := NY (xi) \ NY (x
′
i) and Y ′

i := NY (x
′
i) \ NY (xi), and assume without loss of generality that

|Yi| ≥ |Y ′
i | (else switch xi and x′i); so |Yi| ≥ 0.01|Y |.

Take a uniformly at random bijection g : V → Y . For 1 ≤ i ≤ m, let

Di := |g(Vi) ∩NY (xi)| − |g(Vi) ∩NY (x
′
i)| − |g(V ′

i ) ∩NY (xi)|+ |g(V ′
i ) ∩NY (x

′
i)|

= |g(Vi) ∩ Yi| − |g(Vi) ∩ Y ′
i | − |g(V ′

i ) ∩ Yi|+ |g(V ′
i ) ∩ Y ′

i |.
(2.4)

Let ρ = ρ2.13(0.01) be given by Lemma 2.13 with parameter η = 0.01. We say that the pair uiu
′
i is

good if Di ≥ 0.1ρ
√
di.

Claim 2.14. For every 1 ≤ i ≤ m, P[uiu′i good] ≥ ρ.

Proof. We apply Lemma 2.13 with Y in place of [n] and with P := Yi, Q := Y ′
i . Indeed, note that

(A,B) := (g(Vi), g(V
′
i )) is distributed as a random pair of subsets of Y of sizes |A| = a := |Vi| and

|B| = b := |V ′
i |. Also, setting p = |P |/|Y | and q = |Q|/|Y |, we have p ≥ 0.01 because |Yi| ≥ 0.01|Y |;

p ≤ 0.9 because |Yi| ≤ |NY (xi)| ≤ 0.9|Y |; and p ≥ q because |Yi| ≥ |Y ′
i |. Also, a = |Vi| ≥ |V ′

i | = b;
a ≥ 0.01di; and a ≤ 2

3 |V | = 2
3 |Y |. Note that the expression |A∩P |−|A∩Q|−|B∩P |+|B∩Q| in Lemma

2.13 is exactly the bottom line in (2.4). Hence, by Lemma 2.13, P[Di ≥ 0.1ρ
√
di] ≥ P[Di ≥ ρ

√
a] ≥ ρ.

This proves the claim. ■

Let Z be the random variable

Z :=
m∑
i=1

Di · 1uiu′
i is good

By Claim 2.14 and linearity of expectation, we have E[Z] ≥
∑m

i=1 0.1ρ
2
√
di = 0.1ρ2t ≥ 3

√
βt, where

the last inequality holds if β is small enough. Hence, there is an outcome for g such that Z ≥ 3
√
βt.

Fix such an outcome g, and suppose without loss of generality that for this g, the pair uiu
′
i is good

if and only if i ≤ k (for some k). So

Z =

k∑
i=1

Di ≥ 3
√

βt. (2.5)

Fix a bijection h1 : U → X satisfying h1(ui) = xi and h1(u
′
i) = x′i for every 1 ≤ i ≤ k. Let

σ : U → U be the permutation of U satisfying σ(ui) = u′i, σ(u
′
i) = ui for every 1 ≤ i ≤ k and

σ(w) = w for every w ∈ U \ {ui, u′i : 1 ≤ i ≤ k}. In other words, σ switches ui, u
′
i for 1 ≤ i ≤ k, and

keeps all other points of U in place. Set h2 := h1 ◦ σ; so h2 is also a bijection from U to X. Note
that h1(ui) = xi, h1(u

′
i) = x′i and h2(ui) = x′i, h2(u

′
i) = xi for 1 ≤ i ≤ k, and that h1(w) = h2(w) for

all w ∈ U \ {ui, u′i : 1 ≤ i ≤ k}. Let H := F [U ]. For i = 1, 2, let Hi be the copy of H in Kn given by
hi; namely Hi = {hi(e) : e ∈ E(H)}. We consider two cases.
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Case 1: |E(H1) ∩ E(G)| − |E(H2) ∩ E(G)| ≥ −2
√
βt. In this case, we consider the following two

copies of F in Kn. For i = 1, 2, let fi := hi ∪ g; so fi : V (F ) → V (Kn) is a bijection. Let Fi be the
copy of F given by fi, i.e., Fi = {fi(e) : e ∈ E(F )}. Note that Hi ⊆ Fi. We claim that

|E(F1) ∩ E(G)| − |E(F2) ∩ E(G)| = |E(H1) ∩ E(G)| − |E(H2) ∩ E(G)|+
k∑

i=1

Di. (2.6)

Indeed, let us consider the contribution of different types of edges to S := |E(F1)∩E(G)|− |E(F2)∩
E(G)|. As F1, F2 contain the same edges inside Y , these edges do not contribute to S. Also, the
contribution of the edges contained in X is |E(H1)∩E(G)|−|E(H2)∩E(G)|. Let us now consider the
edges betweenX and Y . For an edge e ∈ E(F ) with one end in V and one in U\{uiu′i : 1 ≤ i ≤ k}, we
have f1(e) = f2(e) (so e is in both F1 and F2), hence these edges again do not contribute to S. Finally,
let 1 ≤ i ≤ k, and consider the edges between xi, x

′
i and Y . For v ∈ V , if v ∈ NV (ui) ∩NV (u

′
i) then

xig(v), x
′
ig(v) are edges of both F1 and F2, again giving no contribution to S. If v ∈ NV (ui)\NV (u

′
i) =

Vi, then xig(v) ∈ E(F1) while x′ig(v) ∈ E(F2). Hence, v contributes 1g(v)∈NY (xi) − 1g(v)∈NY (x′
i)

to
S. This means that the vertices in Vi contribute |g(Vi) ∩NY (xi)| − |g(Vi) ∩NY (x

′
i)| to S. Similarly,

the vertices of V ′
i contribute |g(V ′

i )∩NY (x
′
i)| − |g(V ′

i )∩NY (xi)| to S. Thus, the contribution of the
edges between ui, u

′
i and V is Di (see Equation 2.4). This proves (2.6). Now, by (2.6) and (2.5), we

have

|E(F1)∩E(G)| − |E(F2)∩E(G)| = |E(H1)∩E(G)| − |E(H2)∩E(G)|+Z ≥ −2
√
βt+3

√
βt ≥ 2βt,

assuming that β is small enough. Here, the first inequality also uses the assumption of Case 1. As
|E(F1)∩E(G)| − |E(F2)∩E(G)| ≥ 2βt, there exists i ∈ {1, 2} with ||E(Fi)∩E(G)| − e(F )

2 | ≥ βt, as
required. This completes the proof in Case 1.

Case 2: |E(H1) ∩ E(G)| − |E(H2) ∩ E(G)| ≤ −2
√
βt. This in particular means that U is not

independent in F , because else we would have E(H) = ∅ and, hence, E(H1), E(H2) = ∅. By the
definition of guest-goodness, we have |dV (ui) − dV (u

′
i)| ≤ 20

√
di for all i ∈ [m]. Now consider the

following quantity:

T :=
1

|Y |

k∑
i=1

(
dV (ui)− dV (u

′
i)
)
·
(
dY (xi)− dY (x

′
i)
)
. (2.7)

where the degrees dV (ui), dV (u
′
i) are in F , while dY (xi), dY (x

′
i) are in G. For every 1 ≤ i ≤ k, we

have |dV (ui)− dV (u
′
i)| ≤ 20

√
di and |dY (xi)− dY (yi)| ≤ βn. Hence,

T ≤ 1

|Y |
· βn ·

k∑
i=1

20
√
di ≤ 40β ·

m∑
i=1

√
di = 40βt ≤

√
βt. (2.8)

Consider a second uniformly at random bijection g′ : V → Y . For i = 1, 2, let fi = hi ∪ g′ and let
Fi be the copy of F given by fi, i.e., Fi = {fi(e) : e ∈ E(Fi)}. We claim that

E[|E(F1) ∩ E(G)| − |E(F2) ∩ E(G)|] = |E(H1) ∩ E(G)| − |E(H2) ∩ E(G)|+ T. (2.9)

To see this, we again consider the contribution of different types of edges to the expression S :=
|E(F1)∩E(G)|−|E(F2)∩E(G)|. As F1, F2 have the same edges inside Y , these edges do not contribute
to S. Also, the edges insideX contribute |E(H1)∩E(G)|−|E(H2)∩E(G)|. Next we consider the edges
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between X and Y . For an edge e ∈ E(F ) with one endpoint in V and one in U \ {ui, u′i : 1 ≤ i ≤ k},
we have f1(e) = f2(e), so such edges belong to both F1 and F2 and hence do not contribute to S.
Next, consider edges between V and ui, u

′
i for 1 ≤ i ≤ k. For an edge uiv with v ∈ V , the probability

that xig
′(v) = f1(uiv) belongs to G is dY (xi)/|Y |, as g′(v) is a uniformly random element of Y .

Similarly, the probability that x′ig
′(v) = f2(uiv) belongs to G is dY (x

′
i)/|Y |. Hence, by linearity of

expectation, the edges between ui and V contribute dV (ui) · 1
|Y | (dY (xi)− dY (x

′
i)) to E[S]. Similarly,

the edges between u′i and V contribute dV (u
′
i) · 1

|Y | (dY (x
′
i)− dY (xi)) to E[S]. Summing over all

i ∈ [k] proves (2.9).

By the assumption of Case 2, we have |E(H1) ∩E(G)| − |E(H2) ∩E(G)| ≤ −2
√
βt, and by (2.8)

we have T ≤
√
βt. Hence, by (2.9), E[|E(F1) ∩ E(G)| − |E(F2) ∩ E(G)|] ≤ −

√
βt ≤ −2βt. Fixing

an outcome of g′ with |E(F1) ∩ E(G)| − |E(F2) ∩ E(G)| ≤ −2βt, there exists i ∈ {1, 2} such that

||E(Fi) ∩ E(G)| − e(F )
2 | ≥ βt, as required. ■

2.3 Setting up the host graph

Thanks to Lemma 2.1, we will be able to assume that in the host graph G, all bisections have the
“correct” number of edges. This suffices for G to be host-β-good, as shown by the following lemma.

Lemma 2.15. For every β > 0 there is γ = γ2.15(β) > 0 such that the following holds for all large
enough n. Let G be an n-vertex graph such that for every partition V (G) = X ∪ Y with |X| = ⌊n2 ⌋,
it holds that |e(X,Y )− 1

2 |X||Y || ≤ γn2. Then G is host-β-good.

Proof. We may assume that β is small enough and that 1/β is an integer. Take a random partition
V (G) = X0 ∪ Y0 by placing each vertex in one of the parts X0, Y0 with probability 1

2 , independently.
By the Chernoff bound and a union bound over the vertices, w.h.p. it holds that |dX0(v)−dY0(v)| =
o(n) for every vertex v ∈ V (G). Moreover, w.h.p. |X0|, |Y0| = (12 + o(1))n. Fix a partition X0, Y0
such that these two conditions are satisfied. Move o(n) vertices between the sets X0, Y0 to get a
partition V (G) = X ∪ Y with |X| = ⌊n/2⌋. We still have |dX(v)− dY (v)| = o(n) for every vertex v.

Let Xhigh = {x ∈ X : dY (x) > 0.9|Y |}, Xlow = {x ∈ X : dY (x) < 0.1|Y |}. First we claim that
|Xhigh| ≤ 0.25|X| or |Xlow| ≤ 0.25|X|. Indeed, suppose towards a contradiction that |Xhigh|, |Xlow| ≥
0.25|X|. For every x ∈ Xhigh, we have dX(x) ≥ dY (x) − o(n) ≥ (0.9 − o(1))|X|, and therefore,
dXlow

(x) ≥ |Xlow| − (0.1+ o(1))|X| > 0.5|Xlow|, where the last inequality uses that |Xlow| ≥ 0.25|X|.
It follows that d(Xhigh, Xlow) > 0.5. Symmetrically, for every x ∈ Xlow we have dXhigh

(x) ≤ dX(x) ≤
dY (x)+o(n) ≤ (0.1+o(1))|X| < 0.5|Xhigh|, which implies that d(Xhigh, Xlow) < 0.5, a contradiction.
This proves our claim.

Without loss of generality, assume that |Xlow| ≤ 0.25|X|; otherwise consider the complement G
in place of G, noting that if G is host-β-good then so is G. Observe that |Xhigh| < 0.6|X|, because
otherwise e(X,Y ) ≥ 0.6|X| · 0.9|Y | = 0.54|X||Y |, contradicting the assumption of the lemma. Now,
setting Xmed := X \ (Xhigh ∪Xlow), we have |Xmed| ≥ (1− 0.25− 0.6)|X| ≥ 0.15|X|. By definition,
for every x ∈ Xmed we have 0.1|Y | ≤ dY (x) ≤ 0.9|Y |.

Now, we establish the following property of the partition (X,Y ).

Claim 2.16. For all X ′ ⊆ X and Y ′ ⊆ Y with |X ′| = |Y ′|, we have |e(X ′, Y ′)−e(X ′)−e(Y ′)| ≤ 2γn2.

Proof. Let (Z,W ) be the partition of V (G) obtained from (X,Y ) by moving X ′ to Y and Y ′ to X;
namely, Z = (X \X ′) ∪ Y ′ and W = (Y \ Y ′) ∪X ′. Clearly, |Z| = |X| = ⌊n/2⌋. Moreover, we have

e(Z,W )− e(X,Y ) = e(X ′, X \X ′) + e(Y ′, Y \ Y ′)− e(X ′, Y \ Y ′)− e(Y ′, X \X ′). (2.10)
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Also, using that dX(x) = dY (x) + o(n) for all x ∈ X,

e(X ′, X \X ′) =
∑
x∈X′

dX(x)− 2e(X ′) =
∑
x∈X′

dY (x) + o(n2)− 2e(X ′) = e(X ′, Y ) + o(n2)− 2e(X ′).

Similarly, e(Y ′, Y \ Y ′) = e(Y ′, X) + o(n2)− 2e(Y ′). Plugging this into (2.10), we get

e(Z,W )− e(X,Y ) = e(X ′, Y )− 2e(X ′) + e(Y ′, X)− 2e(Y ′)− e(X ′, Y \ Y ′)− e(Y ′, X \X ′) + o(n2)

= 2(e(X ′, Y ′)− e(X ′)− e(Y ′)) + o(n2).

On the other hand, |e(Z,W ) − e(X,Y )| ≤ 2γn2, since each of e(X,Y ), e(Z,W ) is within γn2 from
1
2⌊

n
2 ⌋⌈

n
2 ⌉, by the assumption of the lemma. Hence, |e(X ′, Y ′)−e(X ′)−e(Y ′)| ≤ 2γn2, as required. ■

Next we prove:

Claim 2.17. For every subset X∗ ⊆ Xmed with |X∗| ≥
√
160γn, there exist x, x′ ∈ X∗ satisfying

0.02|Y | ≤ |NY (x)△NY (x
′)| ≤ 0.98|Y |.

Proof. Suppose not. Fix x0 ∈ X∗, and set Y1 := NY (x0), Y2 = Y \ Y1. As x0 ∈ Xmed, we have
|Y1|, |Y2| ≥ 0.1|Y |. By assumption, for every x ∈ X∗ it holds that |NY (x)△Y1| = |NY (x)△NY (x0)| ≤
0.02|Y |, or |NY (x)△Y1| ≥ 0.98|Y | and hence |NY (x)△Y2| ≤ 0.02|Y |. The two cases |NY (x)△Yi| ≤
0.02|Y | for i = 1, 2 are symmetric, so let us assume, without loss of generality, that at least half of
the vertices x ∈ X∗ satisfy |NY (x)△Y1| ≤ 0.02|Y |. Let X ′ ⊆ X∗ be a set of

√
40γn such vertices

(such a set X ′ exists as |X∗| ≥
√
160γn). For every x ∈ X ′ we have |NY (x)△Y1| ≤ 0.02|Y | and

hence |NY (x) ∩ Y1| ≥ |Y1| − 0.02|Y | ≥ 0.8|Y1| and |NY (x) ∩ Y2| ≤ 0.02|Y | ≤ 0.2|Y2|. These imply
that d(X ′, Y1) ≥ 0.8 and d(X ′, Y2) ≤ 0.02, respectively. By averaging, there are Y ′

i ⊆ Yi, i ∈ {1, 2},
with |Y ′

i | = |X ′| and d(X ′, Y ′
1) ≥ 0.8, d(X ′, Y ′

2) ≤ 0.2. Hence,

e(X ′, Y ′
1)− e(X ′, Y ′

2) ≥ 0.6|X ′|2.

On the other hand, by Claim 2.16, we have

|e(X ′, Y ′
1)−e(Y ′

1)−e(X ′, Y ′
2)+e(Y ′

2)| ≤ |e(X ′, Y ′
1)−e(X ′)−e(Y ′

1)|+|e(X ′, Y ′
2)−e(X ′)−e(Y ′

2)| ≤ 4γn2.

By the triangle inequality,

|e(Y ′
1)− e(Y ′

2)| ≥ |e(X ′, Y ′
1)− e(X ′, Y ′

2)| − |e(X ′, Y ′
1)− e(Y ′

1)− e(X ′, Y ′
2) + e(Y ′

2)|
≥ 0.6|X ′|2 − 4γn2 > 0.5|X ′|2,

using that |X ′| ≥
√
40γn. On the other hand, e(Y ′

1), e(Y
′
2) ≤

(|X′|
2

)
< 1

2 |X
′|2 (as |Y ′

1 | = |Y ′
2 | = |X ′|),

and so |e(Y ′
1)− e(Y ′

2)| < 1
2 |X

′|2. This contradiction completes the proof of the claim. ■

We now complete the proof of the lemma. For each 0 ≤ i < 1
β , let Xi be the set of all vertices

x ∈ Xmed with iβn ≤ dY (x) ≤ (i + 1)βn. Clearly, Xmed =
⋃

0≤i<1/β Xi, and for every x, x′ ∈ Xi

we have |dY (x) − dY (x
′)| ≤ βn. Now, for each 0 ≤ i < 1

β , we repeatedly remove from Xi a pair of

vertices x, x′ with 0.02|Y | ≤ |NY (x)△NY (x
′)| ≤ 0.98|Y |, until no such pairs remain. By the claim,

we can continue this as long as there are at least
√
160γn remaining vertices. Hence, we extract at

least |Xi|−
√
160γn

2 such pairs from Xi. Summing over all i, the total number of pairs is at least

1/β−1∑
i=0

|Xi| −
√
160γn

2
=

|Xmed|
2

− 1

β
·
√
160γn

2
≥ 0.15 · |X|

2
− 1

β
·
√
160γn

2
≥ 0.05n,

assuming that γ is small enough as a function of β. Also, for each extracted pair x, x′, we have
|dY (x)− dY (x

′)| ≤ βn because x, x′ ∈ Xi for some i. This shows that G is host-β-good. ■
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2.4 Putting it all together

We now combine all of the above to prove Theorems 1.1 and 1.2. For Theorem 1.2, we need the follow-
ing simple lemma, showing that every d-regular graph with d ≤ n

2 is guest-good with value Ω(
√
dn).

Lemma 2.18. For all n sufficiently large and all d ≤ n
2 , every n-vertex d-regular graph F is guest-

good with value t ≥ 0.01n
√
d.

Proof. We assume that d is larger than some absolute constant. The case of small d can be handled
similarly, and we omit the details. Take a random partition V (F ) = U0 ∪ V0 by placing each vertex
in one of the parts U0, V0 with probability 1

2 , independently. By Hoeffding’s inequality, we have
that |U0|, |V0| = n

2 ±
√
n with probability at least 1 − 2/e2 ≥ 0.7. Also, for a vertex x ∈ V (F ),

we have dV0(x) ∼ Bin(d, 12), hence E[dV0(x)] =
d
2 and Var[dV0(x)] =

d
4 . By Chebyshev’s inequality

we have P
[
|dV0(x) − d

2 | ≥ 2
√
d
]
≤ 1

16 . Let Z be the number of u ∈ U0 with |dV0(u) − d
2 | ≥ 2

√
d.

Then E[Z] ≤ n
32 , so P[Z ≤ n

16 ] ≥
1
2 . Finally, as d ≤ n/2, we get by Hoeffding’s inequality that

w.h.p. dU0(x), dV0(x) ≤ (14 + o(1))n for all x ∈ V (G).

Fix an outcome where |U0|, |V0| = n
2 ±

√
n, Z ≤ n

16 , and dU0(x), dV0(x) ≤ (14 + o(1))n for all
x ∈ V (G). Move at most

√
n vertices between U0, V0 to obtain a partition U, V with |U | = ⌊n/2⌋. The

moved vertices touch at most
√
nd ≤ n

√
d edges, hence there are at most n

8 vertices u ∈ U0 which are

adjacent to at least 8
√
d of the moved vertices. Therefore, there are at least |U0|−

√
n− n

16−
n
8 ≥ 0.3n

vertices u ∈ U satisfying |dV (u)− d
2 | ≤ 10

√
d. Let U∗ ⊆ U be the set of these vertices; so |U∗| ≥ 0.3n.

Clearly, |dV (u) − dV (u
′)| ≤ 20

√
d and |NV (u) \ NV (u

′)| ≤ dV (u) ≤ (14 + o(1))n ≤ n
3 ≤ 2

3 |V | for all
u, u′ ∈ U∗.

Let ui, u
′
i ∈ U∗, i = 1, . . . ,m, be a maximal collection of disjoint pairs of vertices of U∗ satisfying

that |NV (ui) \NV (u
′
i)| ≥ 0.01d for every i ∈ [m]. We claim that m ≥ 0.01n. If not, consider the set

U ′ := U∗ \ {ui, u′i : i ∈ [m]}, so |U ′| = |U∗| − 2m ≥ 0.28n. Fix any u ∈ U ′ and consider V ′ := NV (u).
Note that |V ′| ≥ d

2 − 10
√
d ≥ 0.49d, as u ∈ U∗. By the maximality of m, for every u′ ∈ U ′ \ {u} we

have |NV (u
′)∩ V ′| ≥ |V ′| − 0.01d, and therefore e(U ′, V ′) ≥ |U ′| · (|V ′| − 0.01d). By averaging, there

exists v ∈ V ′ with

dU (v) ≥
|U ′|
|V ′|

(
|V ′| − 0.01d

)
≥ |U ′| −

0.01d · n
2

|V ′|
≥ |U ′| − 0.01dn

0.98d
≥ 0.26n. (2.11)

But dU (v) ≤ dU0(v) +
√
n ≤ (14 + o(1))n, a contradiction. This proves our claim that m ≥ 0.01n.

Setting d1 = · · · = dm = d, we now see that F is guest-good with value t = m
√
d ≥ 0.01n

√
d. ■

Proof of Theorem 1.2. Let n be large enough and let F be an n-vertex d-regular graph with
d ≤ (1− ε)n. Fix any {±1}-edge-coloring of Kn and let G be the graph of edges of color 1. We first
consider the case that d ≤ n

2 . Let c′ = c2.5 be given by Theorem 2.5, β = β2.8 by Lemma 2.8 and
γ = γ2.15(β) by Lemma 2.15. We choose the parameter c in the statement of the theorem to satisfy
c ≪ c′, β, γ. We consider two cases.

Case 1: There exists a partition V (G) = X ∪ Y with |X| = ⌊n2 ⌋ and
∣∣eG(X,Y )− 1

2 |X||Y |
∣∣ ≥ γn2.

By Theorem 2.5, there exists a partition V (F ) = U∪V with |U | = ⌊n2 ⌋ and
∣∣eF (U, V )− e(F )

2

∣∣ ≥ c′
√
dn.

Now, by Lemma 2.1 with t = c′
√
dn, there is a copy F0 of F in Kn with

∣∣|E(F0) ∩ E(G)| − e(F )
2

∣∣ ≥
0.5γt. Thus, F0 has discrepancy at least γt ≥ cn

√
d. Note that we may apply Lemma 2.1 because

γt = Ω(n
√
d) ≫ d

2 = e(F )
n .
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Case 2: Every partition V (G) = X ∪ Y with |X| = ⌊n2 ⌋ satisfies
∣∣eG(X,Y ) − 1

2 |X||Y |
∣∣ ≤ γn2.

Then G is host-β-good by Lemma 2.15. By Lemma 2.18, F is guest-good with value t ≥ Ω(n
√
d).

By Lemma 2.8, there is a copy F0 of F in Kn such that
∣∣|E(F0)∩E(G)| − e(F )

2

∣∣ ≥ βt. Hence, F0 has

discrepancy at least 2βt ≥ cn
√
d. This completes the proof.

It remains to handle the case n
2 < d ≤ (1− ε)n. By the above, there is a constant c > 0 such that

the given 2-coloring of Kn has a copy F0 of F (the complement of F ) with
∣∣|E(F0)∩E(G)|− e(F )

2

∣∣ ≥
cn

√
n− 1− d ≥ c

√
εdn. Let F0 = Kn \ F0 be the complement of F0. If |e(G) − 0.5

(
n
2

)
| ≤ c

2

√
εdn,

then
∣∣|E(F0) ∩ E(G)| − e(F )

2

∣∣ ≥ c
2

√
εdn, and otherwise, by Lemma 2.2, we get a copy F1 of F with∣∣|E(F1) ∩ E(G)| − e(F )

2

∣∣ ≥ e(F )

(n2)
· c
2

√
εdn ≥ c

4

√
εdn. This completes the proof. ■

Proof of Theorem 1.1. Let ε > 0. We may and will assume that ε is small enough when needed.
Let n be large enough and let F be an n-vertex graph with maximum degree at most (1− ε)n and
no isolated vertices. Let β = β2.8 be given by Lemma 2.8, and let γ = γ2.15(β) be given by Lemma
2.15. For convenience, fix a small enough constant δ ≪ γ. We will assume that ε ≤ δ, and choose
the parameter c in the statement of the theorem to satisfy c ≪ δ.

Fix any {±1}-edge-coloring of Kn and let G be the graph of edges of color 1. We may assume
that e(G)/

(
n
2

)
= 0.5± 0.01, say; else we are done by Lemma 2.2. We consider several cases, starting

with the case where F has a vertex of large degree.

Case 1: ∆(F ) ≥ δn. Fix u ∈ V (F ) with dF (u) ≥ δn. In Case 1 we switch a single pair of vertices.
We now show that there is a suitable vertex u′ to switch with u.

Claim 2.19. There is u′ ∈ V (F ) with |NF (u)△NF (u
′)| ≥ ε

2n.

Proof. Suppose otherwise. Put A := NF (u), B := V (F ) \ A. As |NF (u)△NF (u
′)| < ε

2n for every
u′ ∈ V (F ), we have that dB(u

′) < ε
2n for every u′ ∈ A, and dA(u

′) > |A| − ε
2n for every u′ ∈ B.

These two facts imply that e(A,B) < |A| · ε
2n and e(A,B) > |B| · (|A| − ε

2n) ≥ (n− |A|) · |A|
2 , using

that |A| = dF (u) ≥ δn ≥ εn. Combining these two inequalities, we get that n− |A| < εn and hence
|A| > (1− ε)n, contradicting ∆(F ) ≤ (1− ε)n. ■

Fix a vertex u′ ∈ V (F ) \ {u} as given by Claim 2.19. Put V := NF (u) \ (NF (u
′) ∪ {u′})

and V ′ := NF (u
′) \ (NF (u) ∪ {u}); without loss of generality, |V | ≥ |V ′| (else swap u, u′). So

|V | ≥ 1
2 |NF (u)△NF (u

′)| − 1 ≥ ε
5n.

Next, we need to find two suitable vertices x, x′ ∈ V (G) onto which we will map u, u′. This is
done in the following claim.

Claim 2.20. There exist x, x′ ∈ V (Kn) with |NG(x) \ NG(x
′)|, |NG(x

′) \ NG(x)| < 0.99n and
|NG(x) \NG(x

′)| > 0.01n.

Proof. Let x be a vertex of maximum degree in G. Note that d(x) ≥ 0.49(n− 1) by the assumption
that e(G)/

(
n
2

)
≥ 0.49. Suppose first that d(x) ≤ 0.97n. If there is x′ ∈ V (G) with |NG(x)\NG(x

′)| >
0.01n then we are done; indeed, the other requirement in the claim holds because ∆(G) ≤ 0.97n.
So suppose by contradiction that |NG(x) \ NG(x

′)| ≤ 0.01n for all x′ ∈ V (G). Then every vertex
x′ has at least d(x) − 0.01n neighbors in NG(x). By averaging, there is a vertex y ∈ NG(x) with

d(y) ≥ n·(d(x)−0.01n)
d(x) > 0.97n, where the last inequality holds for d(x) > n/3. This contradicts the

assumption that ∆(G) ≤ 0.97n.
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Next, suppose that d(x) ≥ 0.97n. If there is x′ ∈ V (G) with 0.01n < |NG(x) \ NG(x
′)| <

0.99n then we are done. So suppose, for the sake of contradiction, that there is no such x′. Set
Z = {x′ : |NG(x) \ NG(x

′)| ≥ 0.99n} and W = {x′ : |NG(x) \ NG(x
′)| ≤ 0.01n}. By assumption,

Z ∪ W = V (G). Also, each vertex in Z has degree at most 0.01n, and each vertex in W has
degree at least d(x) − 0.01n ≥ 0.96n. So |W | · 0.96n ≤ 2e(G) ≤ 1.02

(
n
2

)
≤ 0.51n2, implying that

|W | ≤ 0.55n. Similarly, 0.49
(
n
2

)
≤ e(G) ≤ |W | · n + |Z| · 0.01n ≤ |W | · n + 0.01n2, so |W | ≥ 0.2n.

Each y ∈ W has at least 0.96n − |W | ≥ 0.4n neighbors in Z. Hence, by averaging, there is z ∈ Z

with d(z) ≥ |W |·0.4n
|Z| ≥ 0.2n·0.4n

n > 0.01n, a contradiction. ■

Fix vertices x, x′ ∈ V (G) as given by Claim 2.20. Put X := NG(x) \ (NG(x
′) ∪ {x′}) and

X ′ := NG(x
′) \ (NG(x) ∪ {x}), and assume without loss of generality that |X| ≥ |X ′| (else swap x

and x′). We have |X| ≥ 0.01n and |X|, |X ′| ≤ 0.99n. Consider disjoint N,N ′ ⊆ V (Kn) \ {x, x′}
with |N | = |V |, |N ′| = |V ′|, to be chosen later. Let φ1 be an embedding of F into Kn where
φ1(u) = x, φ1(u

′) = x′, φ1(V ) = N,φ1(V
′) = N ′. Let φ2 be obtained from φ1 by switching the roles

of u, u′ (while leaving all other vertices unchanged); i.e., φ2(u) = x′, φ2(u
′) = x and φ2(v) = φ1(v) for

every v ∈ V (F )\{u, u′}. For i = 1, 2, let Fi be the copy of F given by φi, i.e., Fi = {φi(e) : e ∈ E(F )}.
Observe that

|E(F1) ∩ E(G)| − |E(F2) ∩ E(G)|
= |N ∩NG(x)|+ |N ′ ∩NG(x

′)| − |N ∩NG(x
′)| − |N ′ ∩NG(x)| (2.12)

= |N ∩X|+ |N ′ ∩X ′| − |N ∩X ′| − |N ′ ∩X|. (2.13)

Let us explain the two equalities above. To see that (2.12) holds, consider the contribution of any
e ∈ E(F ) to S := |E(F1)∩E(G)| − |E(F2)∩E(G)|. If e does not touch u, u′, or if e = uu′ (assuming
uu′ is an edge), then φ1(e) = φ2(e), so e does not contribute to S. If e connects u or u′ to a vertex v of
NF (u)∩NF (u

′), then {φ1(uv), φ1(u
′v)} = {φ2(uv), φ2(u

′v)}, so again these edges do not contribute
to S. So it remains to consider edges between u and NF (u) \ (NF (u

′) ∪ {u′}) = V and between u′

and NF (u
′) \ (NF (u) ∪ {u}) = V ′. The contribution of these edges to S is precisely (2.12). To see

that (2.13) holds, note that in the expression (2.12), the contributions of |N ∩NG(x) ∩NG(x
′)| and

|N ′∩NG(x)∩NG(x
′)| cancel, leaving only the contributions coming from NG(x)\(NG(x

′)∪{x′}) = X
and NG(x

′) \ (NG(x) ∪ {x}) = X ′.

It remains to choose disjoint N,N ′ (with |N | = |V |, |N ′| = |V ′|) for which (2.13) is Ω(εn) ≥ cεn.
We consider two cases. Suppose first that |X| ≥ |N |. In this case choose N ⊆ X, and choose N ′ such
that |N ′∩X| ≤ max(0, |N ′|−0.01n). In other words, we place at least min(|N ′|, 0.01n) elements into
N ′ which do not belong to X; this is possible as |X| ≤ 0.99n. For this choice of N,N ′, the expression
(2.13) is at least |N | − |N ′ ∩ X| ≥ |N | − max(0, |N ′| − 0.01n) ≥ min(|N |, 0.01n) ≥ ε

5n, using that
|N | ≥ |N ′| and |N | = |V | ≥ ε

5n. Now suppose that |N | ≥ |X|. Choose N such that N contains X
and also contains as few elements of X ′ as possible. As |N | = |V | ≤ dF (u) ≤ ∆(F ) ≤ (1 − ε)n, we
can choose N such that |N ∩X ′| ≤ max(0, |X ′| − εn). Hence, using X ⊆ N , the expression (2.13) is
at least |X| − |N ∩X ′| ≥ |X| −max(0, |X ′| − εn) ≥ min(|X|, |X| − |X ′| + εn). As |X| ≥ |X ′| and
|X| ≥ 0.01n, this is at least εn, as required. This completes the proof in Case 1.

Case 2: ∆(F ) ≤ δn. In this case we will need to use that G is host-β-good. Thus, we first handle
the case that it is not. Indeed, suppose that there is a partition V (G) = X ∪ Y with |X| = ⌊n2 ⌋
satisfying

∣∣eG(X,Y ) − 1
2 |X||Y |

∣∣ ≥ γn2. By Theorem 2.4, there is a partition V (F ) = U ∪ V with

|U | = ⌊n2 ⌋ and |eF (U, V ) − e(F )
2 | ≥ n

6 . By Lemma 2.1 with t = n
6 , there is a copy F0 of F in Kn
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with
∣∣|E(F0)∩E(G)| − e(F )

2

∣∣ ≥ 0.5γt. Thus, F0 has discrepancy at least γt ≥ cn. Note that we may
apply Lemma 2.1 because γt = γn

6 while e(F )/n ≤ ∆(F ) ≤ δn, and γ ≪ δ. Thus, from now on, we
may assume that

∣∣eG(X,Y )− 1
2 |X||Y |

∣∣ ≤ γn2 for every partition V (G) = X ∪Y with |X| = ⌊n2 ⌋. By
Lemma 2.15, G is host-β-good.

Next, we consider two subcases, based on the independence number of F .

Case 2.1: α(F ) ≥ n
2 . Let U ⊆ V (F ) be an independent set of size ⌊n2 ⌋ and let V = V (F ) \ U . By

assumption, F has no isolated vertices, so dV (u) ≥ 1 for every u ∈ U . Let ui, u
′
i ∈ U , i = 1, . . . ,m,

be a maximal collection of pairs of vertices such that u1, u
′
1, . . . , um, u′m are pairwise distinct and

satisfy NF (ui) \ NF (u
′
i) ̸= ∅ for all i. We claim that m ≥ 0.05n. Suppose not. Fix any u ∈ U0 :=

U \ {ui, u′i : 1 ≤ i ≤ m}. Let v ∈ V be a neighbor of u. By assumption, v is adjacent to all
u′ ∈ U0, so d(v) ≥ |U0| = |U | − 2m ≥ 0.4n, contradicting the assumption of Case 2. Now, the
partition (U, V ) and the vertices ui, u

′
i, i = 1, . . . ,m := 0.05n, witness the fact that F is guest-good.

Indeed, U is independent, and setting di := 1 for all i, we have that |NV (ui) \NV (u
′
i)| ≥ 1 = di and

dV (ui), dV (u
′
i) ≤ ∆(F ) ≤ 2

3 |V | for all i. The value of F (as in Definition 2.6) is t :=
∑m

i=1

√
di =

m = 0.05n. By Lemma 2.8, there is a copy F0 of F in Kn such that
∣∣|E(F0) ∩ E(G)| − e(F )

2

∣∣ ≥ βt.
Hence, F0 has discrepancy at least 2βt ≥ cn, completing the proof in Case 2.1.

Case 2.2: α(F ) ≤ n
2 . Let A be a maximal independent set in F ; so |A| ≤ n

2 . By the maximality
of A, every vertex outside A has a neighbor in A. In Case 2.2, we will switch a subset of the pairs
of vertices uiu

′
i, i = 1, . . . ,m, supplied by the following claim. The purpose of Item 1 in Claim 2.21

is to guarantee that the switching results in a large gain (i.e., a large difference in the number of
edges of G in the copy of F under consideration). The purpose of Item 2 is that at the same time,
the total number of vertices participating in the switching is small. These vertices will have to be
chosen carefully, and having only few of them is helpful in obtaining such a choice.

Claim 2.21. There exist distinct vertices ui, u
′
i ∈ A, i = 1, . . . ,m ≤ 5δn, such that the following

holds. For 1 ≤ i ≤ m, let Wi be the set of v ∈ V (F ) which are adjacent to ui or u′i, but not adjacent
to uj or u′j for any j < i. Let also Vi = Wi \NF (u

′
i) and V ′

i = Wi \NF (ui).
5 Then

1.
∑m

i=1 |Vi| ≥ δn.

2.
∑m

i=1 |Wi| ≤ 10δn.

Note that the sets Wi in the statement of the claim are pairwise-disjoint, and that
⋃m

i=1Wi =⋃
u∈U NF (u), where U := {ui, u′i : i = 1, . . . ,m}. Also, Wi ∩A = ∅ because A is independent.

Proof of Claim 2.21. We have e(A, V (F )\A) ≤ |A| ·∆(F ) ≤ |A| ·δn, and therefore, the number of

v ∈ V (F )\A with dA(v) ≥ |A|
5 is at most 5δn. Let B be the set of all v ∈ V (F )\A with dA(v) ≤ |A|

5 ,
so |B| ≥ n− |A| − 5δn ≥ (0.5− 5δ)n.

Let U = {ui, u′i : i = 1, . . . ,m} be a maximal collection of distinct vertices of A satisfying that
3|Vi ∩ B| ≥ |Wi ∩ B| ≥ n

5|A| for every i ∈ [m], and that |W | ≤ 5δn, where W :=
⋃m

i=1(Wi ∩ B) and

Wi is defined as in the statement of the claim. We have
∑m

i=1 |Wi| ≤ |W |+ |V (F ) \ (A∪B)| ≤ 10δn.
As Wi ∩ B are pairwise disjoint and non-empty, it also follows that m ≤ |W | ≤ 5δn. Hence,
if

∑m
i=1 |Vi| ≥ δn then the statement of the claim holds. So suppose otherwise. Then |W | =∑m

i=1 |Wi ∩ B| ≤ 3
∑m

i=1 |Vi ∩ B| ≤ 3δn. Note also that W =
⋃

u∈U (NF (u) ∩ B). Put A′ := A \ U
5Thus, Vi is the set of vertices of Wi which are adjacent to ui but not u

′
i, and similarly for V ′

i .
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and B′ := B \W . We have |B′| = |B| − |W | ≥ |B| − 3δn ≥ (1 − 7δ)|B|. Since Vi ∩ B are pairwise

disjoint and |Vi ∩ B| ≥ n
15|A| for every i ∈ [m], we have m ≤ 15|A|

n ·
∑m

i=1 |Vi| ≤ 15δ|A|. Hence,

|A′| = |A|−2m ≥ (1−30δ)|A|. Moreover, every vertex v ∈ B′ has a neighbor in A, and this neighbor
cannot be in U (as v /∈ W ), so v has a neighbor in A′. Thus, e(A′, B′) ≥ |B′|. Now consider the
expression

S :=
∑

u,u′∈A′

(
|NB′(u)| − 2|NB′(u) ∩NB′(u′)| − 0.5|B′|

|A′|

)
,

where the sum is over all ordered pairs of distinct vertices u, u′. We claim that S ≥ 0. Indeed, let P
denote the number of (ordered) triples (u, u′, v) with u, u′ ∈ A′, v ∈ B′ and v ∼ u, u′. Then

S = e(A′, B′) · (|A′| − 1)− 2P − 0.5|B′|(|A′| − 1).

Also, P ≤ e(A′, B′)· |A|
5 ≤ e(A′, B′)·0.21|A′|, because every v ∈ B′ ⊆ B has at most |A|

5 neighbors in A.
It follows that S ≥ e(A′, B′)·(|A′|−1)−0.42·e(A′, B′)·|A′|−0.5|B′|(|A′|−1) ≥ 0, using e(A′, B′) ≥ |B′|.
Now, as S ≥ 0, there is a choice of u, u′ ∈ A′ for which |NB′(u)| ≥ 0.5|B′|

|A′| ≥ n
5|A| and |NB′(u)| ≥

2|NB′(u) ∩NB′(u′)|. Without loss of generality, assume that |NB′(u)| ≥ |NB′(u′)| (else swap u, u′).
Set um+1 := u and u′m+1 := u′. Note that Wm+1 ∩ B = NB′(u) ∪NB′(u′) (because every vertex in
B\B′ = W is adjacent to uj or u

′
j for some j ≤ m). Similarly, Vm+1∩B = NB′(u)\NB′(u′). It follows

that |Wm+1 ∩ B| ≥ |NB′(u)| ≥ n
5|A| and |Wm+1 ∩ B| = |NB′(u)| + |NB′(u′)| − |NB′(u) ∩NB′(u′)| ≤

2|NB′(u)| − |NB′(u) ∩NB′(u′)| ≤ 3|NB′(u) \NB′(u′)| = 3|Vm+1 ∩ B|, where the last inequality uses
that |NB′(u)| ≥ 2|NB′(u)∩NB′(u′)|. Finally |

⋃m+1
i=1 (Wi∩B)| = |W |+ |Wm+1| ≤ |W |+2∆(F ) ≤ 5δn.

Hence, we get a contradiction to the maximality of m. This proves the claim. ■

Let U = {ui, u′i : i = 1, . . . ,m} be the set of vertices given by Claim 2.21, and let Wi, Vi, V
′
i

be as in that claim. We will obtain a copy of F with high discrepancy by switching the vertices
ui, u

′
i for certain indices i ∈ [m].6 As G is host-β-good, there are distinct vertices xi, x

′
i ∈ V (G),

i = 1, . . . ,m, such that 0.01n ≤ |NG(xi)△NG(x
′
i)| ≤ 0.99n for every i ∈ [m]. Without loss of

generality, |NG(xi) \ NG(x
′
i)| ≥ n

200 for every i ∈ [m]. Put X := {xi, x′i : i ∈ [m]}. In the following
claim, we show that

⋃
u∈U NF (u) can be embedded into V (Kn) so that switching each pair ui, u

′
i will

result in a significant change in the number of edges of G ⊆ Kn.

Claim 2.22. There is an injection g :
⋃

u∈U NF (u) → V (G)\X such that for all i ∈ [m], the quantity

Di := |g(NF (ui)) ∩NG(xi)|+ |g(NF (u
′
i)) ∩NG(x

′
i)| − |g(NF (ui)) ∩NG(x

′
i)| − |g(NF (u

′
i)) ∩NG(xi)|

satisfies |Di| ≥ 0.5|Vi|.

Proof. Recall that
⋃

u∈U NF (u) =
⋃m

i=1Wi. We will define the map g step by step; at the ith step
we will define g(Wi), and at this step we will also make sure that |Di| ≥ 0.5|Vi|. So let 1 ≤ i ≤ m, and
suppose that we already defined g(Wj) for 1 ≤ j < i. Let W =

⋃
j<iWj , and note that |W | ≤ 10δn

by the second item of Claim 2.21. Set also Zi := W ∩NF (ui) and Z ′
i = W ∩NF (u

′
i). Then, setting

S := |g(Zi) ∩NG(xi)|+ |g(Z ′
i) ∩NG(x

′
i)| − |g(Zi) ∩NG(x

′
i)| − |g(Z ′

i) ∩NG(xi)|
6The main difference between the argument we use here and the one used in the proof of Lemma 2.8, is that here

we will embed the neighborhoods of ui, u
′
i in a certain greedy fashion, rather than randomly. This is done because m

may be small, and hence a random embedding may not give us linear discrepancy.
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and
T := |g(Vi) ∩NG(xi)|+ |g(V ′

i ) ∩NG(x
′
i)| − |g(Vi) ∩NG(x

′
i)| − |g(V ′

i ) ∩NG(xi)|,
we have Di = S + T. Here we used that Wi \ (Vi ∪ V ′

i ) ⊆ NF (ui) ∩ NF (u
′
i), and that the vertices

in NF (ui) ∩ NF (u
′
i) do not contribute to Di, as their contribution cancels out. Note that S is

determined by the choice of g(Wj) for j < i. Now there are two cases: If S ≤ −0.5|Vi|, then choose
g(Vi), g(V

′
i ) so that g(Vi), g(V

′
i ) are contained in the complement of NG(xi)△NG(x

′
i). Such a choice

of g(Vi), g(V
′
i ) exists with g(Vi), g(V

′
i ) disjoint to all previously embedded vertices and to X. Indeed,

the total number of embedded vertices is at most
∑m

j=1 |Wj | ≤ 10δn, and also |X| = 2m ≤ 10δn

(here we use Claim 2.21); while on the other hand,
∣∣NG(xi)△NG(x′i)

∣∣ ≥ 0.01n ≥ 20δn. Now,

g(Vi), g(V
′
i ) ⊆ NG(xi)△NG(x′i) means that T = 0 (because the first term in the definition of T

cancels with the third, and the second with the fourth). Hence, Di = S ≤ −0.5|Vi|, as required.
Now suppose that S ≥ −0.5|Vi|. Choose g(Vi) to be contained inNG(xi)\NG(x

′
i), and choose g(V ′

i )
to be contained in NG(xi)△NG(x′i). Again, we can choose such g(Vi), g(V

′
i ) which are disjoint from

all previously embedded vertices and from X, as |NG(xi) \NG(x
′
i)|,

∣∣NG(xi)△NG(x′i)
∣∣ ≥ n

200 ≥ 20δn.
The choice of g(Vi), g(V

′
i ) implies that T = |g(Vi) ∩ NG(xi)| − |g(Vi) ∩ NG(x

′
i)| = |Vi| − 0 = |Vi|.

Hence, Di = S + T ≥ 0.5|Vi|, as required. ■

We now complete the proof in Case 2.2, and thus the proof of the theorem. Let g be the injection
given by Claim 2.22. Let f1 : V (F ) → V (G) be a bijection which satisfies f1(ui) = xi, f1(u

′
i) = x′i

for every i ∈ [m] and agrees with g on
⋃

u∈U NF (u). (The images of the other vertices of F are
arbitrary.) Let Di be defined as in Claim 2.22. Let I = {i ∈ [m] : Di ≥ |Vi|/2} and J = [m] \ I =
{i ∈ [m] : Di ≤ −|Vi|/2}. Without loss of generality,

∑
i∈I Di ≥ 0.25

∑m
i=1 |Vi|; the complementary

case, i.e. that
∑

i∈J Di ≤ −0.25
∑m

i=1 |Vi|, is handled symmetrically. Now, let f2 be obtained from
f1 by switching ui, u

′
i for every i ∈ I; namely, f2(ui) = x′i, f2(u

′
i) = xi for all i ∈ I, and f2(v) = f1(v)

for all v ∈ V (F ) \ {ui, u′i : i ∈ I}. For i = 1, 2, let Fi = {fi(e) : e ∈ E(F )} be the copy of F
corresponding to fi. Then

|E(F1) ∩ E(G)| − |E(F2) ∩ E(G)| =
∑
i∈I

Di ≥ 0.25
m∑
i=1

|Vi| ≥ 0.25δn ≥ 2cn.

Here, the equality uses that {ui, u′i : i ∈ [m]} ⊆ A is independent, and the second inequality uses
Item 1 of Claim 2.21. Hence, for some i = 1, 2, Fi has discrepancy at least cn, as required. ■

3 Kk- and 2-factors

In this section we prove Theorems 1.4 and 1.5. It will be convenient to refer to the two colors as
red and blue, rather than 1,−1. The following graphs play an important role in the proof of both
theorems.

Definition 3.1. For an integer m, let Fm denote the family of red/blue-colored complete graphs on
2m vertices such that one color is either a complete graph of size m or the union of two disjoint
complete graphs of size m each.

Note that Fm has exactly four nonisomorphic elements. Moreover, two of the elements (i.e., those
where one of the colors forms a complete graph of size m) are the bipartite construction with ratio 1

2
(see Definition 1.3).

Our proof strategy for Theorems 1.4-1.5 builds upon the following theorem by Cutler and Montágh
[10] stating that as long as a coloring of Kn is not very imbalanced, it contains a member of Fm.
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Theorem 3.2 ([10]). For every m ≥ 1 and ε > 0, there is n0 = n0(m, ε) such that the following
holds for all n ≥ n0. Every red/blue-coloring of E(Kn) with at least ε

(
n
2

)
edges of each color contains

an element of Fm.

The above result has a simple proof: applying Ramsey’s theorem repeatedly, we can partition all
but O(1) of the vertices of Kn into monochromatic cliques of size M , where M is a large constant
compared to m. If there are both a red and a blue clique, we get a member of Fm by applying
the Kővári-Sós-Turán theorem ([21]) to the denser color in-between these two cliques. Otherwise,
suppose that all cliques are red. By averaging, there exist two red cliques such that the blue bipartite
graph in-between them has at least ε/2 ·M2 edges. Therefore, the Kővári-Sós-Turán theorem again
gives a member of Fm. As demonstrated by Fox and Sudakov [13], a better bound on n0 can be
obtained using dependent random choice.

We will apply Theorem 3.2 iteratively, removing members of Fm one-by-one. In the end, we
will have a vertex-partition of Kn with one part (called W ) being potentially large but almost
monochromatic, and the other parts (denoted as V1, . . . , Vs) being constant-sized and having one of
four very specific colorings (namely, the graph induced by Vi belongs to Fm for every i). To obtain
a factor with high discrepancy, we will then need to understand the kinds of factors contained in the
members of Fm.

3.1 Kk-factors: Proof of Theorem 1.4

First we establish some facts related to the bipartite construction and λk.

Lemma 3.3. Let n be divisible by k, and consider the n-vertex bipartite construction with ratio ρ
and with parts X,Y , where all edges touching X are red and all edges inside Y are blue. Then

1. Writing |Y | = qk + r with 0 ≤ r < k, the largest number of blue edges in a Kk-factor is
q
(
k
2

)
+
(
r
2

)
= k−1

2 (1− ρ)n+O(1).

2. The largest number of red edges in a Kk-factor is(
k − 1

2
− (k − ⌊kρ⌋ − 1)

2

(
⌊kρ⌋
k

+ 1− 2ρ

))
n, (3.1)

Proof. For the first item, consider any Kk-factor F , and let Y1, . . . , Yn/k be the intersections with

Y of the k-cliques in F . Then
∑n/k

i=1 |Yi| = |Y |, and the number of blue edges in F is
∑n/k

i=1

(|Yi|
2

)
.

As the function x 7→
(
x
2

)
is convex, the sum

∑n/k
i=1

(|Yi|
2

)
under the constraints

∑n/k
i=1 |Yi| = |Y | and

0 ≤ |Yi| ≤ k is maximized when at most one |Yi| is not equal to the maximum value, namely k. Thus,
the number of blue edges is at most q

(
k
2

)
+

(
r
2

)
, and this value is attainable by taking a Kk-factor

which decomposes Y into q cliques of size k and one clique of size r.

For the second item, fix a Kk-factor F , and for each 0 ≤ i ≤ k, let ai be the number of k-cliques
in F with exactly i vertices in X. Then

∑k
i=0 ai = n

k ,
∑k

i=1 i · ai = |X| = ρn, and ered(F) =∑k
i=1(

(
k
2

)
−
(
k−i
2

)
)ai. Suppose that F maximizes the number of red edges. We claim that then there

are no 0 ≤ i, j ≤ k with j ≥ i+2 and ai, aj > 0. Suppose otherwise. Let F ′ be the Kk-factor obtained
from F by removing one k-clique intersecting X in i vertices and one k-clique intersecting X in j
vertices, and instead adding two k-cliques intersecting X in i + 1 and j − 1 vertices, respectively.
Then

ered(F ′)− ered(F) = −
(
k − i− 1

2

)
−
(
k − j + 1

2

)
+

(
k − i

2

)
+

(
k − j

2

)
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= (k − i− 1)− (k − j) = j − i− 1 > 0,

contradicting the maximality of F . Now, letting 0 ≤ j ≤ k be minimal with aj > 0, we get that
ai = 0 for all i /∈ {j, j + 1}. So aj + aj+1 = n

k and jaj + (j + 1)aj+1 = ρn. Solving this system of

equations, we get aj = ( j+1
k − ρ)n and aj+1 = (ρ − j

k )n. Since aj > 0 and aj+1 ≥ 0, it follows that
j = ⌊kρ⌋. Also, we have

ered(F) =

((
k

2

)
−
(
k − j

2

))
aj +

((
k

2

)
−
(
k − j − 1

2

))
aj+1

=

(
k

2

)
n

k
−
(
k − j

2

)
aj −

(
k − j − 1

2

)
aj+1.

(3.2)

We calculate:(
k − j

2

)
aj +

(
k − j − 1

2

)
aj+1 =

(
k − j

2

)(
j + 1

k
− ρ

)
n+

(
k − j − 1

2

)(
ρ− j

k

)
n

=
(k − j − 1)n

2
·
(
(k − j)

(
j + 1

k
− ρ

)
+ (k − j − 2)

(
ρ− j

k

))
=

(k − j − 1)n

2

(
j

k
+ 1− 2ρ

)
.

By combining this with (3.2) and plugging in j = ⌊kρ⌋, we get

ered(F) =

(
k − 1

2
− (k − ⌊kρ⌋ − 1)

2

(
⌊kρ⌋
k

+ 1− 2ρ

))
n,

as required. ■

Using Lemma 3.3, we can determine λk. We also prove an upper bound on λk that will be used in
the proof of Theorem 1.4.

Lemma 3.4. For k ≥ 2, λk equals k−1
2 (1−ρk), where ρk is the unique solution in [0, 1] to the equation

(k − 1)ρ = (k − ⌊kρ⌋ − 1)

(
⌊kρ⌋
k

+ 1− 2ρ

)
. (3.3)

Moreover, λk ≤ k−1
3 .

Proof. Let f(ρ) := k−1
2 (1− ρ) and g(ρ) := k−1

2 − k−⌊kρ⌋−1
2

(
⌊kρ⌋
k + 1− 2ρ

)
(as in (3.1)). By Lemma

3.3 and the definition of λk, we have λk = minρ∈[0,1]max(f(ρ), g(ρ)). The function f is decreasing,
while the function g is increasing (this can be seen from the fact that g(ρ)n is the maximum number
of red edges in a Kk-factor of the n-vertex bipartite construction with ratio ρ, and the set of red
edges of this construction grows when increasing ρ). It follows that the minimum of max(f(ρ), g(ρ))
is obtained at the unique point ρ where f(ρ) = g(ρ). Rearranging this equation gives (3.3).

We now prove that ρk ≥ 1
3 , which would imply that λk = k−1

2 (1 − ρk) ≤ k−1
3 , as required. To

prove that ρk ≥ 1
3 , it suffices to show that f(13) ≥ g(13). Set a := ⌊k3⌋. Then

g

(
1

3

)
=

k − 1

2
− k − a− 1

2

(
a

k
+

1

3

)
=

k − 1

3
+

a

6k
· (3a− 2k + 3).

Note that 3a − 2k + 3 ≤ 0. Indeed, for k ≥ 3 we have 3a − 2k + 3 ≤ −k + 3 ≤ 0, and for k = 2 we
have a = 0. Hence, g

(
1
3

)
≤ k−1

3 = f
(
1
3

)
. ■
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k 2 3 4 5 6

ρk
1
3

1
3

5
14

9
25

4
11

λk
1
3

2
3

27
28

32
25

35
22

Figure 1: First few values of ρk and λk.

See Figure 1 for the values of λk and ρk for small k.

Next, we observe that ρk is rational and use this to show that the supremum in the definition of
λk is in fact a maximum.

Lemma 3.5. There exists a bipartite construction B on m vertices which contains a Kk-factor with
at least λkm red edges as well as a Kk-factor with at least λkm blue edges.

Proof. Note that (3.3) is linear in ρ for ρ ∈ [(i − 1)/k, i/k) for i ∈ [k]. Therefore, ρk is a rational
number with denominator say M . Set m = kM and let B be the bipartite construction on kM
vertices with ratio ρk and parts X,Y , where all the edges touching X are red and all edges inside Y
are blue. Note that this exists since ρkM is an integer. Furthermore, we have that |Y | = (1−ρk)kM
is divisible by k. By Item 1 of Lemma 3.3, we get that B contains a Kk-factor with k−1

2 (1 − ρk)m
blue edges. By Lemma 3.4, this is equal to λkm. Finally, by (3.3) and Item 2 of Lemma 3.3, we get
that B contains a Kk-factor with λkm red edges. ■

It is easy to see that any m-vertex bipartite construction (with any ratio ρ) is contained in a
2m-vertex bipartite construction with ratio 1

2 , which is an element of Fm. This makes these elements
of Fm useful for our purpose. Let us now consider the other two elements of Fm, which consist of
two disjoint m-cliques in one color connected by a complete bipartite graph in the other color. We
consider the Kk-factors in this construction.

Lemma 3.6. Let C be the red/blue-colored complete graph on 2m vertices with m divisible by k such
that the red edges induce two disjoint complete graphs of size m each. Then C contains a Kk-factor
with 2m

k ·
(
k
2

)
red edges as well as a Kk-factor with 2m

k · ⌈k2⌉⌊
k
2⌋ blue edges.

Proof. Let X,Y denote the vertex-set of the two complete graphs induced by the red edges. The
former Kk-factor is found by having each copy of Kk be contained in either X or Y , the latter by
having each copy of Kk intersect one of X,Y in ⌈k2⌉ and the other in ⌊k2⌋ vertices. ■

We are now ready to prove Theorem 1.4.

Proof of Theorem 1.4. Fix any red/blue edge-coloring of Kn. Let ε > 0 be arbitrary, and let us
show that if n is large enough, then there is aKk-factor with at least (λk−ε)n edges of the same color.

Let B be the bipartite construction given by Lemma 3.5, m be the number of vertices in B, and
B be the coloring of Km obtained by switching the colors in B. Let D be the red/blue-colored K2m

where the blue edges form a clique of size m, and let D be the coloring obtained from D by switching
the colors (so D,D are bipartite constructions with ratio 1

2). Observe that B is contained in D and
B is contained in D. Finally, let C be as in Lemma 3.6 on 2m vertices and C obtained by switching
the colors in C. Then Fm = {D,D,C,C}. Hence, by Theorem 3.2, either some color has at most
ε
(
n
2

)
edges, or the coloring contains an element of F2m, and thus contains a copy H of B, B, C or C.

We write V1 = V (H) and remove V1 from the complete graph. We repeat this for as long as possible,
eventually getting disjoint sets of vertices V1, . . . , Vs and a set W of remaining vertices such that
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each Vi induces a copy of B, B, C or C. Additionally, we have that either |W | ≤ n0 or some color c
has at most ε

(|W |
2

)
edges on W . If we are in the latter case, without loss of generality, suppose that

c is blue. Let Ired ⊆ [s] be the set of indices i such that Vi induces a copy of C, define Iblue similarly
with C, and let J = [s] \ (Ired ∪ Iblue). Let M = 2m|Ired|+ 2m|Iblue|+ |W | and set

α :=
2m|Iblue|

M
.

Note that m|J | = n−M . Based on the value of α, we now construct two different Kk-factors.

Case 1: α > 2/3. We construct a Kk-factor with many blue edges. By Lemma 3.5, for each i ∈ J ,
there exists a Kk-factor Fi on Vi with at least λkm blue edges. By Lemma 3.6, for i ∈ Iblue, there
exists a Kk-factor Fi with

2m
k ·

(
k
2

)
blue edges. Let F be any extension of the union of the above

partial Kk-factors to a Kk-factor. We get that the number of blue edges in F is at least

|J | · λkm+ |Iblue| ·
2m

k
·
(
k

2

)
= (n−M) · λk + αM · k − 1

2
> (n−M) · λk +M · k − 1

3
≥ λkn,

where the last inequality uses that λk ≤ k−1
3 by Lemma 3.4. This completes the proof in Case 1.

Case 2: α ≤ 2/3. We construct a Kk-factor with many red edges. By Lemma 3.5, for each i ∈ J ,
there exists a Kk-factor Fi on Vi with at least λkm red edges. Using Lemma 3.5 twice, we get that
for i ∈ Ired, there exists a Kk-factor Fi on Vi with 2m/k ·

(
k
2

)
red edges and, for i ∈ Iblue, there

exists a Kk-factor Fi on Vi with 2m/k · ⌈k/2⌉⌊k/2⌋ red edges. Finally, by Lemma 2.2, there exists a
Kk-factor FW on W with at least (1− ε)|W | · k−1

2 − n0 · k−1
2 red edges. We get that the number of

red edges is at least

|J | · λkm+ |Ired| ·
2m

k
·
(
k

2

)
+ |Iblue| ·

2m

k
·
⌊
k

2

⌋⌈
k

2

⌉
+ (1− ε)|W | · k − 1

2
− n0 ·

k − 1

2
. (3.4)

We now plug into (3.4) the following facts: m|J | = n − M ; 2m|Iblue| = αM (by definition of α);
2m|Ired| = M−|W |−2m|Iblue| = (1−α)M−|W |, and therefore |Ired|· 2mk ·

(
k
2

)
= ((1−α)M−|W |)· k−1

2 ;

and finally, n0 · k−1
2 = O(1). Plugging all of these, we see that (3.4) is at least

(n−M)λk + (1− α)M · k − 1

2
+ αM · 1

k
·
⌊
k

2

⌋⌈
k

2

⌉
− ε|W | · k − 1

2
−O(1). (3.5)

Note that ε|W | · k−1
2 +O(1) ≤ εkn. Also, as k−1

2 ≥ 1
k ·

⌊
k
2

⌋ ⌈
k
2

⌉
for k ≥ 2, the function

f(α) := (1− α) · k − 1

2
+ α · 1

k
·
⌊
k

2

⌋⌈
k

2

⌉
is monotone decreasing in α. As α ≤ 2/3, we have f(α) ≥ f(2/3) ≥ k−1

6 + 2
3 ·

1
2 ·

⌊
k
2

⌋
≥ k−1

6 + k−1
6 =

k−1
3 ≥ λk, using Lemma 3.4. Plugging this into (3.5), we see that (3.5) is at least

(n−M)λk + λk ·M − εkn = (λk − εk)n.

As ε > 0 was arbitrary, this completes the proof. ■
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3.2 2-factors: Proof of Theorem 1.5

We want to proceed similarly as in the proof for Kk-factors. However, a 2-factor may not nicely
embed into the constant sized parts V1, . . . , Vs as some of its cycles may be very long. Thus, we
first need to cut the cycles up into smaller parts while losing only a small number of edges, so that
we can embed each of these now constant-sized parts separately. By choosing k large enough in the
following lemma, we ensure that the loss of edges is not substantial.

Lemma 3.7. Let k be an integer and F be a 2-factor on n vertices. Then there exists a partition
of V (F ) into parts U0, U1, . . . , U⌊n/k⌋ such that |Ui| = k for all 1 ≤ i ≤ ⌊n/k⌋ (hence |U0| < k), and
such that for every 0 ≤ i ≤ ⌊n/k⌋, the graph induced by Ui is a disjoint union of cycles and at most
2 paths. In particular, for every 1 ≤ i ≤ ⌊n/k⌋, Ui contains at least k − 2 edges.

Proof. Write V (F ) = {v1, . . . , vn} such that the vertices of each cycle in F appear consecutively and
in the corresponding order. Let Ui = {v(i−1)k+1, . . . , vik} for i ≥ 1, and U0 = {v(k−1)⌊n/k⌋+1, . . . , vn}.

■

As in the proof of Theorem 1.4, we need to investigate the different ways of embedding 2-factors
into the elements of Fm or their subgraphs. We again consider an imbalanced bipartite construction.

Lemma 3.8. Let F be a 2-factor on 3k vertices. A bipartite construction B with ratio 1
3 on 3k

vertices contains a copy of F with at least 2k− 1 red edges and a copy of F with at least 2k− 1 blue
edges.

Proof. Without loss of generality, suppose that the red edges form a complete graph on 2k vertices
in B. Write V (F ) = {v1, . . . , v3k} such that the vertices of each cycle in F appear consecutively and
in the corresponding order. Consider an embedding of F into B such that v1, . . . , v2k get mapped
into the red complete graph. It is easily seen that this gives an embedding of F with at least 2k− 1
red edges. On the other hand, F has an independent set S of size k since it is 3-colorable. Now,
consider an embedding of F into B such that V (F ) \ S gets mapped into the red complete graph.
As F is 2-regular, this gives an embedding of F with 2k blue edges. ■

Lemma 3.9. Let F be a 2-factor on 4k vertices and let C be a red/blue-coloring of K4k such that
the red edges form two disjoint cliques of size 2k each. Then C contains a copy of F with at least
4k − 2 red edges and a copy of F with at least 8k/3 blue edges.

Proof. Let X,Y denote the vertex set of the two red cliques. Write V (F ) = {v1, . . . , v4k} such
that the vertices of each cycle in F appear consecutively and in the corresponding order. Consider
an embedding of F into B such that v1, . . . , v2k get mapped into X. Note that all the cycles of F
which do not contain v2k are embedded into either X or Y and, hence, entirely red. The cycle of F
containing v2k possibly contains two blue edges as it may be split between X and Y . Hence, this
embedding of F has at least 4k − 2 red edges.

Recall that the blue edges form a balanced complete bipartite graph in C. For the second embed-
ding, note that 4k is even, and hence the number of odd cycles in F is even as well. Then, we can
make F balanced bipartite by removing one edge from every odd cycle, yielding an embedding into
the subgraph of C induced by the blue edges. Since each cycle has length at least 3, it follows that we
removed at most 4k/3 edges. Hence, the embedding has at least e(F )− 4k/3 = 8k/3 blue edges. ■

Proof of Theorem 1.5. Fix an arbitrary ε > 0 and set k = ⌈6/ε⌉. We show that for n large
enough, every red/blue-coloring of Kn contains a copy of F with at least (2/3 − ε)n edges in some
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color. Let B,B be the two bipartite constructions on 3k vertices as in Lemma 3.8. Let D,D be the
bipartite constructions on 4k vertices with ratio 1

2 (so D contains B and D contains B). Let C be
as in Lemma 3.9 and let C be obtained from C by switching the colors (so C,C have 4k vertices).
Then F2k = {D,D,C,C}.

Let U0, U1, . . . , U⌊n/k⌋ be a partition of V (F ) as in Lemma 3.7. Then there exists a 2-factor F ′

on V (F ), obtained from F by deleting and adding at most 4
⌈
n
k

⌉
≤ 5n

k edges, such that each Ui

(0 ≤ i ≤ ⌊nk ⌋) induces a 2-factor in F ′.

Considering the given red/blue coloring of Kn, we get by Theorem 3.2 that either some color has
at most 1

3 ·
(
n
2

)
edges, or the coloring contains an element of F2k, and hence a copy H of B, B, C or

C. We write V1 = V (H) and remove V1 from the vertices of the complete graph. Repeating this for
as long as possible, we eventually get disjoint sets of vertices V1, . . . , Vs and a set W of remaining
vertices such that each Vi induces either B, B, C or C. Additionally, we have that either |W | ≤ n0

or some color c has at most 1
3

(|W |
2

)
edges on W . If we are in the latter case, without loss of generality,

suppose that c is blue. Let Ired ⊆ [s] be the set of indices i such that Vi induces a copy of C, define
Iblue similarly for C, and let J = [s] \ (Ired ∪ Iblue).

We construct a copy of F ′ with many red edges. Note that n−|W | = 3k · |J |+4k · (|Ired|+ |Iblue|).
Fix a subset I ⊆ {1, . . . , ⌊nk ⌋} of size n−|W |

k , and fix τ : I → [s] such that for every j ∈ [s],
|τ−1(j)| = |Vj |/k (namely, |τ−1(j)| = 3 if j ∈ J and |τ−1(j)| = 4 if j ∈ Ired ∪ Iblue). In other words,
we assign to each Vj a collection of 3 or 4 of the sets Ui to be embedded into Vj .

For each j ∈ [s], let Fj denote the subgraph of F ′ induced by
⋃

i∈τ−1(j) Ui, and let FW be the

subgraph of F ′ obtained by deleting
⋃

j∈[s] V (Fj). Note that Fj is a 2-factor for every j ∈ [s], and
so is FW . By Lemma 3.8, for each j ∈ J , there exists an embedding of Fj into Vj with at least
2k − 1 red edges. By Lemma 3.9, for every i ∈ Ired there exists an embedding of Fj into Vj with
at least 4k − 2 red edges, and for every i ∈ Iblue there exists an embedding of Fj into Vj with at
least 8k/3 red edges. Finally, by Lemma 2.2, there exists an embedding of FW into W with at least
2/3 · e(FW ) − n0 = 2/3 · |W | − n0 red edges. Combining all these embeddings to an embedding of
F ′, we get a copy of F ′ in which the number of red edges is at least

|J | · (2k − 1) + |Ired| · (4k − 2) + |Iblue| ·
8k

3
+

2

3
· |W | −O(1) ≥

2

3
·
(
|J | · 3k + |Ired| · 4k + |Iblue| · 4k + |W |

)
− |J | −O(1) =

2n

3
− |J | −O(1).

Note that |J | ≤ n
3k . Hence, the above is at least (23 − 1

k )n. Now, since F can be obtained from
F ′ by deleting and adding at most 5n

k edges, this gives an embedding of F into Kn with at least
(23 − 6

k )n ≥ (23 − ε)n red edges, as required. ■

4 Concluding remarks

In this paper we proved lower bounds on the discrepancy of graphs with bounded maximum degree
(Theorem 1.1), regular graphs (Theorem 1.2), Kk-factors (Theorem 1.4) and 2-factors (Theorem 1.5).
Each of these bounds is in some sense tight.

The natural general question underlying these results is to find (or estimate), for each n-vertex
graph F , the maximum t = t(F ) such that every 2-coloring of Kn has a copy of F with discrepancy
at least t. Short of a complete solution, it would also be interesting to understand how different
parameters of F affect t(F ). For example, Theorem 1.1 addresses this question for the maximum
degree. We wonder how the minimum degree of F affects t(F ).
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Problem 4.1. For ε > 0 and integers δ, n ≥ 1, what is the maximum t = t(ε, δ, n) such that for
every n-vertex graph F with maximum degree at most (1− ε)n and minimum degree at least δ, every
2-coloring of Kn has a copy of F with discrepancy at least t?

It seems plausible that t(ε, δ, n) grows substantially with δ (recall that this is not the case if we replace
δ with the average degree d (at least for a large range of d); see the paragraph after Theorem 1.1).

It might also be interesting to characterize the 2-colorings of Kn which minimize the discrepancy
of F -copies, for various choices of F . For example, to show that Theorems 1.1 and 1.2 are tight,
we used the random coloring and the complete bipartite graph, respectively (see the paragraphs
following these theorems). Are these colorings the only extremal ones for these problems, i.e., are
there stability versions of these theorems?

Several prior works [5, 14, 17, 18, 20] studied discrepancy in the multicolor setting. In this setting,
one considers q-colorings q : E(H) → [q] of a graph H (we will take H = Kn), and the discrepancy of
a subgraph F ⊆ E(H) is the maximum t such that there exists a color i ∈ [q] for which the number

of edges of F in color i is at least e(F )+t
q . (For q = 2, this coincides with the definition of discrepancy

from Section 1.) Our proofs of Theorems 1.1 and 1.2 can be adapted to work for any number q of
colors. First, one proves an analogue of Lemma 2.1 stating that for a coloring q : E(Kn) → [q], if
there is no copy of F with high discrepancy then for every partition V (Kn) = X ∪Y with |X| = ⌊n2 ⌋,
all colors appear roughly the same number of times in the bipartite graph (X,Y ). Then, in all
other proofs (e.g., the proof of Lemma 2.8 or the proof of Theorem 1.1), one transforms the q-
coloring into a 2-coloring by identifying colors 2, . . . , q into one color, say ⋆. Let G be the graph
of edges of color 1. The key point is that in all of these proofs, one finds a copy of F with high
discrepancy by finding two copies F1, F2 of F such that

∣∣|E(F1) ∩ E(G)| − |E(F2) ∩ E(G)|
∣∣ ≥ s

for some parameter s. Suppose without loss of generality that |E(F1) ∩ E(G)| ≥ |E(F2) ∩ E(G)|.
Observe that either |E(F1) ∩ E(G)| ≥ e(F )+s

q (meaning that F1 has discrepancy at least s), or

|E(F2) \ E(G)| ≥ (q − 1) e(F )+s
q . In the latter case, by passing back to the original q-coloring, we

see that one of the colors 2, . . . , q is present on at least e(F )+s
q of the edges of F2, so F2 has high

discrepancy, as required. We omit further details.

Acknowledgments: We thank Zach Hunter for useful discussions regarding the proof of Lemma 2.13.
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A Proof of Lemma 2.11

We will deduce the lemma from the following statement: For every integer t with

|pk − t| ≤ 0.5
√

p(1− p) ·min(k, n− k),

it holds that

P[|A ∩ P | = t] ≥ 0.14 ·
√

η

p(1− p)k
. (A.1)

To deduce the lemma from (A.1), note that n− k ≥ ηk, and so (A.1) holds whenever t = pk + s for
|s| ≤ 0.5

√
p(1− p)ηk. Using this for all 0.2

√
p(1− p)ηk ≤ s ≤ 0.5

√
p(1− p)ηk, we get that

P
[
|A ∩ P | ≥ pk + 0.2

√
p(1− p)ηk

]
≥ 0.3

√
p(1− p)ηk · 0.14 ·

√
η

p(1− p)k
≥ 0.04η.

As p(1 − p) ≥ η(1 − η) ≥ 0.5η, the above is also a lower bound on the probability of having
|A ∩ P | ≥ pk + 0.1η

√
k. The bound for P

[
|A ∩ P | ≤ pk − 0.1η

√
k
]
is obtained the same way.

Now we prove (A.1).

P[|A ∩ P | = t] =

(
pn
t

)((1−p)n
k−t

)(
n
k

) (A.2)

We use Stirling’s approximation to estimate the above binomial coefficients (using that n ≥ k ≫ 1/η,
n− k ≥ ηn and t = pk +O(

√
k).(

pn

t

)
=

(pn)!

t!(pn− t)!
=

1 + ok(1)√
2π

·
√

pn

t(pn− t)
·

(pne )pn

( te)
t · (pn−t

e )pn−t

≥ 1 + ok(1)√
2π

·
√

pn

t(pn− t)
· (pn)pn

tt(pn− t)pn−t
. (A.3)

Write t = pk + s, so that |s| ≤
√
0.25η(1− η) ·min(k, n− k) by assumption. We have

pn

t(pn− t)
=

pn

(pk + s)(p(n− k)− s)
=

1

pk + o(k)

and

(pn)pn

tt(pn− t)pn−t
=

(pn)pn

(pk + s)pk+s(p(n− k)− s)p(n−k)−s

=
(pn)pn

(pk)pk(p(n− k))p(n−k)
·
(
p(n− k)− s

pk + s

)s

·
(
1 +

s

pk

)−pk

·
(
1− s

p(n− k)

)−p(n−k)

(A.4)
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In the first term above, we may divide through by ppn. Also, using the inequality 1 + x ≤ ex (which
holds for all x ∈ R), we can bound the third and fourth terms as follows:(

1 +
s

pk

)pk

≤ es and

(
1− s

p(n− k)

)p(n−k)

≤ e−s,

and hence, (
1 +

s

pk

)−pk

·
(
1− s

p(n− k)

)−p(n−k)

≥ e−s · es = 1.

Therefore, (A.4) is at least
npn

kpk(n− k)p(n−k)
·
(
p(n− k)− s

pk + s

)s

.

Plugging this into (A.3), we get(
pn

t

)
≥ 1 + ok(1)√

2π
·

√
1

pk + o(k)
· npn

kpk(n− k)p(n−k)
·
(
p(n− k)− s

pk + s

)s

. (A.5)

By symmetry with respect to replacing p with 1− p and t with k− t = (1− p)k− s (so s is replaced
with −s), we similarly have(

(1− p)n

k − t

)
≥ 1 + ok(1)√

2π
·

√
1

(1− p)k + o(k)
· n(1−p)n

k(1−p)k(n− k)(1−p)(n−k)
·
(
(1− p)(n− k) + s

(1− p)k − s

)−s

.

(A.6)

Note that(
p(n− k)− s

pk + s

)s

·
(
(1− p)(n− k) + s

(1− p)k − s

)−s

=

(
(1− p)k − s

pk + s

)s

·
(

p(n− k)− s

(1− p)(n− k) + s

)s

. (A.7)

We now use the inequality 1 + x ≥ ex−x2
, which holds for all x with |x| ≤ 0.5. We have(

(1− p)k − s

pk + s

)s

=

(
1− p

p

)s(
1− s

(1− p)(pk + s)

)s

≥
(
1− p

p

)s

· exp
(
− s2

(1− p)(pk + s)
− s3

(1− p)2(pk + s)2

)
≥

(
1− p

p

)s

· e−1/2.

Here, the last inequality uses that |s| ≤ 0.5
√
p(1− p)k, η ≤ p ≤ 1 − η, and k is large enough.

Similarly,(
p(n− k)− s

(1− p)(n− k) + s

)s

=

(
p

1− p

)s

·
(
1− s

p((1− p)(n− k)− s)

)s

≥
(

p

1− p

)s

· exp
(
− s2

p((1− p)(n− k)− s)
− s3

p2((1− p)(n− k)− s)2

)
≥

(
p

1− p

)s

· e−1/2.
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Here we used that |s| ≤ 0.5
√
p(1− p)(n− k). Combining the above with (A.5), (A.6) and (A.7), we

get (
pn

t

)
·
(
(1− p)n

k − t

)
≥ 1 + ok(1)

2π
·

√
1

p(1− p)k2 + o(k2)
· nn

kk(n− k)n−k
· e−1.

Finally, we estimate
(
n
k

)
, as follows.(

n

k

)
=

n!

k!(n− k)!
≤ 1 + ok(1)√

2π
·
√

n

k(n− k)
·

(ne )
n

(ke )
k(n−k

e )n−k
.

Plugging the above into (A.2), we get

P[|A ∩ P | = t] ≥ e−1 + ok(1)√
2π

·

√
k(n− k)

(p(1− p)k2 + o(k2))n
≥ 0.14 ·

√
η

p(1− p)k
.

Here we used that k ≤ (1− η)n.
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