Minors, connectivity, and diameter
in randomly perturbed sparse graphs

Elad Aigner-Horev ∗ Dan Hefetz † Michael Krivelevich ‡

Abstract
Extremal properties of sparse graphs, randomly perturbed by the binomial random graph are considered. It is known that every \( n \)-vertex graph \( G \) contains a complete minor of order \( \Omega(n/\alpha(G)) \). We prove that adding \( \xi n \) random edges, where \( \xi > 0 \) is arbitrarily small yet fixed, to an \( n \)-vertex graph \( G \) satisfying \( \alpha(G) \leq \zeta(\xi)n \) asymptotically almost surely results in a graph containing a complete minor of order \( \tilde{\Omega}(n/\sqrt{\alpha(G)}) \); this result is tight up to the implicit logarithmic terms.

For complete topological minors, we prove that there exists a constant \( C > 0 \) such that adding \( Cn \) random edges to a graph \( G \) satisfying \( \delta(G) = \omega(1) \), asymptotically almost surely results in a graph containing a complete topological minor of order \( \tilde{\Omega}(\min\{\delta(G), \sqrt{n}\}) \); this result is tight up to the implicit logarithmic terms.

Finally, extending results of Bohman, Frieze, Krivelevich, and Martin for the dense case, we analyse the asymptotic behaviour of the vertex-connectivity and the diameter of randomly perturbed sparse graphs.

1 Introduction

Given an \( n \)-vertex graph \( G \) and a distribution \( \mathcal{R}_n \) over all \( n \)-vertex graphs, the union \( G \cup R \) with \( R \sim \mathcal{R}_n \) defines a distribution over the \( n \)-vertex supergraphs of \( G \), referred to as the random perturbation of \( G \) (with respect to \( \mathcal{R}_n \)). More generally, given a family of \( n \)-vertex graphs \( \mathcal{G}_n \), we say that \( \mathcal{G}_n \cup \mathcal{R}_n \) asymptotically almost surely (a.a.s. hereafter) satisfies a given property \( \mathcal{P} \), if \( \lim_{n \to \infty} \mathbb{P}[G \cup R \in \mathcal{P}] = 1 \), whenever \( G \in \mathcal{G}_n \) and \( R \sim \mathcal{R}_n \). We say that \( \mathcal{G}_n \cup \mathcal{R}_n \) a.a.s. does not satisfy \( \mathcal{P} \), if there exists a graph \( G \in \mathcal{G}_n \) such that \( \lim_{n \to \infty} \mathbb{P}[G \cup R \in \mathcal{P}] = 0 \), whenever \( R \sim \mathcal{R}_n \). Given any graph parameter \( f(\cdot) \), we write \( f(G \cup G(n,p)) \) to denote the random variable \( f(G \cup R) \) where \( R \sim \mathcal{G}(n,p) \).

The study of randomly perturbed graphs dates back to the work of Bohman, Frieze, and Martin [15] who proved that \( \mathcal{G}_{n,\delta} \cup \mathcal{G}(n,\Theta(\delta^{-1})) \) is a.a.s. Hamiltonian, where \( \delta > 0 \) is a constant, \( \mathcal{G}_{n,\delta} \) denotes the family of \( n \)-vertex graphs of minimum degree \( \delta(G) \geq \delta n \), and \( \mathcal{G}(n,p) \) denotes the binomial random graph with edge-probability \( p \). Soon afterwards Krivelevich, Sudakov, and Tetali [17] studied the Ramsey properties of \( \mathcal{G}_{n,d} \cup \mathcal{G}(n,p) \), where \( \mathcal{G}_{n,d} \) denotes the family of \( n \)-vertex graphs with edge density at least \( d \), and \( d > 0 \) is independent of \( n \).
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The two aforementioned results mark the initiation of the two most dominant strands of research pertaining to randomly perturbed (hyper)graphs; these being the study of the emergence of spanning configurations in such (hyper)graphs \([11,13,14,19,20,21,22,23,55]\) and the study of their (anti-)Ramsey properties \([1,2,3,5,6,21,22,23,55]\). Modulo few exceptions, in the results comprising these two strands, the (hyper)graphs being perturbed are dense and the random perturbation is binomial.

In the present paper, we analyse the asymptotic behaviour of the order of the largest complete minor, the order of the largest complete topological minor, the vertex-connectivity, and the diameter of (possibly sparse) graphs that are randomly perturbed using the binomial random graph. All of our results, to be detailed next, are not far from being tight.

A graph \(H\) is said to be a minor of a graph \(G\) if \(H\) can be obtained from a subgraph of \(G\) through a series of edge-contractions. The \textit{Hadwiger number} \(H\) results in a graph \(K_h\) with the property that every graph \(G\) such that \(\chi(G)\geq\chi(K_h)\) contains a \(K_h\)-minor. Hadwiger’s conjecture \([35]\) stipulates that \(H\) for every graph \(G\). Conjecturing that \(h(G)\geq\lceil\frac{n}{\alpha(G)}\rceil\) thus forms a natural relaxation of Hadwiger’s conjecture. The weaker bound \(h(G)\geq\lceil\frac{n}{2\alpha(G)-1}\rceil\) was proved by Duchet and Meyniel \([25]\).

Following a rather lengthy series of improvements, the current state of the art is due to Balogh and Kostochka \([12]\) who proved that \(h(G)\geq\lceil\frac{n}{2c+\alpha(G)}\rceil\) holds where \(c = (80 - \sqrt{5392})/126 > 0.052\) is some constant.

Our first result asserts that adding \((1/2 + o(1))n\) random edges to an \(n\)-vertex graph \(G\) a.a.s. results in a graph \(H\) for which \(h(H) = \Omega\left(n/\sqrt{\alpha(G)}\right)\) holds.

**Theorem 1.1.** For every \(\varepsilon > 0\), there exists an \(\alpha > 0\) such that

\[
h(G \cup G(n, p)) = \Omega\left(\frac{n}{\sqrt{\log n \cdot \max\left\{\sqrt{\alpha(G)}, \log n\right\}}\right)
\]

holds a.a.s., whenever \(p := p(n) = \frac{1+\varepsilon}{n}\) and \(G\) is an \(n\)-vertex graph satisfying \(\alpha(G) \leq cn\).

Theorem 1.1 is tight up to logarithmic terms. To see this, let \(G\) be an \(n\)-vertex graph comprised of \(n/(k+1)\) vertex-disjoint cliques, each of size \(k+1\); note that \(e(G) = nk/2\) and \(\alpha(G) = n/(k+1)\). Let \(R \sim G(n, p)\), where \(p := p(n) = \frac{k}{2n}\). Then, a.a.s. \(e(R) \leq nk/2\) entailing \(e(G \cup R) \leq nk/2 + nk/2 = nk\).

Any graph \(H\) that is a minor of \(G \cup R\) must then satisfy \(e(H) \leq e(G \cup R) \leq nk\). In particular, \(h(G \cup R) = O(\sqrt{nk}) = O\left(n/\sqrt{\alpha(G)}\right)\). The logarithmic terms appearing in Theorem 1.1 are artefacts of our approach; it would be interesting to know whether these can be improved upon or removed.

Most vertices of an \(n\)-vertex graph \(G\) are of degree \(\Omega(n/\alpha(G))\) (see Observation 2.1 in the next section). Hence, imposing an upper bound on the independence number of a graph yields a lower bound on its average degree. It is then reasonable to contemplate whether replacing upper bounds on \(\alpha(G)\) with corresponding lower bounds on the average degree of \(G\) in Theorem 1.1 would yield similar results. The following example demonstrates that this is far from the truth. Let \(G = (A \cup B, E)\) be a complete bipartite graph, where \(k := |A| = \sqrt{n}\) and \(|B| = n - k\); note that \(\delta(G) = k\) and \(h(G) = k + 1\). For \(h(G \cup G(n, p)) = \omega(k)\) to hold a.a.s., \(h(G(n, p)[B]) = \omega(k)\) must hold a.a.s. as well. Indeed, at most \(k\) branch sets may intersect \(A\) and any two branch sets that are fully contained
in $B$ may only be connected via a vertex of $A$ or an edge of $G(n,p)$. Having $h(G(n,p)[B]) = \omega(k)$ requires the random perturbation to be of size $\omega(k^2) = \omega(n)$; this, however, is a.a.s. not the case for $p = O(1/n)$. To summarise, adding $\Omega(n)$ random edges to an $n$-vertex graph with minimum degree $\sqrt{n}$ may have insignificant impact on its Hadwiger number; on the other hand, by Theorem 1.1 adding $(1/2 + o(1))n$ random edges to any $n$-vertex graph with independence number $\sqrt{n}$ (and thus average degree $\Omega(\sqrt{n})$) a.a.s. yields a graph with Hadwiger number $\Omega\left(\frac{\sqrt{n}}{\log n}\right)$.

Given a constant $C > 1$, it is known by a result in [31], that $h(G(n,p)) = \Theta(\sqrt{n})$ holds a.a.s. whenever $p := p(n) = C/n$. Consequently, a complete minor of order $\Theta(\sqrt{n})$ typically resides in the perturbed graph considered in Theorem 1.1 by virtue of the random edges alone. Therefore, for Theorem 1.1 to be informative, the right hand side of (1) must dominate $\sqrt{n}$. This imposes that the stronger bound $\alpha(G) = O(n/\log n)$ be upheld for the theorem to be meaningful. Our second result addresses this issue. More importantly, it allows for sparser perturbations at the expense of obtaining a smaller (yet, still non-trivial) complete minor.

**Theorem 1.2.** There exists a constant $c > 0$ such that given an integer $k := k(n) = o(n)$, the bound

$$h(G \cup G(n,p)) = \Omega\left(\frac{n}{\sqrt{\log n} \cdot \max\{\sqrt{\alpha(G)}, \log n\} \cdot k}\right)$$

holds a.a.s. whenever $G$ is an $n$-vertex graph satisfying $\alpha(G) \leq \frac{c}{k}$ and $p := p(n) = \frac{8}{nk}$.

Hadhiger’s conjecture has attracted a lot of attention and significant progress towards its resolution has been made over the years. A classical result by Kostochka [41] and by Thomason [57] asserts that every graph $G$ satisfies $h(G) = \Omega\left(\frac{\overline{d}(G)}{\sqrt{\log(\overline{d}(G))}}\right)$, where $\overline{d}(G)$ denotes the average degree of $G$; a short proof of this theorem can be found in [9]. Building on the work of Norin, Postle, and Song [51] (and references therein), a major breakthrough was recently obtained by Delcourt and Postle [24] who proved that any graph $G$ with chromatic number $r$ satisfies $h(G) = \Omega\left(\frac{r}{\log \log r}\right)$.

For the binomial random graph $G(n,p)$, Hadwiger’s conjecture is known to be true a.a.s. essentially throughout the whole range of $p := p(n)$ (see [31, 45] and references therein). In fact, these results assert that almost all graphs $G$ satisfy

$$h(G) = \Omega\left(\sqrt{\frac{e(G)}{\log(\overline{d}(G))}}\right) \text{ and } \chi(G) = O\left(\frac{\overline{d}(G)}{\log(\overline{d}(G))}\right),$$

implying that Hadwiger’s conjecture holds true for almost all graphs in a rather strong sense.

Fountoulakis, Kühn and Osthus [32] proved that the random 3-regular graph $G_{n,3}$ a.a.s. satisfies $h(G_{n,3}) = \Theta(\sqrt{n})$. Their proof exploits the fact that $G_{n,3}$ can be generated by first sampling a Hamilton cycle $C$ over $[n]$ uniformly at random and then randomly perturbing $C$ using a perfect matching, sampled uniformly at random from all perfect matchings over $V(C)$. As far as we know, this is the first result regarding the Hadwiger number of randomly perturbed graphs.

More recently, Kang, Kang, Kim, and Oum [38] proved that for every $\omega(n^{-2}) = p := p(n) \leq 2/n$ there exists a constant $C > 0$ such that given an $n$-vertex connected graph $G$ of maximum degree
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\[ \Delta \leq \frac{pn^2}{C}, \text{ a.a.s.} \]

\[ h(G \cup G(n, p)) = \Omega \left( \min \left\{ \sqrt{\frac{pn^2}{\log \Delta}}, \frac{pn^2}{\Delta \sqrt{\log \Delta}} \right\} \right) \]

holds.

In light of the aforementioned results, it is natural to wonder whether perturbed variants of Hadwiger’s conjecture can be proved, by which we mean proving that \( h(G \cup G(n, p)) \geq \chi(G \cup G(n, p)) \) holds a.a.s. for any sufficiently large \( n \)-vertex graph \( G \) and non-trivial \( p := p(n) \). A graph \( G \) is said to be vertex-transitive if for any pair of vertices \((u, v) \in V(G) \times V(G)\), there is an automorphism of \( G \) which maps \( u \) to \( v \). Our third result is a consequence of Theorem 1.1; it asserts that a rather modest random perturbation is sufficient in order to a.a.s. generate a graph satisfying Hadwiger’s conjecture in a fairly strong sense provided that the graph being perturbed is vertex-transitive.

**Proposition 1.3.** Let \( 8 < k := k(n) \) be an integer. Then, there exist constants \( c_1, c_2 > 0 \) such that \( G \cup G(n, p) \) a.a.s. satisfies Hadwiger’s conjecture, whenever \( G \) is a vertex-transitive graph on \( n \) vertices satisfying \( c_1k^2 \log^3 n \leq \alpha(G) \leq \frac{c_2n^2}{k^2} \), and \( p := p(n) = \frac{8}{mk} \).

**Remark 1.4.** For a significant range of admissible values of \( k \), the perturbed graph \( G \cup G(n, p) \), considered in Proposition 1.3, satisfies \( h(G \cup G(n, p)) = \omega(\chi(G \cup G(n, p))) \) asymptotically almost surely.

A graph \( H \) is said to be a subdivision of a graph \( K \) if \( H \) can be obtained from \( K \) by repeatedly subdividing\(^1\) edges. A graph \( K \) is said to be a topological minor of a graph \( G \) if \( G \) contains a subdivision of \( K \) as a subgraph. For a graph \( G \), let \( tcl(G) \) denote the largest integer \( r \) such that \( G \) contains a subdivision of \( K_r \).

The order of magnitude of \( tcl(G(n, p)) \) is known provided that \( p := p(n) \geq C/n \), where \( C > 1 \) is independent of \( n \) \[17\] \[27\]. Roughly stated, these results collectively assert that \( tcl(G(n, p)) = \Theta(\min\{pn, \sqrt{n}\}) \) holds a.a.s., whenever \( p \) is as above; the first term arises due to the triviality \( tcl(G) \leq \Delta(G) + 1 \) holding for any graph \( G \); the second term accounts for the so-called space limitation that obstructs the accommodation of large complete topological minors \[17\] \[27\]. Our fourth result reads as follows.

**Theorem 1.5.** There exists a constant \( C > 0 \) such that \( tcl(G \cup G(n, p)) \geq \min \{\delta(G)/8, \sqrt{n/60 \log^2 n}\} \) holds a.a.s. whenever \( p := p(n) \geq C/n \) and \( G \) is an \( n \)-vertex graph satisfying \( \delta(G) = \omega(1) \).

Up to logarithmic terms, Theorem 1.5 is tight with respect to both lower bounds proclaimed in its statement. Indeed, let \( k := k(n) \) and \( p := p(n) \) be such that \( \frac{2 \log n}{n} \leq p = o(k/n) \). Let \( G \) be a \( k \)-regular graph on \( n \) vertices and let \( R \sim G(n, p) \). Then a.a.s. \( \Delta(R) = o(k) \) implying that \( tcl(G \cup R) \leq \Delta(G \cup R) + 1 = (1 + o(1))k \). This establishes the tightness of Theorem 1.5 with respect to the minimum degree of \( G \). As for the second bound, let \( G \sim G(n, 1/3) \) and \( R \sim G(n, o(1)) \). Then, \( G \cup R \sim G(n, p) \) for some \( 1/3 \leq p \leq 1/2 \). It then follows by a classical result of Erdős and Fajtlowicz \[27\] (see \[17\] as well) that \( tcl(G \cup R) = O(\sqrt{n}) \).

\(^1\)The act of subdividing an edge \( e \) in a graph entails the removal of \( e \) and the addition of a degree two vertex whose sole neighbours are the ends of \( e \).
Our next result provides estimates for the vertex-connectivity of randomly perturbed graphs. It is well-known that \( p = (\log n + (k-1) \log \log n)/n \) is the threshold for \( G(n,p) \) being \( k \)-vertex-connected (and also for being \( k \)-edge-connected and for having minimum degree \( k \)).

While there are disconnected \( n \)-vertex graphs \( G \) satisfying \( \delta(G) = \Omega(n) \), Bohman, Frieze, Krivelevich, and Martin [16] proved that adding \( \omega(1) \) random edges to such a graph \( G \) a.a.s. results in a graph \( H \) satisfying \( \kappa(H) \geq k \), provided that \( k \) is independent of \( n \). For \( \omega(1) = k = O(n) \), they proved that \( \Omega(k) \) random edges suffice in order to a.a.s. obtain a \( k \)-connected graph (consult [16] regarding the implicit constants in the Big O and Big \( \Omega \) notation); their results are tight in terms of the number of random edges needed. Our fifth result provides an extension of these results by accommodating the random perturbation of sparse graphs.

Theorem 1.6. Let \( n, k := k(n) \) and \( s := s(n) \) be positive integers satisfying \( k \leq s/17 \).

(a) Let \( G = (V,E) \) be an \( n \)-vertex graph satisfying \( \delta(G) = s \), where \( s = o(n) \). Then, a.a.s. \( \kappa(G \cup \tilde{G}(n,p)) \geq k \) holds, whenever \( p := p(n) \geq \frac{c(k+\log(n/s))}{ns} \) and \( c \) is a sufficiently large constant.

(b) There exists an \( n \)-vertex graph \( G_0 \) satisfying \( \delta(G_0) \geq s \) such that \( \kappa(G_0 \cup H) < k \) holds, whenever \( H \) is a graph having fewer than \( k]\{n/(s+1)\}/2 \) edges. Moreover, if \( \omega(1) = s = o(n) \), then \( \kappa(G_0 \cup \tilde{G}(n,p)) = 0 \) holds a.a.s. whenever \( p := p(n) \leq \frac{1-o(1)\log(n/s)}{ns} \).

Lastly, we consider the asymptotic behaviour of the diameter of randomly perturbed sparse graphs. For a connected graph \( G \), let \( \text{diam}(G) = \max \{ \text{dist}_G(u,v) : u,v \in \left(V(G)\right) \} \) denote the diameter of \( G \), where \( \text{dist}_G(u,v) \) is the length of a shortest \( uv \)-path in \( G \); if the latter is disconnected, then \( \text{diam}(G) = \infty \). The threshold for the property \( \text{diam}(G(n,p)) = d \) is known for every fixed integer \( d \geq 2 \); it is roughly \( \tilde{O}(n^{-d+1/2}) \) (see, e.g. [34 Theorem 7.1]). If \( p := p(n) = \frac{\omega(\log n)}{n} \), then \( \text{diam}(\tilde{G}(n,p)) = (1+o(1))\frac{\log n}{\log(np)} \) a.a.s. [34 Theorem 7.2].

While there are \( n \)-vertex graphs \( G \) satisfying \( \delta(G) = \Omega(n) \) whose diameter is infinite, Bohman, Frieze, Krivelevich, and Martin [16] proved that such graphs are not far from having constant diameter. More precisely, they proved that adding \( \omega(1) \) random edges to such a graph \( G \) a.a.s. results in a graph whose diameter is at most \( 5 \), that adding \( \Omega(\log n) \) edges to such a graph a.a.s. results in a graph whose diameter is at most \( 3 \), and that adding \( \Omega(n \log n) \) random edges a.a.s. has the resulting graph having diameter at most \( 2 \). Their results are tight in terms of the number of random edges needed. Our sixth result extends these results by allowing the graph being perturbed to be sparse.

Theorem 1.7. Let \( n \) and \( k := k(n) = o(n) \) be integers, let \( p := p(n) = \omega\left(\frac{\log(n/k)}{nk}\right) \), and let \( q = 1 - (1-p)^{k^2} \).

(a) Let \( G \) be an \( n \)-vertex graph with minimum degree \( k \). Then, a.a.s. \( \text{diam}(G \cup \tilde{G}(n,p)) \leq \frac{(5+\omega(1))\log(n/k)}{\log(np/(2k))} \).

(b) There exists an \( n \)-vertex graph \( G_0 \) satisfying \( \delta(G_0) \geq k \) such that a.a.s. \( \text{diam}(G_0 \cup \tilde{G}(n,p)) > \frac{(1-o(1))\log(n/k)}{\log(np/k)} \).

The rest of this paper is organised as follows. In Section 2 we prove Theorem 1.1. In Section 3 we prove Theorem 1.2. In Section 4 we prove Proposition 1.3. In Section 5 we prove Theorem 1.5.
In Section 6 we prove Theorem 1.6. Finally, in Section 7 we prove Theorem 1.7. Throughout this paper, unless explicitly stated otherwise, log stands for the natural logarithm. We omit floor and ceiling signs whenever they are not crucial.

2 Complete minors in randomly perturbed graphs

In this section, we prove Theorem 1.1. We commence with the following observation alluded to in the introduction. Given a graph \( G \) and a positive integer \( k \), let \( B := \{v \in V(G) : \deg_G(v) < k\} \). Then,

\[
\alpha(G) \geq \alpha(G[B]) \geq |B|/(\Delta(G[B]) + 1) \geq |B|/k
\]

implying that \( |B| \leq k\alpha(G) \). We have thus shown the following.

**Observation 2.1.** For every \( \eta > 0 \) and every \( n \)-vertex graph \( G \), all but at most \( \eta n \) vertices \( v \in V(G) \) satisfy \( \deg_G(v) \geq \lfloor \eta n/\alpha(G) \rfloor \).

Given an \( n \)-vertex graph \( G \), a set \( X \subseteq V(G) \) of size \( \ell \) formed by choosing each of its members independently and uniformly at random from \( V(G) \) without replacement, is said to be an \( \ell \)-uniform subset of \( G \) (\( \ell \)-set, hereafter). A \((k, \ell)\)-ensemble of \( G \) is a sequence \((X_1, \ldots, X_k)\) of \( \ell \)-sets, all sampled in succession such that the ambient set from which \( X_i \) is sampled is \( V(G) \setminus \bigcup_{j=1}^{i-1} X_j \). The size of such an ensemble is \( \left| \bigcup_{i=1}^{k} X_i \right| = k\ell \). For distinct indices \( i, j \in [k] \), set \( X^{(i,j)} = \emptyset \) if \( j < i \), and \( X^{(i,i)} = \bigcup_{r=i}^{j} X_r \), otherwise; put \( X := X^{(1,k)} \).

The following lemma forms our main step towards identifying the potential branch sets of the sought after minor.

**Lemma 2.2.** Given \( \gamma \in (0, 1/12) \), set \( \alpha \) such that \( \gamma^2 \alpha^{-1} \geq 2 \). Let \( G \) be an \( n \)-vertex graph satisfying \( \alpha(G) \leq \alpha n \) and define the quantities

\[
\ell := \max \left\{ \frac{2}{\gamma} \sqrt{\alpha(G)}, \frac{32}{\gamma} \log n \right\} \quad \text{and} \quad k := \gamma n/\ell.
\]

Let \((X_1, \ldots, X_k)\) be a \((k, \ell)\)-ensemble of \( G \) and let \((U_1, \ldots, U_k)\) be a \((k, \ell)\)-ensemble of \( G \setminus X \). Then, the following properties hold a.a.s. simultaneously.

(E.1) For every \( i \in [k] \), there exists a set \( N_i \subseteq N_G(X_i) \) satisfying \( |N_i| \geq k/3 \) and \( N_i \cap X = \emptyset \);

(E.2) \(|\{j \in [k] : N_i \cap U_j \neq \emptyset\}\| = \Omega_\gamma(k) \) for every \( i \in [k] \).

**Proof.** The proof proceeds via two rounds of exposure. First, the ensemble \((X_1, \ldots, X_k)\) is shown to satisfy Property (E.1) asymptotically almost surely. Then, an ensemble \((X_1, \ldots, X_k)\) satisfying Property (E.1) is fixed and subsequently the ensemble \((U_1, \ldots, U_k)\) is sampled and proven to a.a.s. satisfy Property (E.2).

Starting with Property (E.1), choose the \( \ell \)-sets \( X_1, \ldots, X_k \) in succession. Fix \( i \in [k] \) and consider the ongoing formation of \( X_i \). For \( j \in [\ell] \), let \( X_i^{(j)} \) denote the subset of \( X_i \) formed after precisely \( j \) vertices have been placed in \( X_i \). For every \( i \in [k] \) let \( A_i^{(0)} \subseteq A_i^{(1)} \subseteq \ldots \subseteq A_i^{(\ell)} \) be a sequence of sets...
constructed as follows. First, set \( A_i(0) = \emptyset \). Assume we have already defined \( A_i^{(0)} \subseteq \ldots \subseteq A_i^{(j)} \) for some \( 0 \leq j < \ell \) and now wish to define \( A_i^{(j+1)} \). If \( |A_i^{(j)}| \geq k/2 \), set \( A_i^{(j+1)} = A_i^{(j)} \); otherwise, define \( A_i^{(j+1)} \) as follows. Set

\[
R_{j+1} = V(G) \setminus \left( X_i^{(1,j-1)} \cup X_i^{(j)} \cup A_i^{(j)} \right),
\]

and define \( R_j^{(j+1)} = R_{j+1} \setminus B_{j+1} \), where

\[
B_{j+1} := \left\{ v \in R_{j+1} : \deg_{G[R_{j+1}]}(v) < \gamma \frac{|R_{j+1}|}{\alpha(G[R_{j+1}])} \right\}.
\]

Let \( v_j+1 \in X_i^{(j+1)} \setminus X_i^{(j)} \) denote the \((j+1)\)st vertex sampled and added to \( X_i \). If \( v_j+1 \) is chosen from \( R_j^{(j+1)} \), then set \( A_i^{(j+1)} = A_i^{(j)} \cup N_{G[R_{j+1}]}(v_j+1) \); otherwise, set \( A_i^{(j+1)} = A_i^{(j)} \). For every \( i \in [k] \) set \( A_i = A_i^{(i)} \) and let \( N_i = A_i \setminus X_i \); note that \( N_i \subseteq N_{G}(X_i) \) and \( N_i \cap X_i = \emptyset \). It thus remains to prove that a.a.s. \( |N_i| \geq k/3 \) for every \( i \in [k] \). For every \( i \in [k] \), define the events

\[
\mathcal{E}_i^{(1)} : |A_i| \geq k/2, \quad \text{and} \quad \mathcal{E}_i^{(2)} : |A_i \cap X_i| \leq 2\gamma |A_i|.
\]

Using the assumption \( \gamma < 1/12 \), it follows that

\[
\Pr[\text{Property (E.1) fails}] \leq \Pr[\mathcal{E}_i^{(1)} \text{ fails for some } i \in [k]] + \sum_{i=1}^{k} \Pr[\mathcal{E}_i^{(2)} \mid \mathcal{E}_i^{(1)} \text{ holds}].
\]

We prove that the two terms appearing on the right hand side of (4) are both \( o(1) \).

Commencing with the first term, fix some \( i \in [k] \) and some integer \( 0 \leq j < \ell \) for which \( |A_i^{(j)}| < k/2 \).

Since \( |X_i^{(1,j-1)} \cup X_i^{(j)}| \leq k\ell \gamma n \), \( |A_i^{(j)}| < k/2 < \gamma n \), and \( \gamma < 1/3 \), it follows that \( |R_{j+1}| \geq (1-2\gamma)n \geq \gamma n \). Observation 2.1 applied to \( G[R_{j+1}] \), implies that \( |B_{j+1}| \leq \gamma \cdot |R_{j+1}| \). Therefore

\[
|R_j^{(j+1)}| \geq |R_{j+1}|(1-\gamma) \geq \gamma n/2,
\]

where the last inequality holds for \( \gamma \leq 1/2 \). If \( v_j+1 \) is chosen from \( R_j^{(j+1)} \), then its addition results in \( A_i^{(j+1)} = A_i^{(j)} \cup N_{G[R_{j+1}]}(v_j+1) \) being set; the latter leads to an increase of at least

\[
\gamma \frac{|R_{j+1}|}{\alpha(G[R_{j+1}])} \geq \frac{\gamma^2 n}{\alpha(G)} \geq \gamma^2 \alpha^{-1} \geq 1
\]

in the size of the eventual set \( A_i \), where for the last inequality we rely on our choice of \( \alpha \). This choice also supports the inequality

\[
\gamma^2 \frac{n}{\alpha(G)} \geq \gamma \ell \frac{\ell}{4} \geq \gamma \ell \frac{n}{2\ell} = k/2.
\]

Hence, if \( v_j \) is chosen from \( R_j \) for at least \( \gamma \ell/4 \) indices \( j \in [\ell] \), then \( |A_i| \geq k/2 \).

For \( i \in [k] \) and \( r \in [\ell] \), the addition of the \( r \)th vertex \( v_r \) to \( X_i \) is termed \textit{successful} if \( |A_i^{(r-1)}| \geq k/2 \) or \( v_r \in R_i \). If the former holds, then the addition is successful with probability one; otherwise, by (5) the addition is successful with probability at least \( \gamma/2 \). These probability bounds hold regardless of the outcome of previous additions to \( X_i \). Let \( Z_i \) denote the number of successful vertex-additions.
to $X_i$ and let $Z \sim \text{Bin} (\ell, \gamma/2)$. Then, $\mathbb{P}[Z_i < h] \leq \mathbb{P}[Z < h]$ holds for every $h$. An application of Chernoff’s inequality (see, e.g. [37, Theorem 2.1]) and the union-bound then yield

$$\mathbb{P} \left[ \mathcal{E}_i^{(1)} \text{ fails for some } i \in [k] \right] \leq \mathbb{P} \left[ Z_i < \frac{\gamma}{4} \ell \text{ for some } i \in [k] \right] \leq k \cdot \exp \left\{ -\frac{\gamma \ell}{16} \right\},$$

where the last equality holds since $k \leq n$.

To handle the second term appearing on the right hand side of (4), it suffices to prove that

$$\mathbb{P} \left[ |A_i \cap \mathcal{X}| > 2 \gamma |A_i| \mid |A_i| \geq k/2 \right] = o(1/k)$$

holds for every $i \in [k]$. Fix any $i \in [k]$. Note that $|\mathcal{X}| = k \ell = \gamma n$ and that whenever a vertex is sampled and added to $\mathcal{X}$, the probability that it is in $A_i$ as well is at most $\frac{|A_i|}{(1-\gamma)n}$ (in some cases this probability is actually zero) and this holds regardless of the outcome of previous additions to $\mathcal{X}$. Indeed, $\mathcal{X}^{(1,i)} \cap A_i = \emptyset$ by definition (see [3]) and when elements of $\mathcal{X}^{(1+1,k)}$ are sampled, $A_i$ is already determined. This stronger bound is not needed for our calculations. It follows that $\mathbb{P} \left[ |A_i \cap \mathcal{X}| > h \mid |A_i| \geq k/2 \right] \leq \mathbb{P}[L > h]$ for every $h$, where $L \sim \text{Bin} \left( \gamma n, \frac{|A_i|}{(1-\gamma)n} \right)$. Since $\gamma \leq 1/3$, it follows that $\mathbb{E}[L] = \frac{\gamma}{1-\gamma} |A_i| \leq 1.5 \gamma |A_i|$. An application of Chernoff’s inequality then yields

$$\mathbb{P} \left[ |A_i \cap \mathcal{X}| > 2 \gamma |A_i| \mid |A_i| \geq k/2 \right] \leq \exp \left\{ -\Omega_\gamma(|A_i|) \right\} \frac{|A_i|^{k/2}}{\exp \left\{ -\Omega_\gamma(k) \right\}} = o(1/k),$$

where the last equality holds since $k = \Omega(\sqrt{n})$ by (2).

Combining (4), (6), and (7) implies that Property (E.1) holds a.a.s. as required.

We proceed to establishing Property (E.2). Fix a $(k, \ell)$-ensemble $(X_1, \ldots, X_k)$ satisfying Property (E.1). For $i \in [k]$, let $N_i \subseteq N_G(X_i) \setminus \mathcal{X}$ be a set of size $|N_i| = k/3$. For $i \in [k]$ and an ensemble $(U_1, \ldots, U_k)$ let $u_i = \{ j \in [k] : U_j \cap N_i \neq \emptyset \}$. It suffices to prove that there exists a constant $c > 0$ such that

$$\mathbb{P} \left[ u_i < c k \mid |N_i| = k/3 \right] = o(1/k)$$

holds for every $i \in [k]$. Hence, fix some $i \in [k]$ for the remainder of the proof. Generate the sets $U_1, \ldots, U_k$ one by one. Assume that, for some $j \in [k]$, we have already sampled $U_1, \ldots, U_{j-1}$ and now wish to sample $U_j$. Let $N'_i = N_i \cap \bigcup U_1 \cup \cdots \cup U_{j-1}$ and let $N''_i = N_i \setminus N'_i$. Let $Z \sim \text{HG}(1-2\gamma)n, k/3, \gamma n)$; in particular $\mathbb{E}(Z) = \frac{\gamma k}{3(1-2\gamma)} \leq \gamma k/2$, where the inequality holds since $\gamma < 1/12$. Since $|\mathcal{X}| = \gamma n$ and $|U_1 \cup \cdots \cup U_{j-1}| = (j-1)\ell \leq k\ell = \gamma n$, it follows that $\mathbb{P}[|N''_i| \geq h \mid |N_i| = k/3] \leq \mathbb{P}[Z \geq h]$ holds for every $h$. An application of Chernoff’s inequality (see, e.g. [37, Theorem 2.10]) thus implies that

$$\mathbb{P} \left[ |N''_i| \leq k/4 \mid |N_i| = k/3 \right] \leq \mathbb{P} \left[ |N'_i| \geq \gamma k \mid |N_i| = k/3 \right] \leq \mathbb{P}[Z \geq 2\mathbb{E}(Z)] \leq \exp(-c' k),$$

where the first inequality holds since $\gamma < 1/12$ and $c' := c'(\gamma) > 0$ is an appropriate constant. Therefore

$$\mathbb{P} \left[ N_i \cap U_j = \emptyset \mid |N''_i| \geq k/4 \right] = \frac{\binom{n-|\mathcal{X}\cup U_1\cup\cdots\cup U_{j-1}\cup N''_i|}{\ell}}{\binom{n-|\mathcal{X}\cup U_1\cup\cdots\cup U_{j-1}|}{\ell}} \leq 1 - c'',$$
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where $c'' > 0$ is an appropriate constant (the latter inequality holds by the birthday paradox and can also be verified via a direct calculation). Therefore
\[
P \left[ N_i \cap U_j = \emptyset \mid |N_i| = k/3 \right] \leq P \left[ |N_i''| \leq k/4 \mid |N_i| = k/3 \right] + P \left[ N_i \cap U_j = \emptyset \mid |N_i''| \geq k/4 \right] \leq 1 - c''/2.
\]

We conclude that $P \left[ N_i \cap U_j \neq \emptyset \mid |N_i| = k/3 \right] \geq c''/2$ for every $j \in [k]$, and this holds regardless of whether $N_i \cap \left( \bigcup_{r \in J} U_r \right)$ is empty or not for any $J \subseteq [k] \setminus \{j\}$. Let $X \sim \text{Bin}(k, c''/2)$; then $P[u_i < h \mid |N_i| = k/3] \leq P[X < h]$ holds for every $h$. It thus follows by Chernoff’s inequality that
\[
P \left[ u_i < c''k/4 \mid |N_i| = k/3 \right] \leq P \left[ X < \mathbb{E}(X)/2 \right] \leq \exp(-c''k/16) = o(1/k)
\]
as required.

We are now ready to prove Theorem 1.1.

**Proof of Theorem 1.1.** Given $\varepsilon > 0$, set an auxiliary constant
\[
0 < \zeta < \min \left\{ \frac{1}{12}, \frac{\varepsilon^2}{48} \right\}.
\]

Let $G$ be an $n$-vertex graph, with $n$ being sufficiently large, and set $\ell$ and $k$ to be as in [2] with $\gamma = \zeta$.

Extending a result of Ajtai, Komlós, and Szemerédi [8], Krivelevich and Sudakov [46] (see also [10, Page 220]) proved that $R \sim \mathbb{G}(n, (1 + \varepsilon)/n)$ a.a.s. contains a path $P$ of length $\left\lceil \frac{\varepsilon^2 n}{12k} \right\rceil$. Let $P_1, \ldots, P_{2k}$ be a collection of $2k$ vertex-disjoint sub-paths of $P$, each of length $\ell$. Such a partition exists since $2k(\ell + 1) \leq |V(P)|$ holds by [2] and [8].

Any subgraph $K$ of $R \sim \mathbb{G}(n, p)$ is distributed uniformly over all copies of $K$ in $K_n$. To see this, note that $R \sim \mathbb{G}(n, p)$ can be generated as follows. First, generate $R' \sim \mathbb{G}(n, p)$. Then, pick a permutation $\pi \in S_n$ uniformly at random and set $R := ([n], \{\pi(u)\pi(v) : uv \in E(R')\})$. The resulting distribution coincides with that of $\mathbb{G}(n, p)$. It follows that $(V(P_1), \ldots, V(P_k))$ and $(V(P_{k+1}), \ldots, V(P_{2k}))$ both form $(k, \ell)$-ensembles of $G$ with the added property that the members across both ensembles are pairwise disjoint.

Lemma 2.2 applied to $(V(P_1), \ldots, V(P_k))$ and $(V(P_{k+1}), \ldots, V(P_{2k}))$ with $\gamma = \zeta$, asserts that a.a.s. for every $i \in [k]$ there exists a set $N_i \subseteq N_G(V(P_i))$ satisfying Property (E.1) and such that the sets $(N_1, \ldots, N_k)$ and $(V(P_{k+1}), \ldots, V(P_{2k}))$ satisfy Property (E.2). It follows that $G \cup R$ a.a.s. contains some graph $H$ as a minor such that $v(H) = 2k$, $e(H) = \Omega(k^2)$, and whose branch sets are $V(P_1), \ldots, V(P_{2k})$. The Kostochka-Thomason Theorem [9, 41, 57] then asserts that $H$, and thus also $G \cup R$, contains a complete minor of order
\[
\Omega \left( \frac{k}{\sqrt{\log k}} \right) = \Omega \left( \frac{n}{\sqrt{\log n \cdot \ell}} \right)
\]
as required.
3 Complete minors arising from sparse perturbations

In this section, we deduce Theorem 1.2 from Theorem 1.1.

**Proof of Theorem 1.2.** Let \( \varepsilon \in (0, 1) \) be fixed and set \( \alpha := \alpha(\varepsilon) \) to be the constant guaranteed by Theorem 1.1. Note that \( 0 < \alpha \leq 1 \). Set \( c = \alpha/3 \). Since \( k = o(n) \), it follows that \( p = o(k^{-2}) \). Let \( r = n/(2k) \); we claim that \( G \) admits pairwise vertex-disjoint paths \( P_1, \ldots, P_r \), each of length \( k - 1 \).

Indeed, assuming that for some \( i \in [r] \), the paths \( P_1, \ldots, P_{i-1} \) have already been constructed, the path \( P_i \) is found as follows. Let \( G_i = G \setminus (V(P_1) \cup \ldots \cup V(P_{i-1})) \), so that \( |V(G_i)| = n - (i - 1)k \geq n - r k = n/2 \). Let \( G'_i \) be the graph obtained from \( G_i \) by repeatedly discarding vertices of degree at most \( k - 1 \). Note that \( \alpha(G'_i) \leq \alpha(G) \). Moreover, \( G'_i \) is non-empty and thus \( \delta(G'_i) \geq k \) holds by construction. Indeed, let \( S = V(G_i) \setminus V(G'_i) \) and assume for a contradiction that \( |S| \geq n/2 \). Observe that \( G_i[S] \) is \( (k - 1) \)-degenerate, implying that

\[
\alpha(G) \geq \alpha(G_i[S]) \geq \frac{|S|}{k} \geq \frac{n}{2k} > \frac{cn}{k} \geq \alpha(G),
\]

which is clearly a contradiction. It follows that \( G'_i \) contains a path of length \( k - 1 \) which we denote by \( P_i \).

Define two auxiliary graphs, namely \( \Gamma_G \) and \( \Gamma_R \), such that \( V(\Gamma_G) = V(\Gamma_R) = \{u_1, \ldots, u_r\} \) and, for any \( 1 \leq i < j \leq r \), there is an edge of \( \Gamma_G \) (respectively, \( \Gamma_R \)) connecting \( u_i \) and \( u_j \) if and only if \( E_G(V(P_i), V(P_j)) \neq \emptyset \) (respectively, \( E_R(V(P_i), V(P_j)) \neq \emptyset \)). Then

\[
\alpha(\Gamma_G) \leq \alpha(G) \leq \frac{cn}{k} \leq \alpha r
\]

and \( \Gamma_R \sim \mathbb{G}(r, q) \), where \( q \geq \frac{1+\varepsilon}{r} \). To justify the latter inequality, note that \( pk^2 = o(1) \) by assumption, implying that

\[
\Pr\{u_i, u_j \notin E(\Gamma_R)\} = (1-p)^k \leq \exp\left(-pk^2\right) = 1 - pk^2 + o(pk^2)
\]

\[
\leq 1 - \frac{pk^2}{2} \leq 1 - \frac{4k}{n} \leq 1 - \frac{1+\varepsilon}{r}
\]

holds for any \( 1 \leq i < j \leq r \), where the last equality holds since \( p = \frac{8}{nk} \) and the last inequality holds since \( r = \frac{n}{2k} \) and \( \varepsilon < 1 \).

Since \( r = \omega(1) \) holds by our assumption that \( k = o(n) \), it follows by Theorem 1.1 that

\[
h(G \cup R) \geq h(\Gamma_G \cup \Gamma_R) = \Omega\left(\frac{r}{\sqrt{\log r \cdot \max \{\sqrt{\alpha(\Gamma_G)} \log r, \log r\}}\right)
\]

\[
= \Omega\left(\frac{n}{\sqrt{\log n \cdot \max \{\sqrt{\alpha(G)} \log n, \log n\} \cdot k}}\right).
\]

holds asymptotically almost surely.
4 Hadwiger’s conjecture for randomly perturbed vertex-transitive graphs

In this section, we prove Proposition 1.3. The following result is an immediate consequence of Proposition 1.3.4 and Lemma 1.6.4 from [56].

**Proposition 4.1.** Let $G$ be a vertex-transitive graph on $n$ vertices. Then, $\chi(G) \leq (1+\log n)n/\alpha(G)$.

**Proof of Proposition 1.3.** Let $k, p$ and $G$ be as in the premise of the proposition, and let $c_2 > 0$ be the constant whose existence is ensured by Theorem 1.2. Since $p = \frac{k}{nk}$ and $k > 8$, the results seen in [34, Chapter 2] assert that $\chi(R) \leq 3$ a.a.s. holds as at this edge-probability all components of the random graph are a.a.s. either trees or unicyclic. Consequently, $\chi(G \cup R) \leq \chi(R) \leq 3 \chi(G)$ holds asymptotically almost surely. On the other hand, Theorem 1.2, Proposition 4.1, and the lower bound imposed on $\alpha(G)$, where $c_1$ is assumed to be a sufficiently large constant, together imply that a.a.s.

$$h(G \cup R) = \Omega \left( \frac{n}{\sqrt{\alpha(G) \log n \cdot k}} \right) \geq 3 \chi(G).$$

■

5 Complete topological minors in randomly perturbed graphs

In this section, we prove Theorem 1.5. The core property of the random perturbation facilitating this proof is stated and established in Section 5.1. A proof of Theorem 1.5 can be seen in Section 5.2.

5.1 Properties of random graphs

The main result of this section reads as follows.

**Proposition 5.1.** There exists a constant $C > 0$ such that $R \sim G(n,C/n)$ a.a.s. satisfies the property that every subset $U \subseteq [n]$ of size $|U| \geq 0.9n$ contains a subset $U' \subseteq U$ of size $|U'| \geq 0.8n$ such that $\delta(R[U']) \geq C/2$.

Before proving Proposition 5.1, we collect some properties of random graphs facilitating our proof.

**Lemma 5.2.** There exists a constant $C > 0$ such that $R \sim G(n,C/n)$ a.a.s. satisfies the property that for every $U \subseteq [n]$ of size $|U| \geq 0.9n$, there exists a subset $U' \subseteq U$ of size $|U'| \geq 0.8n$ such that $\delta(R[U']) \geq C/2$.

**Proof.** A standard application of Chernoff’s inequality shows that the probability that there are disjoint sets $X$ and $W$ such that $|X| = 0.1n$, $|W| \geq 0.8n$, and $e_R(X,W) < 0.05Cn$ is at most

$$2^n \cdot 2^n \cdot \Pr \left[ \Bin(0.08n^2, C/n) \leq 0.05Cn \right] < 4^n e^{-\Theta(C)n} = o(1),$$

where the last equality holds for a sufficiently large constant $C$. Assume then, for the remainder of the proof, that $e_R(X,W) \geq 0.05Cn$ whenever $X$ and $W$ are disjoint sets of sizes $|X| = 0.1n$ and $|W| \geq 0.8n$. 11
Fix some $U \subseteq [n]$ of size $|U| \geq 0.9n$. Repeatedly remove vertices of $U$ whose degree in the current subgraph of $R[U]$ is strictly smaller than $C/2$; denote the resulting subset of $U$ by $U'$. Suppose for a contradiction that $|U'| < 0.8n$. Let $X$ be an arbitrary subset of $U \setminus U'$ of size $0.1n$ and let $W = U \setminus X$; note that $|W| \geq 0.8n$. Therefore

$$0.05Cn \leq e_R(X, W) < |X| \cdot C/2 = 0.05Cn.$$  

This contradiction concludes the proof of the lemma as $\delta(R[U']) \geq C/2$ holds by construction.

The next two lemmas consider the edge distribution of random graphs.

**Lemma 5.3.** There exists a constant $C > 0$ such that $R \sim \mathbb{G}(n, C/n)$ a.a.s. satisfies the property that $e_R(X) < C|X|/8$ whenever $X \subseteq [n]$ is of size $|X| \leq n/e^{10}$.

**Proof.** The probability that there exists a set $X \subseteq [n]$ of size $|X| \leq n/e^{10}$ such that $e_R(X) \geq C|X|/8$ is at most

$$\sum_{t=1}^{n/e^{10}} \left( \frac{n}{t} \right) \left( \frac{Ct/8}{n} \right) C^{t/8} \leq \sum_{t=1}^{n/e^{10}} \frac{e^{Ct/8}}{t} \left( \frac{t}{n} \right)^{C/8} \leq \sum_{t=1}^{n/e^{10}} \frac{e^{Ct/8}}{t} \left( \frac{t}{n} \right)^{C/8} \leq \log n \frac{\log n}{n} + n \left( e^{C-10C/9} \right)^{\log n} = o(1) + ne^{-C \log n/9} = o(1),$$

where throughout we rely on $C$ being sufficiently large.

**Lemma 5.4.** There exists a constant $C > 0$ such that $R \sim \mathbb{G}(n, C/n)$ a.a.s. satisfies the property that $e_R(X, Y) > 0$ whenever $X, Y \subseteq [n]$ are disjoint subsets of sizes $|X|, |Y| \geq n/(2e^{10})$.

**Proof.** The probability that there exist two disjoint subsets $X, Y \subseteq [n]$ of sizes $|X|, |Y| \geq n/(2e^{10})$ such that $E_R(X, Y) = \emptyset$ is at most

$$2^n \cdot 2^n \cdot (1 - C/n)^{n^2/(4e^{20})} \leq 4^n \cdot \exp \left\{ -Cn/(4e^{20}) \right\} = o(1),$$

where the last equality holds for a sufficiently large constant $C$.

We are ready to prove Proposition 5.1.

**Proof of Proposition 5.1.** Let $C$ be a sufficiently large constant and let $R \sim \mathbb{G}(n, C/n)$; for the remainder of the proof we assume that $R$ satisfies the properties stated in Lemmas 5.2, 5.3, and 5.4. Fix $U \subseteq [n]$ of size $|U| \geq 0.9n$. Then, there exists a subset $U' \subseteq U$ of size $|U'| \geq 0.8n$ such that $\delta(R[U']) \geq C/2$; denote $R[U']$ by $R'$. Given $u \in U'$ and a non-negative integer $i$, let $B_u^{(i)}$ denote the set of vertices in $U'$ whose distance from $u$ in $R'$ is at most $i$. Fix some $u \in U'$ and some non-negative integer $k$ for which $|B_u^{(k)}| \leq n/(2e^{10})$. Denote $B_u^{(k)}$ by $X$ and let $Y = N_{R'}(X) = B_u^{(k+1)} \setminus B_u^{(k)}$. Suppose for a contradiction that $|Y| \leq |X|$. Then $|X \cup Y| \leq n/e^{10}$ and

$$e_R(X \cup Y) \geq e_R^*(X \cup Y) \geq |X|\delta(R')/2 \geq C|X|/4 \geq C|X \cup Y|/8,$$

where
contrary to the assertion of Lemma 5.3. It follows that \( |B_u^{(k+1)}| = |X \cup Y| \geq 2|X| = 2|B_u^{(k)}| \). Therefore, \( |B_u^{(i)}| \geq \min\{2^i, n/(2e^{10})\} \) holds for any \( u \in U' \) and any non-negative integer \( i \). We conclude that \( B_u^{(\log_2 n)} \cap B_v^{(\log_2 n)} \neq \emptyset \) or \( e_{R'}(B_u^{(\log_2 n)}, B_v^{(\log_2 n)}) > 0 \) holds for any pair of distinct vertices \( u, v \in U' \), giving rise to a \( uv \)-path in \( R' \) of length at most \( 2\log_2 n + 1 \leq 3\log_2 n \) between any two such vertices. ■

5.2 Proof of Theorem 1.5

Prior to proving Theorem 1.5, we state and prove the following lemma which is used in order to identify the branch vertices of the topological minor proclaimed to a.a.s. exist by this theorem.

Lemma 5.5. Let \( s \) and \( n \) be positive integers satisfying \( 64 \leq s^2 \leq n \) and let \( G \) be an \( n \)-vertex graph of minimum degree \( \delta(G) \geq s \). Then, \( G \) contains a family of \( s/8 \) pairwise vertex-disjoint copies of \( K_{1,s/4} \).

Proof. Let \( B = (X \cup Y, E) \) be a spanning bipartite subgraph of \( G \) of minimum degree \( \delta(B) \geq s/2 \); any maximum cut of \( G \) defines such a bipartite subgraph. Without loss of generality, assume that \( |X| \leq n/2 \). Let \( S_1, \ldots, S_t \) be a maximal collection of pairwise vertex-disjoint copies of \( K_{1,s/4} \) in \( B \), each having its centre vertex \( v \) residing in \( X \). Let \( M \) denote the set of all centre vertices of said copies and let \( L \) denote the set of all leaves of these copies.

Assume for a contradiction that \( t < s/8 \) which in turn implies that \( |L| = ts/4 < s^2/32 \). Each vertex in \( Y \setminus L \) has at least \( s/2 - t > s/2 - s/8 = 3s/8 \) neighbours in \( X \setminus M \). In particular,

\[
e_B(X \setminus M, Y \setminus L) \geq |Y \setminus L| \cdot 3s/8 \geq (n/2 - s^2/32) \cdot 3s/8 \geq ns/8
\]

holds, implying that there exists a vertex \( x \in X \setminus M \) satisfying

\[
\deg_{B'}(x) \geq \frac{ns/8}{n/2} = s/4,
\]

where \( B' := B[X \setminus M, Y \setminus L] \). This contradicts the maximality of the collection \( S_1, \ldots, S_t \). ■

We are ready to prove Theorem 1.5.

Proof of Theorem 1.5. Let \( C > 0 \) be a constant as in the statement of Proposition 5.1. Set

\[
\ell = \min\{\delta(G)/8, \sqrt{n/60 \log_2 n}\},
\]

and let \( S_1, \ldots, S_\ell \) be a collection of vertex-disjoint copies of \( K_{1,2\ell} \) in \( G \) (stars, hereafter); such a collection exists in \( G \) by Lemma 5.5. Let \( M \) denote the set of centre vertices of these stars; in what follows we provide a probabilistic construction of a topological \( K_\ell \)-minor whose branch vertices coincide with \( M \).

For every \( i \in [\ell] \) let \( L_i \) denote the leaf vertices of \( S_i \); set \( L = \bigcup_{i \in [\ell]} L_i \), and fix an arbitrary linear ordering of the members of \( L_i \) for every \( i \in [\ell] \). Let \( Z = V(G) \setminus (M \cup L) \) and note that \( |Z| \geq 0.95n \)

For \( n \geq 2 \), the unique vertex of \( K_{1,n} \) whose degree exceeds one is called its centre vertex.
as $|M| + |L| = \ell + 2\ell^2 \leq n/\log_2 n = o(n)$. Expose the perturbation $R \sim \mathcal{G}(n, C/n)$ over $Z$ only and consider the following construction. Set $k = 1$ and initialise $Z_{k} := Z$ and $L_{i}^{(k)} := L_{i}$ for every $i \in [\ell]$. Fix an arbitrary linear ordering of the elements of $\mathcal{P} := \{(i, j) : 1 \leq i < j \leq \ell\}$. While $k \leq \binom{\ell}{2}$, perform the following steps.

Step 1. Let $U_{k} \subseteq Z_{k}$ be a subset of size $|U_{k}| \geq 0.8n$ and such that $\text{diam}((G \cup R)[U_{k}]) \leq 3 \log_2 n$; the existence of $U_{k}$ is justified below.

Step 2. Let $i < j$ denote the elements of the $k$th pair of $\mathcal{P}$. Scan the members of $L_{i}^{(k)}$ according to the assumed ordering. Given a vertex $y \in L_{i}^{(k)}$ considered throughout the scan, expose the edges of $R$ incident to both $y$ and $U_{k}$. If no edges are revealed, then declare $y$ to be a failure (with respect to $S_{i}$) and proceed to the next vertex in the ordering. Halt upon reaching the first member of $L_{i}^{(k)}$ that is not a failure (if no such vertex exists, then terminate); denote this vertex by $y_{i}$. Remove all failed vertices encountered throughout the scan as well as $y_{i}$ from $L_{i}^{(k)}$, and let $L_{i}^{(k+1)}$ denote the resulting set.

Step 3. Perform Step 2 over $L_{j}^{(k)}$; let $y_{j}$ and $L_{j}^{(k+1)}$ denote the counterparts of $y_{i}$ and $L_{i}^{(k+1)}$ defined in Step 2, respectively (unless termination is reached).

Step 4. Connect $y_{i}$ and $y_{j}$ via a path $P_{ij} \subseteq G \cup R$ such that $V(P_{ij}) \setminus \{y_{i}, y_{j}\} \subseteq U_{k}$ and its length is at most $3 \log_2 n$.

Step 5. Set $Z_{k+1} := Z_{k} \setminus V(P_{ij})$, increase $k$ by one and return to Step 1.

It remains to prove that the above probabilistic construction a.a.s. constructs $\binom{\ell}{2}$ paths $P_{ij}$, as defined in Step 4; in order to prove this, it suffices to prove that a.a.s. for every $i \in [\ell]$ there are at most $\ell$ failures with respect to $S_{i}$. We start by arguing that a.a.s. the set $U_{k}$, defined in Step 1, exists in each execution of Step 1. To see this, note that if $\binom{\ell}{2}$ paths are ever defined throughout the construction, then at most

$$\frac{n}{60 \log_2 n} \cdot 3 \log_2 n = 0.05n$$

vertices are ever removed from $Z$. Consequently, $|Z_{k}| \geq 0.9n$ holds throughout the process, allowing for an appeal to Proposition 5.1 in every execution of Step 1.

The probability that a vertex is declared a failure with respect to a given star $S_{i}$ is at most $(1 - C/n)^{0.8n} \leq e^{-0.8C} \leq 1/4$, where the last inequality is owing to $C$ being sufficiently large. The number of failures seen for a given star $S_{i}$ throughout is then stochastically dominated by a random variable that is binomially distributed with parameters $2\ell$ and $1/4$. An application of Chernoff’s inequality (see e.g. [37], Theorem 2.1) then yields

$$\mathbb{P}[^{\text{Strictly more than } \ell \text{ failures occur for a given star}}] \leq e^{-\Omega(\ell)}.$$ 

A union bound over all stars then implies that

$$\mathbb{P}[^{\text{There exists a star for which strictly more than } \ell \text{ failures occur}}] \leq \ell e^{-\Omega(\ell)} = o(1),$$

where the last equality holds since $\ell = \omega(1)$ which is implied by $\delta(G) = \omega(1)$. 

\[\square\]
6 Vertex-connectivity of randomly perturbed graphs

In this section, we prove Theorem 1.6. Our proof makes use of the following known result due to Mader.

Theorem 6.1 ([28]). Every graph of average degree at least $s$ admits an $s/4$-connected subgraph.

Proof of Theorem 1.6. Starting with (a), let $\{V_1, \ldots, V_t\}$ be a family of pairwise-disjoint subsets of $V$ such that the subgraph $G[V_i]$ is $s/16$-connected for every $i \in [t]$, and $t$ is maximal for any family with this property (note that $t \geq 1$ holds by Theorem 6.1). Observe that, in particular, $|V_i| \geq s/16$ for every $i \in [t]$ and thus $t \leq 16n/s$. Let $W = V \setminus (V_1 \cup \ldots \cup V_t)$ and let $r = |W|$. We claim that $G[W]$ is $s/4$-degenerate. Indeed, suppose for a contradiction that there exists a set $Z \subseteq W$ such that the minimum degree in $G[Z]$ is at least $s/4$. Hence, by Theorem 6.1 there exists a set $V_{t+1} \subseteq Z$ such that $G[V_{t+1}]$ is $s/16$-connected, contrary to the maximality of $t$. Let $(w_1, \ldots, w_r)$ be a degeneracy ordering of the elements of $W$, that is, $\deg_G(w_i, \bigcup_{j=1}^i V_j \cup \{w_1, \ldots, w_{i-1}\}) \geq s/4$ holds for every $i \in [r]$.

Given a non-trivial partition $I_1 \cup I_2$ of $[t]$, define sequences of sets $A_0 \subseteq A_1 \subseteq \ldots \subseteq A_r$ and $B_0 \subseteq B_1 \subseteq \ldots \subseteq B_r$, such that $A_i \cup B_i$ is a partition of $\bigcup_{j=1}^i V_j \cup \{w_1, \ldots, w_i\}$ for every $i \in [r]$, as follows. Set $A_0 = \bigcup_{i \in I_1} V_i$ and $B_0 = \bigcup_{i \in I_2} V_i$. Suppose we have already defined $A_0, \ldots, A_{i-1}$ and $B_0, \ldots, B_{i-1}$ for some $i \in [r]$, and now wish to define $A_i$ and $B_i$. If $\deg_G(w_i, A_{i-1}) \geq 3s/8$, then set $A_i = A_{i-1} \cup \{w_i\}$ and $B_i = B_{i-1}$, otherwise set $A_i = A_{i-1}$ and $B_i = B_{i-1} \cup \{w_i\}$. Observe that, given the partition $[t] = I_1 \cup I_2$, the sets $A_r$ and $B_r$ are uniquely determined. A graph $H$ with the same vertex-set as $G$ is said to satisfy the property $\mathcal{M}_k$ if for every non-trivial partition $[t] = I_1 \cup I_2$ there is a matching in $H$ of size $k$ such that each of its edges has one endpoint in $A_r$ and the other in $B_r$.

Let $R \sim G(n, p)$, where $p := p(n) \geq \frac{c(k+\log(n/s))}{ns}$. Fix an arbitrary non-trivial partition $[t] = I_1 \cup I_2$, and let $A_r \cup B_r$ be the corresponding partition of $V$. If $R$ does not admit a matching of size $k$ between $A_r$ and $B_r$, then it admits an inclusion maximal matching $M$ between $A_r$ and $B_r$. If $A_r$ and $B_r$ are size $i$ for some $0 \leq i \leq k-1$; by maximality $E_R(A_r \setminus V(M), B_r \setminus V(M)) = \emptyset$. Assuming first that $k \geq \log(n/s)$, the probability of the latter event occurring is at most

$$\sum_{i=0}^{k-1} \binom{|A_r||B_r|}{i} p^i(1-p)^{|A_r|-i} |B_r|^{-i} \leq (1-p)^{|A_r||B_r|} + \sum_{i=1}^{k} \binom{|A_r||B_r|}{i} \left( \frac{c|A_r||B_r|}{i} \right)^i e^{-p(|A_r|-i)(|B_r|-i)}$$

$$\leq e^{-p|A_r||B_r|} + \sum_{i=1}^{k} \exp\left\{ i \log(c|A_r||B_r|/p) - p(|A_r|-i)(|B_r|-i) \right\}$$

$$\leq k \exp \left\{ k \log \left( \frac{2ce|A_r||B_r|}{ns} \right) - \frac{c|A_r||B_r|}{300} \right\}$$

$$\leq k \exp \left\{ - \frac{c|A_r||B_r|}{600ns} \right\} \leq ke^{-c'|I_1| \log(n/s)},$$

where in the third inequality we use the fact that $f(i) := i \log(a/i)$ is increasing for $1 \leq i \leq \min\{k, a/3\}$, the fact that $\min\{|A_r||B_r| \geq s/16$, and our assumption that $k \leq s/17$; the fourth inequality holds by our assumption that $k \geq \log(n/s)$; the fifth inequality holds for a sufficiently
large constant $c$ since $|A_r||B_r| \geq ns/32$; in the sixth inequality we assume without loss of generality that $|A_r| \leq |B_r|$; additionally $c’, c''$ are sufficiently large constants depending on $c$.

Similarly, if $k < \log(n/s)$, then

$$\sum_{i=0}^{k-1} \left(\frac{|A_r||B_r|}{i}\right)^{p^i(1-p)}(|A_r|-i)(|B_r|-i) \leq k \exp\left\{k \log(\frac{2ce|A_r||B_r| \log(n/s)}{kns}) - \frac{c|A_r||B_r| \log(n/s)}{300kns}\right\}$$

$$\leq k \exp\left\{-\frac{c|A_r||B_r| \log(n/s)}{600ns}\right\} \leq e^{-c''|I_1| \log(n/s)}.$$

Either way, a union bound over all choices of $\emptyset \neq I_1 \subseteq [t]$ then implies that the probability that $R$ does not satisfy $M_k$ is at most

$$\sum_{i=1}^{t-1} \left(\frac{1}{i}\right) e^{-c''i \log(n/s)} \leq \sum_{i=1}^{\infty} e^{-i(16n/s) - c''i \log(n/s))} = o(1),$$

where in the inequality above we use the fact that $t \leq 16n/s$, and in the equality above we use the fact that $c''$ is sufficiently large and the assumption $s = o(n)$.

It thus suffices to prove that if $R$ satisfies $M_k$, then $G \cup R$ is $k$-connected. Assume then that $R$ satisfies $M_k$ and suppose for a contradiction that there exists a set $S \subseteq V$ of size $k - 1$ such that $(G \cup R) \setminus S$ is disconnected. Let $S$ be such a set and let $A \cup B$ be a non-trivial partition of $V \setminus S$ such that $E_{G \cup R}(A, B) = \emptyset$. Since $\kappa((G \cup R)[V_i]) \geq \kappa(G[V_i]) \geq s/16 \geq k$ for every $i \in [t]$, it follows that for every $i \in [t]$ either $V_i \subseteq A \cup S$ or $V_i \subseteq B \cup S$. This defines some partition $I_1 \cup I_2$ of $[t]$, where $I_1 = \{i \in [t] : V_i \subseteq A \cup S\}$ and $I_2 = \{i \in [t] : V_i \subseteq B \cup S\}$. We claim that this partition is non-trivial. Indeed, without loss of generality, suppose for a contradiction that $I_1 = [t]$ and $I_2 = \emptyset$. Let $u \in B$ be the first vertex according to the degeneracy ordering of $W$; such a vertex exists since $B \neq \emptyset$ and $B \subseteq W$. Since $E_R(A, B) = \emptyset$, it follows that $\deg_G(u, S) \geq 3s/4 > |S|$, which is clearly a contradiction. For every vertex $w_i \in A \cap W$, it holds that $\deg_G(w_i, B) = 0$ and thus $\deg_G(w_i, A \cap (V_1 \cup \ldots \cup V_{i} \cup \{w_1, \ldots, w_{i-1}\})) \geq 3s/4 - k \geq 3s/8$, implying that $w_i \in A_r$ (here $A_r$ is the set defined above, corresponding to $I_1$). Similarly, $w_i \in B \cap W$ implies $w_i \in B_r$. Therefore, the partition $A_r \cup B_r$ of $V$ induces a partition $S_1 \cup S_2$ of $S$ such that $A \cup S_1 = A_r$ and $B \cup S_2 = B_r$. Since $R$ satisfies $M_k$ by assumption, and $|S| < k$, it follows that $E_{G \cup R}(A, B) \neq \emptyset$, a contradiction.

Next, we prove (b). Let $G_0$ be the disjoint union of $r := [n/(s + 1)]$ cliques, $Q_1, \ldots, Q_r$, where $s + 1 \leq |V(Q_i)| \leq (1 + o(1))s$ for every $i \in [r]$; then $\delta(G_0) \geq s$. Let $H$ be some $n$-vertex graph such that $e(H) < k[n/(s+1)]/2$. Then $e_H(V_i, V(G_0) \setminus V_i) < k$ holds for some $i \in [r]$, implying that $G_0 \cup H$ is not $k$-connected; this concludes the proof of the first part of the statement. As for its second part, let $R \sim G(n, p)$, where $p := p(n) \leq \frac{\delta \log(n/s)}{ns}$ for some sufficiently small constant $\delta > 0$. Consider the following auxiliary random graph $H$: its vertex-set is $\{u_1, \ldots, u_r\}$ and for every $1 \leq i < j \leq r$ there is an edge of $H$ connecting $u_i$ and $u_j$ if and only if $E_R(V(Q_i), V(Q_j)) \neq \emptyset$. Observe that $|V(H)| = r$ tends to infinity with $n$, as $s = o(n)$ by assumption. For every $1 \leq i < j \leq r$ it holds that

$$\Pr(E_R(V(Q_i), V(Q_j)) \neq \emptyset) = 1 - (1 - p)^{|V(Q_i)||V(Q_j)|} \leq 1 - (1 - p)^{(1 + o(1))^2} \leq 1 - e^{-(1 + o(1))ps} \leq (1 + o(1))ps \leq \frac{(1 + o(1)) \log(n/s)}{n/s} \leq \frac{(1 - o(1)) \log r}{r}.$$
It follows that a.a.s. \( u_i \) is isolated in \( H \) for some \( i \in [r] \), implying that \( G_0 \cup R \) is a.a.s. disconnected.

\[ \blacksquare \]

7 The diameter of randomly perturbed graphs

In this section we prove Theorem \[\ref{thm:main1} \]. We begin by stating two results that facilitate our proof. The first is a standard result in the theory of random graphs.

**Theorem 7.1** (Theorem 7.2 in \[\ref{ref:randomgraphs} \]). If \( p = \omega(\log n/n) \), then a.a.s. \( \text{diam}(\mathbb{G}(n,p)) = \frac{(1+o(1))\log n}{\log(np)} \).

**Proposition 7.2.** Let \( G \) be an \( n \)-vertex graph with minimum degree \( k := k(n) \geq 1 \). Then there exists a partition \( U_1 \cup \ldots \cup U_s \) of \( V(G) \) such that, for every \( i \in [s] \), the radius of \( G[U_i] \) is at most 2 and \( |U_i| \geq k + 1 \).

**Proof.** Let \( H_1, \ldots, H_s \) be an inclusion maximal collection of pairwise vertex-disjoint stars in \( G \), each having at least \( k \) edges. For every \( i \in [s] \) let \( V_i = V(H_i) \) and let \( v_i \) denote the centre of \( H_i \). Let \( H = G \setminus (H_1 \cup \ldots \cup H_s) \). It follows by the maximality of the family \( H_1, \ldots, H_s \) that \( \deg_{H_i}(u) < k \leq \deg_G(u) \) holds for every \( u \in V(H) \). Hence, for every \( u \in V(H) \) there exists some \( i \in [s] \) such that \( N_G(u) \cap V_i \neq \emptyset \); add \( u \) to \( V_i \) (if there is more than one such set \( V_i \), then choose one arbitrarily). For every \( i \in [s] \) denote the extension of \( V_i \) thus obtained by \( U_i \). It is then evident that \( U_1 \cup \ldots \cup U_s \) is a partition of \( V(G) \) and that \( |U_i| \geq k + 1 \) for every \( i \in [s] \). Moreover, for every \( i \in [s] \), it follows by construction that \( \text{dist}_{G[U_i]}(u,v_i) \leq 2 \), implying that the radius of \( G[U_i] \) is at most 2.

**Proof of Theorem \[\ref{thm:main1} \].** Starting with (a), let \( R \sim \mathbb{G}(n,p) \), where \( p := p(n) = \omega \left( \frac{\log(n/k)}{nk} \right) \). Let \( U_1 \cup \ldots \cup U_s \) be a partition of \( V(G) \) as in the statement of Proposition \[\ref{prop:partition} \]. For every \( i \in [s] \) let \( A_1^i \cup \ldots \cup A_{m_i}^i \) be an arbitrary partition of \( U_i \) such that \( k \leq |A_j^i| \leq 2k \) for every \( j \in [m_i] \); such a partition exists since \( |U_i| \geq k + 1 \) holds by Proposition \[\ref{prop:partition} \]. Observe that, given two vertices \( x,y \in A_j^i \), it may hold that \( \text{dist}_{G[A_j^i]}(x,y) = \infty \), but \( \text{dist}_{G[U_i]}(x,y) \leq 4 \) holds by Proposition \[\ref{prop:partition} \]. Let \( S = \{ (i,j) : i \in [s], j \in [m_i] \} \) and let \( m = |S| \); note that \( n/(2k) \leq m \leq n/k \). Consider the following auxiliary random graph \( H \): its vertex set is \( S \), and for every \( (i_1,j_1), (i_2,j_2) \in S \) there is an edge of \( H \) connecting \( (i_1,j_1) \) and \( (i_2,j_2) \) if and only if \( \text{dist}_{G[A_j^i]}(A_j^{i_1}, A_j^{i_2}) \neq \emptyset \). Observe that \( |V(H)| = m \) tends to infinity with \( n \) owing to \( k = o(n) \) assumed in the premise. Additionally,

\[
\mathbb{P} \left( E_R \left( A_j^{i_1}, A_j^{i_2} \right) = \emptyset \right) = 1 - (1-p)^{|A_j^{i_1}|^2 - |A_j^{i_2}|^2} \geq 1 - (1-p)^{k^2} \geq 1 - e^{-pk^2} \geq \min \{ 1/2, pk^2/2 \} = \omega \left( \frac{\log(n/k)}{n/k} \right) = \omega \left( \frac{\log m}{m} \right)
\]

holds for every \( (i_1,j_1), (i_2,j_2) \in S \), independently of all other pairs. Recalling that \( q = 1 - (1-p)^{k^2} \), it thus follows by Theorem \[\ref{thm:main1} \] that a.a.s.

\[
\text{diam}(H) \leq \text{diam}(G(m,q)) \leq \frac{(1+o(1))\log m}{\log(mq)} \leq \frac{(1+o(1))\log(n/k)}{\log(nq/(2k))}.
\] (9)

Fix any two vertices \( x,y \in V(G) \). Let \( (i_1,j_1)(i_2,j_2) \ldots (i_r,j_r) \) be a shortest path in \( H \), where \( x \in A_j^{i_1} \) and \( y \in A_j^{i_r} \). For every \( \ell \in [r-1] \), let \( u_\ell \in A_j^{i_{\ell+1}} \) and \( v_\ell \in A_j^{i_{\ell+1}} \) be vertices for which \( u_\ell v_\ell \in E(G) \).
(note that it is possible that \(u_{\ell + 1} = v_\ell\) for some values of \(\ell\)). Then \(xP_1v_1P_2u_2 \ldots v_{r-1}P_r y\) is a path in \(G\), where each \(P_i\) is a shortest (possibly trivial) path in \(G\) between the corresponding endpoints.

Since each \(P_i\) is of length at most 4 by Proposition 7.2 and since \(x, y \in V(G)\) are arbitrary vertices, it follows by (9) that a.a.s. \(\text{diam}(G \cup R) \leq \text{diam}(H) + 4(\text{diam}(H) + 1) \leq \frac{{(5+o(1))\log(n/k)}}{{\log(nq/2k)}}\) as claimed.

Next, we prove (b). Let \(G_0\) be the disjoint union of \(r := \left\lfloor \frac{n}{k+1}\right\rfloor\) cliques \(Q_1, \ldots, Q_r\), where \(k+1 \leq |V(Q_i)| \leq (1+o(1))k\) for every \(i \in [r]\); then \(\delta(G_0) \geq k\). Let \(H\) be the auxiliary random graph with vertex-set \(\{u_1, \ldots, u_r\}\) such that \(u_iu_j \in E(H)\) if and only if \(E_R(V(Q_i), V(Q_j)) \neq \emptyset\). Similar calculations to the ones made in Part (a) of this proof show that a.a.s.

\[
\text{diam}(G_0 \cup R) \geq \text{diam}(H) \geq \text{diam}(G(r, (1 + o(1))q)) \geq \frac{{(1 - o(1))\log(n/k)}}{{\log(nq/k)}}.
\]

\[\blacksquare\]
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