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Abstract

We study a model of random graphs, where a random instance is obtained by adding random edges to a large graph of a given density. The research on this model has been started by Bohman et al. in [3], [4]. Here we obtain a sharp threshold for the appearance of a fixed subgraph, and for certain Ramsey properties. We also consider a related model of random $k$-SAT formulas, where an instance is obtained by adding random $k$-clauses to a fixed formula with a given number of clauses, and derive tight bounds for the non-satisfiability of thus obtained random formula.

1 Introduction

In this paper we will be mostly concerned with the following model of random graphs: a fixed graph $H = (V, E)$ on $n$ vertices is given and a set $R$ of $m$ edges is chosen uniformly at random from the set of all $\binom{n}{2} - |E|$ non-edges of $H$ to form a random graph

$$G_{H,m} = (V, E \cup R).$$

This rather novel model of random graphs was introduced by Bohman, Frieze and Martin in [3], its further properties have been investigated by Bohman, Frieze, Krivelevich and Martin in [4]. It can be viewed as a natural generalization of the classical Erdős-Rényi model $G_{n,m}$ of random graphs [8]. Indeed, when the graph $H$ is taken to be the empty graph on $n$ vertices, the model $G_{H,m}$ reduces to $G_{n,m}$. Another close relative is what is sometimes called the network reliability model, where a random graph is formed by taking a random subset of edges of a fixed graph $H$; in fact, those two models are easily seen to be equivalent by taking complements. An important piece of motivation, explaining the title of the paper, comes from a relatively new and rapidly developing concept of smoothed analysis introduced by Spielman and Teng [14]. In the smoothed analysis model, a random instance is usually generated by performing a small perturbation of a given instance. An
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analogous concept for graphs would be to add/delete a small set of random edges. However, as it frequently turns out, deletion of a small set of edges normally does not affect the existence of a desired property; we can thus restrict a small perturbation to addition of random edges alone.

A typical question one usually considers in the model $G_{H,m}$ is as follows. Let $\mathcal{A}$ be a monotone property of graphs on $n$ vertices (where as usually a monotone property is a family of graphs on $n$ vertices closed under adding edges). How many random edges need to be added to $H$ so that the resulting random graph $G_{H,m}$ will almost surely have property $\mathcal{A}$? As customary in the theory of random graphs, we take an asymptotic viewpoint here, assuming that the number of vertices $n$ tends to infinity. Also, an event holds almost surely, or a.s. for brevity, if its probability tends to 1 as $n$ tends to infinity. Bohman, Frieze and Martin considered Hamiltonicity in [3], further properties such as appearance of a fixed sized clique, diameter and connectivity have been treated in [4].

As it appears, the model $G_{H,m}$ is too general to get concrete and meaningful results, valid for all graphs $H$. It is thus desirable to restrict $H$ to belong a certain class of graphs. One natural candidate is the class $G(n,d)$, composed of all graphs on vertex set $[n] = \{1, \ldots, n\}$ with minimum degree at least $dn$, where $d > 0$ is a fixed constant. This is the class considered in [3], [4]. A more general class is $\mathcal{G}_a(n,d)$, composed of all graphs with vertex set $[n]$ and average degree at least $dn$, i.e. with at least $\frac{dn^2}{2}$ edges, this is the class we treat here. Obviously, $\mathcal{G}(n,d) \subset \mathcal{G}_a(n,d)$, so all results of this paper are valid for the smaller class of graphs on $n$ vertices with minimum degree at least $dn$. We wish to stress here that, as hinted before, a small perturbation of the graph $G \in \mathcal{G}_a(n,d)$ amounts – from our point of view – to the addition of few random edges, as deleting few random edges leaves the average degree of $G$ essentially unchanged.

In this paper we consider two properties of the model $G_{H,m}$, for $H \in \mathcal{G}_a(n,d)$. The first property is the appearance of a copy of a fixed graph $\Gamma$, discussed in Section 2. We are able to solve this problem more or less completely by establishing the threshold for the appearance of $\Gamma$ in $G_{H,m}$ as a function of $\Gamma$ and parameter $d$. In Section 3 we discuss Ramsey-type properties of $G_{H,m}$ – a potentially rich class of questions for which we are able to get first results. More details, including background, our results and their proofs can be found in the corresponding sections.

We also consider a very similar model of random formulas. In this model, we start with a fixed instance $F$ of a $k$-SAT formula on $n$ variables. A random formula $G$ is then obtained by adding to $F$ a set $R$ of $m$ randomly chosen $k$-clauses, the goal is to reach almost surely a non-satisfiable formula. A formal definition of the model together with our result and its proof appear in Section 4. Section 5, the last section of the paper, contains some concluding remarks.

**Remark 1.1** All the properties we consider here are monotone. We therefore have an alternative way of adding random edges. We can take each non-edge of $H$ and add it with probability $p$, creating the random graph $G_{H,p}$ where $p \left( \binom{n}{2} - |E(H)| \right) = (1 + o(1))m$. It then follows as in Bollobas [6], Theorem 2.2 that for monotone property $\mathcal{P}$, if $G_{H,p} \in \mathcal{P}$ almost surely then also does $G_{H,m}$. This observation can sometimes simplify our calculations. Similarly, instead of adding a set of $m$ randomly chosen $k$-clauses to some fixed $k$-SAT formula $F$ on $n$ variables we can consider the case when each of $k$-clauses which is not in $F$ is picked randomly and independently with appropriate probability
\( p = \Theta(m/n^k). \)

Throughout the paper we will systematically omit floor and ceiling signs for the sake of clarity of presentation. Also we use the notations \( a_n = \Theta(b_n) \), \( a_n = O(b_n) \) or \( a_n = \Omega(b_n) \) for \( a_n, b_n > 0 \) and \( n \to \infty \) if there are absolute constants \( C_1 \) and \( C_2 \) such that \( C_1 b_n < a_n < C_2 b_n \), \( a_n < C_2 b_n \) or \( a_n > C_1 b_n \) respectively. The notations \( a_n = o(b_n) \) means that \( a_n/b_n \to 0 \) as \( n \to \infty \) and if \( a_n/b_n \to \infty \), we write \( a_n = \omega(b_n) \).

## 2 Fixed subgraph

In order to formulate our result we need to introduce some notation. Let \( \Gamma \) be a fixed graph and denote by \( v_{\Gamma} \) the number of vertices of \( \Gamma \) and by \( e_{\Gamma} \) the number of its edges. Let

\[
m(\Gamma) = \max \left\{ \frac{e_{\Gamma'}}{v_{\Gamma'}} \mid \Gamma' \subseteq \Gamma, \ v_{\Gamma'} > 0 \right\},
\]

and for every positive integer \( r \) define

\[
m_r(\Gamma) = \min_{V(\Gamma) = \cup_i V_i} \max_i m(\Gamma[V_i]),
\]

where the minimum is over all partitions of \( V(\Gamma) \) into at most \( r \) parts. Note that, by definition, \( m_r(\Gamma) < 1/2 \) if and only if \( \Gamma \) is \( r \)-colorable. For readers convenience we present few examples that illustrate this parameter.

- Let \( \Gamma = K_t \) be a complete graph on \( t \) vertices, and let \( 2 \leq r \leq t \). Then an optimal partition is obtained by partitioning the vertices of \( \Gamma \) into \( r \) parts of sizes \( \lfloor t/r \rfloor \) and \( \lceil t/r \rceil \), yielding:

  \[
m_r(\Gamma) = \frac{\lfloor t/r \rfloor}{\lceil t/r \rceil} = \frac{\lceil t/r \rceil - 1}{2}.
\]

- Let \( \Gamma = K_{2,t,t} \) be a complete 3-partite graph with parts of size \( 2, t, t \), and let \( r = 2 \). Then we can partition the vertices of \( \Gamma \) into two parts such that each part induces a star of size \( t \). It is easy to see that this partition is optimal, thus \( m_2(K_{2,t,t}) = \frac{1}{t+1} \).

- Let \( \Gamma = K_{t,t,t,t} \), then one can show that \( m_2(K_{t,t,t,t}) = t/2 \) by partitioning the vertices into two parts, each spanning a \( K_{t,t} \). To show that this is optimal note that in every partition into two parts one part contains at least \( 2t \) vertices which form a complete multipartite graph \( \Gamma' \) with parts of size at most \( t \). It is easy to verify that in this case \( m(\Gamma') \) is smallest for a bipartite graph.

We are now ready to formulate the main result of this section.

**Theorem 2.1** Let \( 0 < d < 1 \) be a fixed constant and let \( r \geq 2 \) be a unique integer satisfying:

\[ d \in \left( \frac{r-2}{r-1}, \frac{r-1}{r} \right). \]

Let \( \Gamma \) be a fixed graph.
(i) If $H \in \mathcal{G}_d(n, d)$ and $m = \omega \left( n^{2 - \frac{1}{m(\Gamma)}} \right)$, then almost surely $G_{H,m}$ contains a copy of $\Gamma$.

(ii) There exists a graph $H_0 \in \mathcal{G}_d(n, d)$ with $d = (1 + o(1)) \frac{\log n}{\log d}$ such that if $m = o \left( n^{2 - \frac{1}{m(\Gamma)}} \right)$, then a.s. $G_{H_0,m}$ fails to contain a copy of $\Gamma$.

Theorem 2.1 generalizes a result of Bohman et al. [4], who proved it for the special case $\Gamma = K_1$. The main probabilistic ingredient of the proof is the following classical result of Bollobás [5].

**Theorem 2.2** If $\Gamma$ is a fixed graph then

$$\lim_{n \to \infty} \Pr(G_{n,p} \supseteq \Gamma) = \begin{cases} 1, & \text{if } p = \omega \left( n^{-1/m(\Gamma)} \right); \\ 0, & \text{if } p = o \left( n^{-1/m(\Gamma)} \right). \end{cases}$$

As is typical with quite a few problems involving dense graphs, the core tool used here is the celebrated Regularity Lemma of Szemerédi [15]. We will formulate and utilize two results, the first being a rather standard application of the Regularity Lemma, while the second usually serving as its frequent companion. Both theorems have been stated and proved, explicitly or implicitly, in quite a few papers applying the Regularity Lemma, including, inter alia, [4]. We thus omit their proof. First, we need a definition of an $\epsilon$-regular pair. For two disjoint vertex sets $A$ and $B$ in a graph $G$, let $\epsilon(A, B)$ denote the number of edges with one vertex in $A$ and the other in $B$. Also, let $d(A, B) = \frac{|\epsilon(A, B)|}{|A||B|}$ be the density of the pair $(A, B)$.

**Definition 2.3** Let $\epsilon > 0$. Given a graph $G$ and two disjoint vertex sets $A \subset V(G)$, $B \subset V(G)$, we say that the pair $(A, B)$ is $\epsilon$-regular if for every $X \subset A$ and $Y \subset B$ satisfying

$$|X| > \epsilon |A| \quad \text{and} \quad |Y| > \epsilon |B|$$

we have

$$|d(X, Y) - d(A, B)| < \epsilon.$$

**Theorem 2.4** Let $r \geq 2$ be an integer and let $d > \frac{r-2}{r-1}$ be a fixed constant. Then there exist real constants $\epsilon, \gamma$ and integer constants $K, n_0$ such that for all $n \geq n_0$ every graph $G$ on $n$ vertices with average degree at least $dn$ contains $r$ disjoint vertex sets $A_1, \ldots, A_r$ of cardinality $|A_1| = \cdots = |A_r| \geq n/K$ such that for each $1 \leq i \neq j \leq r$, the pair $(A_i, A_j)$ is $\epsilon$-regular of density at least $\gamma$.

**Theorem 2.5** For all real $\epsilon, \gamma > 0$ and integers $r, T > 0$ there exist an integer $n_0$ and a real $\delta$ so that the following holds for all $n \geq n_0$. Let $G$ be an $r$-partite graph with parts $A_1, \ldots, A_r$ of cardinality $n$. Assume that for each $1 \leq i \neq j \leq r$ the pair $(A_i, A_j)$ is $\epsilon$-regular of density at least $\gamma$. For each $1 \leq i \leq r$ choose a random subset $U_i$ of cardinality $T$ in $A_i$. Then with probability at least $\delta$ the $r$-partite subgraph of $G$ with parts $U_1, \ldots, U_r$ is complete.

To rephrase somewhat informally, Theorems 2.4, 2.5 combined assert that every sufficiently large graph $G$ on $n$ vertices with average degree at least $dn$, $d > \frac{r-2}{r-1}$ contains $\Theta(n^T)$ copies of a complete $r$-partite graph on $rT$ vertices whose parts are all of size $T$. 
Proof of Theorem 2.1. Following Remark 1.1 it is enough to prove our theorem for the model $G_{H,p}$ with $p = (1 - o(1)) \frac{m}{(\frac{m}{r})^{\frac{1}{2+r}}}$. We first deal with Part (ii).

Let $H_0$ be a complete $r$-partite graph on $n$ vertices with nearly equal parts $A_1, \ldots, A_r$. It is easy to verify that $|E(H_0)| = \left(1 + o(1)\right) \frac{n^2}{r} \frac{1}{r}$, implying that $H_0 \in \mathcal{G}_d(n, d)$ with $d = (1 + o(1)) \frac{m}{(\frac{m}{r})^{\frac{1}{2+r}}}$. Let $\Gamma_1, \Gamma_2, \ldots$ be a family of subgraphs of $\Gamma$ such that $m(\Gamma_i) \geq m_r(\Gamma)$ for all $i$. Clearly, this family has constant size. Also note that for all $1 \leq j \leq r$, the edges inside $A_j$ form a copy of the random graph $G_{n/\Gamma_p}$ with $p = o\left(n^{-\frac{1}{m(\Gamma)}}\right)$ and these copies are independent. Therefore, by Theorem 2.2, almost surely none of the parts $A_j$ contains any of the finitely many subgraphs $\Gamma_i$ of $\Gamma$ with $m(\Gamma_i) \geq m_r(\Gamma)$.

Since by the definition of $m_r(\Gamma)$, for any partition of the vertex set of $\Gamma$ into $r$ parts one part should induce such a graph $\Gamma_i$, we conclude that a.s. there is no copy of $\Gamma$ in $G_{H,p}$.

The proof of Part (i) of Theorem 2.1 is somewhat more involved and relies on Theorems 2.2, 2.4, 2.5. Fix a partition of the vertex set of graph $\Gamma$ into $r$ parts $W_1, \ldots, W_r$ so that $m(\Gamma[W_j]) \leq m_r(\Gamma)$. Denote $\Gamma_j = \Gamma[W_j]$, $j = 1, \ldots, r$. Let $T = \max_{1 \leq j \leq r} |W_i|$.

Let now $H \in \mathcal{G}_d(n, d)$. Applying Theorem 2.4 to $H$, we get $r$ disjoint vertex sets $A_1, \ldots, A_r \subset V(H)$ of linear size such that all pairs $(A_i, A_j)$, $1 \leq i \neq j \leq r$, are $\epsilon$-regular of positive density $\gamma > 0$, for some $\epsilon, \gamma$ depending only on $d$.

Recall that the set $R$ of random edges added to $H$ contains every non-edge of $H$ independently with probability $\omega\left(n^{-\frac{1}{m(\Gamma)}}\right)$. Thus, for an appropriately chosen function $\phi = \phi(n) \to \infty$, we can represent the set $R$ as a union of $\phi$ independent sets of random edges $R_i$, where every non-edge of $H$ is in $R_i$ randomly and independently with probability which is still $\omega\left(n^{-\frac{1}{m(\Gamma)}}\right)$. Consider what happens when we add set $R_i$.

By definition, for all $i$ and $j$, the edges of $R_i$ inside $A_j$ form a copy of the random graph $G_{\phi(n), p}$ with $p = \omega\left(n^{-\frac{1}{m(\Gamma)}}\right)$ and all these copies are independent. Thus, by Theorem 2.2, almost surely the random set $R_i$ puts a copy of $\Gamma_j$ inside $A_j$, for each $j = 1, \ldots, r$. Assume this is the case indeed, and let $U_j, j = 1, \ldots, r$, be the vertex set of such a copy. Obviously, the sets $U_j$ are mutually independent and thus can be considered as random sets of size $|U_j|$ inside $A_j$. Recall that $|U_j| \leq T$ for all $j = 1, \ldots, r$. Therefore, by Theorem 2.5, with probability at least $\delta$, the $r$-partite graph $H[U_1 \cup \ldots \cup U_r]$ is complete, in which case the graph $H \cup R_i$ spans a copy of $\Gamma$ on $U_1 \cup \ldots \cup U_r$. Thus with probability at least $(1 - o(1))\delta > \delta/2$ there is a copy of $\Gamma$ in $H \cup R_i$. Observe that $\delta > 0$ is a constant depending only on $d$ and $\Gamma$. As the random sets $R_i$ are independent, it follows that the probability that $H \cup R$ does not have a copy of $\Gamma$ is at most $(1 - \delta/2)^\theta = o(1)$. \hfill \Box

3 Ramsey-type properties

We start by recalling a commonly used notation in Ramsey theory. Let $G$, $G_1$ and $G_2$ be three graphs. We write $G \rightarrow (G_1, G_2)$ if every Red-Blue coloring of the edges of $G$ contains either a Red copy of $G_1$ or a Blue copy of $G_2$.

The basic question studied in Ramsey theory is, given two fixed graphs $G_1$ and $G_2$, to decide when graph $G$ is “rich enough” for $G \rightarrow (G_1, G_2)$. Here richness can be interpreted as the size of
$G$ or the edge density, i.e., the ratio of edges to vertices. When studying random graphs a natural question is, given fixed graphs $G_1$ and $G_2$, to determine a threshold function for the edge probability $p$ such that $G_{n,p} \rightarrow (G_1, G_2)$ almost surely. This question and its variants were studied extensively, see, e.g., [13] and its references.

In this section we discuss Ramsey-type properties in the model $G_{H,m}$, with $H \in \mathcal{G}_\alpha(n,d)$, for fixed $0 < d < 1$. Our goal is to determine the threshold function for the number of random edges $m$ which one needs to add to $H$ to guarantee that a.s. $G_{H,m} \rightarrow (G_1, G_2)$. Here we are able to solve the first interesting case when $G_1 = K_3$ and $G_2 = K_t$, $t \geq 3$.

**Theorem 3.1** (i) For every $t \geq 3$ there exists a graph $H$ on $n$ vertices and $n^2/4$ edges such that adding $m = o(n^{2/(t-1)})$ random edges to $H$ produces a graph $G$ that almost surely has a Red-Blue edge coloring with no Red copy of $K_3$ and no Blue copy of $K_t$.

(ii) For $0 < d < 1$, let $H$ be a graph on $n$ vertices with average degree at least $dn$. Then adding $\omega(n^{2-2/(t-1)})$ random edges to $H$ produces almost surely a graph $G$ such that $G \rightarrow (K_3, K_t)$.

Note that the case $t = 3$ in the second part of the above statement follows easily from Theorem 2.1 of the preceding section. Indeed, the well known fact that $K_6 \rightarrow (K_3, K_3)$ suggests that it suffices to show that for $m = \omega(n)$, $G_{H,m}$ almost surely contains a copy of $K_6$. The latter follows from Part (i) of Theorem 2.1 if we substitute there $\Gamma = K_6$, $0 < d < 1$ and $r = 2$. For such choices of parameters $m_r(\Gamma) = m_2(K_6) = 1$ and the assertion of the theorem guarantees the almost sure existence of $K_6$. The following definition plays an important role in our proof.

**Definition 3.2** Let $G = (V, E)$ be a graph and let $U$ be a subset of $V$. Denote by

$$N^*(U) = \{v \in V \mid (v, u) \in E, \text{ for every } u \in U\}$$

the common neighborhood of $U$ in $G$. A subset $V_0 \subset V$ of vertices is called typical if its common neighborhood has linear size, i.e., $|N^*(V_0)| \geq cn$, for some $c > 0$.

**Remark 3.3** Although we are studying properties of $G_{H,m}$, for $H$ which has average degree at least $dn$ (for a fixed constant $0 < d < 1$), throughout the rest of this section we will assume for convenience that we are in fact dealing with a graph whose minimum degree is at least $dn/2$. Since we will only be using estimates on the number of edges in linear-sized (in $n$) subsets of vertices this results in no loss of generality - indeed, every graph $H$ on $n$ vertices with average degree $dn$ contains a subgraph $H'$ on $n' \geq dn/2$ vertices with minimum degree at least $dn/2$.

We need the following lemma.

**Lemma 3.4** Let $0 < d < 1$ be a fixed constant and let $H \in \mathcal{G}(n,d/2)$. Let $t \geq 4$ and let $R$ be the set of $m$ random edges with $m = \omega(n^{2-2/(t-1)})$. Finally let $G = G_{H,m}$. Then as $n \rightarrow \infty$ we have

(i) $\Pr[G \text{ contains a typical copy of } K_t] \rightarrow 1$.

(ii) Let $0 < \alpha < 1$ be a fixed constant. Then

$$\Pr[ \text{ Every set } U \text{ of size } |U| \geq \alpha n \text{ contains a typical copy of } K_{t-1} \text{ in } G] \rightarrow 1.$$
Proof. We prove Part (ii) first and indicate the changes necessary for the proof of the simpler statement in Part (i). For \( v \in V(H) \), let \( d(v) \) denote the degree of \( v \) in \( H \). For a subset \( U \subseteq V(H) \) we denote by \( d(v, U) \) the number of neighbors of \( v \) in \( U \). First observe that every collection of a linear number of vertices of \( H \) (and hence of \( G_{t,m} \)) contains lots of subsets of size \( (t - 1) \) (and also \( t \)), which are typical. Indeed, let \( U \subseteq V(H) \) be of size \( \geq cn \) (for \( 0 < \alpha < 1 \)). Since the minimum degree of \( H \) is at least \( dn/2 \) we have that

\[
\sum_{v \in V(H)} d(v, U) = \sum_{u \in U} d(u) \geq \frac{dn}{2} |U| \geq \frac{\alpha d}{2} n^2.
\]

Therefore

\[
\sum_{V_0 \subseteq U \atop |V_0| = -1} |N^*(V_0)| = \sum_{v \in V(H)} \left( \frac{d(v, U)}{t - 1} \right) \geq n \left( \frac{\sum_{v \in V(H)} \frac{d(v, U)}{|V|}}{t - 1} \right)^{t - 1} n^t = \Theta(n^t).
\]

As every \( |N^*(V_0)| \leq n \), we conclude that there is a constant \( c > 0 \) such that \( |N^*(V_0)| \geq cn \) for at least \( \Theta(n^{t-1}) \) subsets \( V_0 \subseteq U \) of size \( t - 1 \).

The rest of the proof is straightforward using the so-called Janson Inequality (see [10] or [2]). Following Remark 1.1 we can assume that we add edges not in \( H \) randomly with probability \( p = \omega(n^{-2/(t-1)}) \). Due to monotonicity we may also assume that \( p(n) \) does not exceed \( n^{-2/(t-1)} \) by much, say, \( p(n) \leq n^{-2/(t-1)} \log n \).

Let \( \mu_U \) denote the expected number of typical copies of \( K_{t-1} \) in the (random) graph on \( U \), and let \( \Delta_U \) denote the correlation term:

\[
\Delta_U = \sum_{T, T' \subseteq U \atop |T| = |T'| = t - 1 \atop |T\cap T'| \geq 2} \Pr[T \text{ and } T' \text{ each induce a typical } K_{t-1}].
\]

It is easy to check that

\[
\mu_U = \Theta(n^{t-1} p^{(t-1)/2}) = \omega(n),
\]

and that

\[
\Delta_U = O\left(n^{2t-4} p^{(t-1)(t-2)-1}\right) = O\left(n^{2/(t-1)} (\log n)^{(t-1)(t-2)-1}\right) = o(\mu_U).
\]

Using the Janson inequality it now follows that

\[
\Pr[ \text{ number of typical copies of } K_{t-1} \text{ in } U = 0] \leq e^{-\mu_U + \Delta_U/2} = e^{-\omega(n)}.
\]

Therefore, with probability \( 1 - 2^n e^{-\omega(n)} = 1 - o(1) \) every set \( U \) of size at least \( cn \) contains a typical copy of \( K_{t-1} \).

The proof of part (i) is obtained along the same lines. Observe that the expected number \( \mu \) of typical copies of \( K_t \) in \( G \) is \( \Theta(n^t p^t) = \omega(1) \), and the correlation term is

\[
\Delta = \sum_{T, T' \subseteq U \atop |T| = |T'| = t \atop |T\cap T'| \geq 2} \Pr[T \text{ and } T' \text{ each induce a } K_t \text{ in } G] = O\left(n^{2t-2} p^{2t-1}\right) = o(1).
\]
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Once again the assertion follows using the Janson inequality. 

Since $t$ is fixed, we may apply Lemma 3.4 greedily, and obtain that in fact, almost surely every set of a linear number of vertices contains a linear-sized family of vertex disjoint typical copies of $K_{t-1}$. Thus the following corollary is immediate, with $G = G_{H,m}$ as in Lemma 3.4.

**Corollary 3.5** Let $0 < \alpha < 1$ be a fixed constant, let $U \subseteq V(G)$ with $|U| \geq \alpha n$. There exists a constant $0 < \beta = \beta(\alpha, d, t) < 1$ such that when $n \to \infty$, 

$$\Pr[\text{Every set } U \text{ of size } |U| \geq \alpha n \text{ contains a family of } \beta n \text{ vertex disjoint typical copies of } K_{t-1}] \to 1.$$ 

We also make use of the following two theorems which establish Ramsey-type properties of random graphs. The first result that we use was obtained by Rödl and Ruciński [12].

**Theorem 3.6** For every $a > 0$, there exist $C$ and $N_0$ such that for $n > N_0$ and $p > Cn^{-1/2}$, we have 

$$\Pr[G_{n,p} \rightarrow (K_3, K_3)] > 1 - \exp(-an^{3/2}).$$

Before stating the second theorem, we need a couple of definitions from [11]. Let $C_3$ denote a cycle of length 3. For a graph $H = (V(H), E(H))$, with at least three vertices, the maximum 2-density $d_2(H)$ of $H$ is defined to be 

$$d_2(H) = \max \left\{ \frac{|E(J)| - 1}{|V(J)| - 2} : J \subseteq H \text{ with } |V(J)| \geq 3 \right\}.$$ 

Finally, a graph $H$ is called 2-balanced if the maximum above is attained by $H$. The following theorem was proved by Kohayakawa and Kreuter [11].

**Theorem 3.7** Let $H$ be a 2-balanced graph with $d_2(H) > d_2(C_3) = 2$. Then for every constant $a > 0$, there exist constants $B$ and $N_0$ such that for $n > N_0$ and $p > Bn^{-\beta}$ with 

$$\beta = \beta(C_3, H) = \frac{|V(H)| - 1 + 1/d_2(C_3)}{|E(H)|},$$

we have 

$$\Pr[G_{n,p} \rightarrow (C_3, H)] > 1 - \exp(-an^{1+1/2}).$$

We note that the result in [12] is considerably more general in that it is true for $r \geq 2$ colors, and for a random subgraph $G_p$ of a reasonably regular graph $G$ (for precise statements, see Theorems 1 and 2 in [12]). Similarly, the results in [11] are also more general, and in particular deal with $r \geq 2$ colors and with $r$ monochromatic cycles $C_i$ of varying lengths $l \geq 3$. Note that the results in [11] are only stated with probabilities $1 - o(1)$ without explicit calculation of the exponentially small error terms in $o(1)$. However, one can check that the above bound we report (for the special case of $C_3$) is in fact valid. For our purposes, the following immediate corollary of the above theorems suffices.
Corollary 3.8 Let $t \geq 3$ be a fixed integer. For every $\alpha > 0$, there exist $C$ and $N_0$ such that for $n > N_0$ and $p > Cn^{-(2t-3)/(t-1)}$, we have

$$\Pr[G_{n,p} \rightarrow (K_3, K_t)] > 1 - \exp(-an^{3/2})$$

Proof. The case of $t = 3$ is precisely Theorem 3.6. For $t \geq 4$, observe that $d_2(K_t) = \binom{t-1}{2}/(t-2) > 2 = d_2(C_3)$, and thus Theorem 3.7 is applicable with $\beta(C_3, K_t) = (2t - 3)/(t(t - 1))$. \hfill \Box

Having finished all the necessary preparations we are now ready to prove the main result of this section.

Proof of Theorem 3.1. To prove (i), take $H = K_{2, t}$ and color the edges of $H$ by Red, and the random edges by Blue. As $G(n, m)$, with $m = \alpha(n^{2-2/(t-1)})$, a.s. does not contain a copy of $K_t$ by Theorem 2.2, the claim follows.

We now proceed with the proof of Part (ii) of the theorem for $t \geq 4$. Based on Lemma 3.4, Corollary 3.5 and a trivial combination of the union bound with Corollary 3.8 we may assume that $G$ has the following properties:

1. $G$ has a typical $K_t$;

2. Every set $U$ of $|U| = \Theta(n)$ vertices of $G$ contains a typical $K_{t-1}$ in $G$;

3. For $t \geq 5$, every set $U$ of $|U| = \Theta(n)$ vertices of $G$ satisfies: $G[U] \rightarrow (K_3, K_{t-2})$.

Observe that the last statement follows as $n^{-2/(t-1)} \geq n^{-2((2-2)/(t-3))}$ for $t \geq 5$. We will be able to take the hidden constant in 2)–3) above as small as will be required in the proof. So assume that indeed $G$ has Properties 1)–3) above, and consider an arbitrary Red-Blue coloring of the edges of $G$. Assume by the way of contradiction that this coloring contains neither a Red $K_3$ nor a Blue $K_t$ (fixed $t \geq 4$).

Claim. There is a vertex whose Blue degree is $cn$, for some constant $0 < c < 1$.

Proof. By the first property, $G$ contains a typical copy of $K_t$. Denoting the set of the vertices of the typical copy of $K_t$ by $T$, we have $|N^*(T)| = c_1n$, for some constant $0 < c_1 < 1$. Since there is no Blue $K_t$, at least one of the edges inside $T$ must be colored Red, and let $(u, v) \in E(H)$ be such an edge. For every $w \in N^*(u, v)$, at least one of $(u, w)$ or $(v, w)$ is Blue - otherwise we get a Red $K_3$. Therefore the Blue degree of $u$ or $v$ is at least $c_1n/2$.

Let the vertex with the linear-sized Blue degree be $v$, and let $N_B(v)$ be the Blue neighborhood of $v$. By Property 2 of $G$, $N_B(v)$ contains a family of $\beta n$ pairwise disjoint, typical copies of $K_3$, for some constant $0 < \beta < 1$. Each of them must have a Blue edge – otherwise we get a Red $K_3$ and are done. Let those Blue edges be $(x_1, y_1), \ldots, (x_s, y_s)$, where $s = \beta n$. Denote by $N_i = N^*(x_i, y_i)$, the common neighborhood of $x_i, y_i$, for $i = 1, \ldots, s$. Note that each $N_i$ is linear in size, since $\{x_i, y_i\}$ is a pair from a typical $K_3$. Let $\min_i |N_i| = c_2n$ for some constant $0 < c_2 < 1$. Now we consider two cases.

Case (a). Suppose that for some $i \in \{1, \ldots, s\}$, and some constant $c > 0$,

$$\left|\left\{w \in N_i : (x_i, w), (y_i, w) \text{ are both Blue}\right\}\right| = cn. \quad (1)$$
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Then we get for that choice of $i$, a Blue edge $(x_i, y_i)$ with common Blue neighborhood $N_{\text{Blue}} \subseteq N_i$ of size $cn$. The case of $t = 4$ can easily be dispensed with at this point: Property 2 guarantees that $N_{\text{Blue}}$ contains a copy of $K_{t-1} = K_3$. If at least one of the edges of this $K_3$ is Blue, then together with the pair $(x_i, y_i)$ we obtain a Blue $K_4$. If not, then we obtain a Red $K_3$.

For $t \geq 5$, we invoke Property 3) of $G$. Since $|N_{\text{Blue}}| = cn$, we have $G[N_{\text{Blue}}] \to (K_3, K_{t-2})$. Thus together with the Blue edge $(x_i, y_i)$ and the fact that $N_{\text{Blue}}$ is the Blue neighborhood of $(x_i, y_i)$, we have the Ramsey property $G \to (K_3, K_t)$. Thus, in both cases we have arrived at a contradiction with our assumption on the coloring of $G$.

Case (b). Suppose that for none of the $i \in \{1, \ldots, s\}$ Equation (1) holds. Then for each $i$, the edge $(x_i, y_i)$ is incident to $(1-o(1))|N_i|$ Red edges. Moreover, since each Red edge is counted at most twice as we vary $i$, we infer that $N_B(v)$ is incident to at least $(1/2)(1-o(1))\sum_{i=1}^s|N_i| \geq (1/2-o(1))\beta c_2 n^2$ Red edges. Hence there exists a vertex $w \in V$ whose Red degree to $N_B(v)$ is at least $(1/2-o(1))\beta c_2 n$. Let $\hat{N}$ be the intersection of the Blue neighborhood of $v$ and the Red neighborhood of $w$, so that we have $|\hat{N}| = (1/2-o(1))\beta c_2 n = \Theta(n)$. Once more according to Property 2, $\hat{N}$ contains a copy of $K_{t-1}$. If this copy has a Red edge, then this Red edge forms a Red triangle with $w$. Otherwise, all of the edges of the above $K_{t-1}$ are Blue, forming a Blue $K_t$ together with $v$, yielding a contradiction and thus concluding the proof of the theorem.

4 Getting (un)satisfied with a little use of randomness

Given $n$ boolean variables $x_1, \ldots, x_n$, a literal is a variable $x_i$ or its negation $\overline{x}_i$ for all $1 \leq i \leq n$. For a set of literals $Y$ denote by $\overline{Y}$ the set of literals $\{\overline{y} \mid y \in Y\}$. A disjunction of $k$ literals is called a $k$-clause. Let $C_k$ be the set of all $k$-clauses over $x_1, \ldots, x_n$, i.e., the set of $2^k \binom{n}{k}$ possible disjunctions of $k$ distinct, non-complementary literals. A $k$-SAT formula $F$ is a conjunction of clauses from $C_k$.

Given a $k$-SAT formula $F$, the Satisfiability problem asks whether there exists a truth assignment to the variables of $F$ under which it evaluates to true. Satisfiability has been a central problem of computational complexity since 1971 when Cook proved that it is complete for the class NP, i.e., it is as hard as any other decision problem for which positive answer can be verified in polynomial time.

A random $k$-SAT formula $F_k(n, m)$ is formed by selecting uniformly at random $m$ clauses from $C_k$ and taking their conjunction. The study of properties of random $k$-SAT formulas has become an extremely active area of research in the last fifteen years. Here the main goal is to obtain precise estimate of the threshold value of $m$ which makes the $k$-SAT formula almost surely unsatisfiable (see, e.g., [1] and its references).

In this section we consider another model of random formulas. In this model, we start with a fixed (satisfiable) instance $F$ of a $k$-SAT formula on $n$ variables. A random formula $G$ is then obtained by adding to $F$ a set $R$ of $m$ clauses that are chosen uniformly at random from the set of all $k$-clauses which are not in $F$. The goal is to reach almost surely a non-satisfiable formula. If $F$ is the empty formula, i.e., contains no clauses, we obtain the original random $k$-SAT model $F_k(n, m)$. Here we are interested in another regime when the formula $F$ is quite "dense". In this case we are able to obtain
an asymptotic order of magnitude of $m$ that guarantees almost sure non-satisfiability. Specifically, we prove the following result.

**Theorem 4.1** (i) Let $c > 0$, $0 \leq \epsilon < 1/k$, and let $F$ be a satisfiable $k$-SAT formula on $n$ variables with at least $cn^{k-\epsilon}$ clauses. Then almost surely a conjunction of $F$ with $m = \omega(n^{k\epsilon})$ random clauses from $C_k$ is not satisfiable.

(ii) For every $0 \leq \epsilon \leq 1/k$, there exists a $k$-SAT formula on $n$ variables with $\Omega(n^{k-\epsilon})$ clauses such that a conjunction of $F$ with $m = o(n^{k\epsilon})$ random clauses from $C_k$ is almost surely satisfiable.

**Proof.** Following Remark 1.1 we can assume that instead of adding $m$ random clauses we will add every clause in $C_k$ with probability $p = \Theta(m/n^k) = \omega(n^{k\epsilon-k})$.

To show Part (i) of the theorem we will prove the following more general statement. Let $1 \leq s \leq k$ and let $F$ be an $s$-SAT formula on $n$ variables with at least $\Omega(n^{1-\epsilon})$ clauses. For every clause in $C_k$ choose it randomly and independently with probability $p = \omega(n^{k\epsilon-k})$ and denote this set of random clauses by $R$. Then almost surely a conjunction of $F$ with the clauses in $R$ is not satisfiable. Note that the case $s = k$ of this statement gives the assertion of Part (i). We prove our claim by induction on $s$. If $s = 1$, then $F$ is simply a conjunction of $\Omega(n^{1-\epsilon})$ literals which all should get true value to satisfy $F$. Denote the set of these literals by $Y$ and pick every clause in $C_k$ with probability $p = \omega(n^{k\epsilon-k})$. Since $|\overline{Y}| = |Y| = \Omega(n^{1-\epsilon})$ we have at least $\left|\overline{Y}\right| = \Omega(n^{k-k\epsilon})$ $k$-clauses whose all variables are in $\overline{Y}$. So the probability that we choose one of them is at least

$$1 - (1 - p)^{|\overline{Y}|} = 1 - (1 - p)^{\Omega(n^{k-k\epsilon})} = 1 - e^{-\Omega(p n^{k-k\epsilon})} = 1 - e^{-\omega(1)} = 1 - o(1).$$

Thus a.s. at least one clause in $R$ has all its literals in $\overline{Y}$ and therefore is not satisfied by any assignment that satisfies $F$.

Now suppose that $F$ is an $(s + 1)$-SAT formula on $n$ variables with at least $\Omega(n^{s+1-\epsilon})$ clauses. Denote by $Y$ the set of all literals contained in at least $\Omega(n^{s-\epsilon})$ clauses of $F$. Since the total number of clauses in $F$ is $\Omega(n^{s+1-\epsilon})$ and every literal is contained in at most $O(n^s)$ such clauses one can easily see that $Y$ has size $\Omega(n^{1-\epsilon})$.

Recall that the set $R$ of random $k$-clauses added to $F$ contains every clause in $C_k$ independently with probability $\omega(n^{k\epsilon-k})$. Thus we can represent the set $R$ as a union of $k + 1$ independent sets of random clauses $R_i$, where $R_i$ is a set of $k$-clauses that are chosen from $C_k$ randomly and independently with probability which is still $\omega(n^{k\epsilon-k})$.

Consider what happens when we first add the set $R_{k+1}$. As we already explained above, since $|\overline{Y}| = |Y| = \Omega(n^{1-\epsilon})$, we obtain that almost surely there is a clause $\overline{Y_1} \lor \overline{Y_2} \lor \cdots \lor \overline{Y_k}$ in $R_{k+1}$ such that that $y_i \in Y$ for all $i$. Next, for every $1 \leq i \leq k$ consider all the clauses of $F$ which contain $y_i$, and delete $y_i$ from them. This gives a set of $s$-clauses whose conjunction will be denoted by $F_i$. Now add $k$ independent sets of random $k$-clauses $R_1, \ldots, R_k$. By definition each $F_i$ has at least $\Omega(n^{s-\epsilon})$ $s$-clauses so we can use induction. By induction hypothesis, almost surely there is no satisfying assignment for conjunction of $F_i$ and $R_i$ for every $1 \leq i \leq k$. Therefore a.s. every assignment that satisfies the conjunction of $F$ with $R_1, \ldots, R_k$ should set the value of all literals $y_i$, $1 \leq i \leq k$, to be
true. Then the clause \(\overline{y_1} \lor \overline{y_2} \lor \cdots \lor \overline{y_k}\) is not satisfied. This implies that a.s. there is no assignment that satisfies the conjunction of \(F\) with all clauses in \(R_1 \cup \cdots \cup R_k \cup R_{k+1}\). This completes the proof of the induction step and the proof of Part (i).

The following example proves Part (ii) of the theorem. Partition the set of variables \(\{x_1, \ldots, x_n\}\) as \(A \cup B\) where \(|A| = n^{1-\epsilon}\). Let \(F\) be a conjunction of all the clauses from \(C_k\) which have exactly one literal in \(A\) and \(k-1\) literals in \(B\). By definition the number of clauses in \(F\) is \(\Theta(n^{k-1})\). Set all variables of \(A\) to be true (this will satisfy \(F\)) and choose every clause in \(C_k\) randomly and independently with probability \(p = o\left(n^{k-1}\right)\). Denote this set of random \(k\)-clauses by \(R\). We claim that almost surely there is an assignment for remaining variables that satisfies \(R\) and therefore there is a satisfying assignment for the conjunction of \(F\) and \(R\).

To prove this claim we transform \(R\) into another random formula \(R'\) that contains only literals and 2-clauses. First note that almost surely there is no clause in \(R\) whose all literals are in \(A\). Indeed, since \(|\overline{A}| = |A| = n^{1-\epsilon}\), the probability that there is such a clause equals \(\binom{|\overline{A}|}{k} p = o\left(n^{k(1-\epsilon)}\right) p = o(1)\). Also every clause in \(R\) which has a literal in \(A\) is satisfied so we discard it. Fix an ordering \(x_1 < \overline{x_1} < x_2 < \overline{x_2} < \cdots\) of our literals. For every literal \(z \in B \cup \overline{B}\) we add it to \(R'\) if there are \(k-1\) literals \(z_1, \ldots, z_{k-1} \in A\) such that \(z \lor z_1 \lor \cdots \lor z_{k-1} \in R\). Since \(\epsilon \leq 1/k \leq 1/2\), the probability of this event is

\[
p_1 = \binom{|A|}{k-1} p = n^{1-\epsilon} \binom{k-1}{k-1} p = n^{k-1}p = o\left(n^{-1}\right).
\]

For every pair of literals \(z, z' \in B \cup \overline{B}\) we add a 2-clause \(z \lor z'\) to \(R'\) if there is a clause in \(R\) which contains both \(z\) and \(z'\) and in which these two literals are the smallest among the all its literals from \(B \cup \overline{B}\). Since \(\epsilon \leq 1/k\), the probability of this event is

\[
p_2 \leq \sum_{i=0}^{k-2} \left(\binom{|A|}{i} \binom{|B|}{k-i}\right) 2^{k-2} p = O\left(n^{k-2}p\right) = o\left(n^{k-2}\right) = o(n^{-1}).
\]

Also note that by definition all these events are independent since they depend on the disjoint sets of clauses from \(C_k\). By our construction, any satisfying assignment for \(R'\) is also a satisfying assignment for \(R\). Therefore, to complete the proof of Part (ii) of the theorem, it is enough to prove the following simple statement.

**Proposition 4.2** Let \(R'\) be a random formula of 1- and 2-clauses on \(n\) variables such that every 1-clause is present in \(R'\) independently with probability \(p_1 = o\left(n^{-1/2}\right)\) and every 2-clause is present in \(R'\) independently with probability \(p_2 = o\left(n^{-1}\right)\). Then almost surely \(R'\) is satisfiable.

**Proof.** To prove this proposition we apply the standard method of search for a satisfying assignment of boolean formulas called the pure literal rule. Our proof is an adaptation of the arguments used in [7] and [9] to establish a threshold for satisfiability of the random 2-SAT.

A literal is called pure if its negation does not appear in the formula. Consider the procedure where we repeatedly set a pure literal in \(R'\) to be true and delete all clauses from \(R'\) that contain
this literal. We continue until there are no more pure literals. We claim that a.s. we are left with the empty formula.

In order to prove this claim, associate a (random) multigraph $G = G(R')$ with the random formula $R'$, where $G$ may contain multiple loops and multiple edges. $G$ is defined as follows: the vertices of $G$ are variables $z_1, \ldots, z_n$; a 1-clause $z_i$ or $\neg z_i$ corresponds to a loop at $z_i$; a 2-clause $y_i \lor y_j$ with $y_i \in \{z_i, \neg z_i\}$, $y_j \in \{z_j, \neg z_j\}$ translates to an edge $(z_i, z_j)$. It is immediate that a loop appears in $G$ with probability at most $2p_1$, while an edge appears in $G$ with probability at most $4p_2$.

Suppose we are left with the set of clauses in which every literal appears together with its negation. Then $G$ contains a subgraph with all degrees at least 2 (where a loop contributes 1 to the degree of its vertex). It is easy to check that then there is a sequence of $s$ distinct variables $z_1, \ldots, z_s$ such that one of the following four cases holds:

1. $G$ contains loops at $z_1, z_2$ and edges $(z_1, z_2), \ldots, (z_{s-1}, z_s)$. This happens with probability at most
   \[ \sum_{s=2}^{n} n^s (2p_1)^2 (4p_2)^{s-1} = o(np_1^n) = o(1) ; \]

2. $s \geq 3$ and $G$ contains edges $(z_1, z_2), \ldots, (z_{s-1}, z_s), (z_s, z_1)$. This happens with probability at most
   \[ \sum_{s=3}^{n} n^s (4p_2)^s = o(1) ; \]

3. $s = 1$ and $G$ contains two loops at $z_1$. This happens with probability at most $n(2p_1)^2 = o(1)$;

4. $s = 2$ and $G$ contains two edges between $z_1$ and $z_2$. This happens with probability at most $n^2 (4p_2)^2 = o(1)$.

Therefore almost surely none of the four events happens and hence $R'$ is satisfiable. \qed

5 Concluding remarks

We strongly feel that the results of this paper and its predecessors [3], [4] are just a beginning of a prolific line of research on this very interesting model. Undoubtedly many more interesting questions in this setting can be posed.

Going back to our paper, it would be nice to be able to prove (in a more elementary and self-contained fashion) the Ramsey-type result from Section 3 without appealing to the powerful results of [12] and [11]. Another related Ramsey-type question is to establish a threshold for Ramsey property $G \rightarrow (G_1, G_2)$ for pairs $(G_1, G_2)$ other than $G_1 = K_3$, $G_2 = K_s$, treated here.

A related problem to that considered in Section 4 is to find a threshold for non-2-colorability of an $r$-uniform hypergraph $G$, obtained by adding random edges to a hypergraph $H$ on $n$ vertices with a given number of edges. Our preliminary estimates show that, despite apparent similarity of this problem to that of Section 4, they are in fact very different, and the value of the threshold function is different as well.
Acknowledgment. We would like to thank Yoshiharu Kohayakawa for helpful tips on wading through [11].

References


