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Abstract. The approachability theorem of Blackwell (1956b) is extended to
infinite dimensional spaces. Two players play a sequential game whose payo¤s
are random variables. A set C of random variables is said to be approachable
by player 1 if he has a strategy that ensures that the di¤erence between the
average payo¤ and its closest point in C, almost surely converges to zero.
Necessary conditions for a set to be approachable are presented.

1. Introduction

Blackwell (1956b) considered a two-player sequential game where the payo¤s
at each round are vectors in a finite dimensional space, rather than numbers.
A pre-specified set in the (vector) payo¤ space C is said to be approachable by
player 1 if he has a strategy that ensures that the distance between the partial
average payo¤ and its closest point in C, converges with time to zero along
almost every play path. In contrast with the finite dimensional payo¤ space, as
in Blackwell (1956b), the payo¤ space considered here is infinite dimensional.
We present su‰cient conditions that ensure almost surely approachability.

One may consider a vector-payo¤ game as finitely many games played
simultaneously. In each round a player takes an action which applies to all
games played. If there are no transferable payo¤s from one game to another,
the payo¤s of the games are considered as one vector. The objective of player
1 then is to bring the average vector payo¤ into a set C. Blackwell treated the
case where in each round all games are played. Here we also examine the case
where not all games are played all the time. In each round, depending on the

1 I acknowledge Eilon Solan for his helpful comments. The author acknowledges the support of
the Israel Science Foundation, grant no. 178/99.
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history, a di¤erent set of games is played. In terms of vector-payo¤s, some
coordinates may be inactive in some rounds. The relevant average is therefore
the sum of past payo¤s divided by the number of times a coordinate was pre-
viously active. Thus, the sum of payo¤s is divided by a number that may vary
with the coordinate. This fact imposes a di‰culty in that it does not allow use
of the multi-linearity of the inner product.

The approachability theorem has been applied extensively since its incep-
tion. Blackwell (1956a) himself noted that Hannan’s (1957) no-regret theorem
can be proven by using the approachability theorem. Aumann and Maschler
(1995) used it to show that the uninformed player in a repeated game with
incomplete information can guarantee at least what is then proven to be the
value. Recently the approachability theory gained a revival due to the influ-
ential work of Foster and Vohra (1997 and 1999) on calibration and its rela-
tion to correlated equilibrium. Hart and Mas-Colell (2000) demonstrated an
interactive learning process that converges to correlated equilibrium. In Hart
and Mas-Colell (2001) they used the idea behind the geometric principle of
approachability to introduce a large family of adaptive learning procedures.
Rustichini (1999) proved a no-regret theorem for a case of imperfect moni-
toring. Spinat (2000) showed that any minimal approachable set is a B-set,
that is, a set which satisfies the condition of Blackwell’s theorem.

In his original paper Blackwell (1956b) also introduced the notion of weak
approachability. Vieille (1992) used di¤erential games with a fixed duration to
study weak approachability in finite dimensional spaces.

As for approachability in large spaces, Lehrer (2001a) used it to show
that there exists a prediction scheme that passes a large set of checking rules a
la David (1982). Sandroni at al. (2000) extended this result to the case where
the checking rules are prediction-based, that is, when an inspector can use
rules that are based on current forecasting rather than on historical ones only.
Lehrer (2001b) showed the existence of a regret-free strategy against infinitely
many performance criteria. Lehrer (2001c) introduced an infinite game where
in each round player 1 chooses a digit and player 2 a distribution over digits.
Player 1 wins if the sequence of digits he chose during the game is normal
with respect to the measure induced by the sequence of distributions player 2
chose through the game. Lehrer (2001c) proved by the approachability theo-
rem in large spaces that player 1 has a pure winning strategy in this game.
This strategy is in particular a procedure by which one can construct an
extended normal number with respect to any distribution.

In this paper we separate the geometric aspects of approachability from the
strategic aspects. The geometric principles behind approachability are intro-
duced first (Section 3) and then applied to random-variable-payo¤ games (in
Section 4). Section 5 is devoted to demonstrating the relation between the law
of large numbers and the idea of approachability.

2. Approachability in an infinite dimensional space

Consider a sequential game where at each stage player i chooses an action from
a measurable set Si, i ¼ 1; 2: Let ðsn

1 ; s
n
2 Þ A S1 � S2 denote the pair of actions

taken at time n. A history of length n is a sequence ðs1
1 ; s

1
2 ; s

2
1 ; s

2
2 ; . . . ; sn

1 ; s
n
2 Þ.

Histories of length n will later be denoted as hn. The set of all finite histories is
H ¼6

n
ðS1 � S2Þn. For any hs; hn A H we say that hs a hn if hs is a prefix of

hn. Denote H ¼ ðS1�S2Þy. For a given hy AH we denote by hn its n th prefix.
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Let ðW; m;FÞ be a probability space and w be a function from H to the
set of random variables defined on ðW; m;FÞ that takes only values in f0; 1g.
Thus, for every h A H, wðhÞ is a random variable defined over ðW; m;FÞ that
attains only two values, 0 or 1. When wðhÞðoÞ ¼ 1, we say that after the
history h, o is active and otherwise, that o is inactive. The function w is called
the indicator. The payo¤ at time n after the history hn�1 A H of length n� 1,
is determined by the pair of actions chosen at that time, ðsn

1 ; s
n
2 Þ. This payo¤,

denoted by YnðhnÞ (where, hn ¼ ðhn�1; sn
1 ; s

n
2 Þ), is a random variable defined

on the probability space ðW; m;FÞ. Moreover, this variable satisfies the con-
dition that for almost every o A W, YnðhnÞðoÞ ¼ 0 if wðhn�1ÞðoÞ ¼ 0. In other
words, on an inactive o the payo¤ is 0 (i.e., YnðhnÞðoÞ ¼ 0). For any n denote

~wwðhn�1Þ ¼
P

hsah n�1 wðhsÞ. Thus, ~wwðhn�1Þ counts the number of times along

hn�1 that points in W were active. Set,2 YnðhnÞ ¼
P

h sah n YsðhsÞ
~wwðh n�1Þ . YnðhnÞðoÞ is

the average payo¤ over the times that o was active. We assume that all the
random variables YnðhnÞ are in L2 ¼ L2ðW; m;FÞ.

Let C be a closed set in L2. For f A L2 denote by ProjCð f Þ a closest point
in C to f .3

Remark: The indicator determines whether a point o is active or inactive
in stage n based only on previous actions taken by both players. In fact the
set up can be a bit more general than that. All the results are applied also to
the case where the indicator depends not only on previous actions but also on
the actual stage-action of player 1.

Definition 1. For a given hy A H we say that the sequence fYnðhnÞg approaches
C if YnðhnÞ�ProjCðYnðhnÞÞ converges m-almost surely to zero whenever wðhnÞ ¼
1 infinitely often (i.e., mðYnðhnÞ � ProjCðYnðhnÞÞ ! 0 j wðhnÞðoÞ ¼ 1 infinitely
oftenÞ ¼ 1, if mðwðhnÞðoÞ ¼ 1 infinitely oftenÞ > 0).

A strategy of player i is a function si from H to DðSiÞ, the set of dis-
tributions over Si. Any pair of strategies ðs1; s2Þ induces a distribution over
H, lðs1;s2Þ.

Definition 2. The set C is approachable by player 1 if there is a strategy s1 such
that for every s2 the following holds: fYnðhnÞg approaches C for lðs1;s2Þ-almost
every hy.

Adapting Blackwell’s technique (see also Mertens, Sorin and Zamir
(1994) Chapter II Section 4) to the infinite dimensional case would guarantee
approachability only in the norm (of the payo¤ space). The reader should not
confuse the ‘‘almost surely’’ in the approachability statement of Blackwell and
the approaching ‘‘in probability’’ of the average payo¤s. Blackwell showed
that the distance, with respect to the Euclidean norm, between the average
payo¤ and the approached set converges along almost every play-path to zero.
Thus, the ‘‘almost surely’’ statement refers to the space of play-paths, while the
convergence of the average payo¤s is in the Euclidean norm. When the game

2 Here and throughout the entire paper 0
0 is referred to as 0.

3 In case C is convex there is exactly one such point.
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payo¤s are random variables defined on some probability space, convergence
in the L2 norm implies only convergence of the average payo¤ variables in
probability and not almost surely. Proving convergence of the average payo¤s
almost surely requires a di¤erent technique than that used by Blackwell.

3. The geometric principle of approachability

3.1. Converging to the origin

The inner product in L2 ¼ L2ðW; m;FÞ will be denoted by h� ; �i (i.e., h f ; gi ¼Ð
fg dm) and k f k2 ¼ h f ; f i.

Definition 3. a. A sequence fgng of functions in L2 is m-almost surely bounded
if there is a real-valued function B on W (not necessarily in L2) such that
maxnjgnja B m-almost surely.

b. fgng is L2-bounded if there is a real-valued function B in L2 such that
maxnjgnja B m-almost surely.

The following proposition resemble Theorem 4.2 in Kuipers and Nieder-
reiter (1974). For the sake of completeness I provide a proof which uses an
idea from Kuipers and Niederreiter (1974).

Proposition 1. Suppose that

(a) f~ggng is a m-almost surely bounded sequence of random variables in L2;

(b) ~ffn ¼
~gg1þ���þ~ggn

n
; and

(c)
P k ~ffnk2

n
converges.

Then, ~ffn converges m-almost surely to zero.

Proof: Since
P k ~ffnk2

n
converges, there is an unbounded sequence of increas-

ing numbers fbng, all greater than 1, such that
P bnk ~ffnk2

n
also converges. Set

M1 ¼ 1 and for every n > 1,

Mnþ1 ¼
bMn

bMn
� 1

Mn

� �
þ 1: ð3:1Þ

For every n let kn be an integer in the interval Mn < k a Mnþ1 where k ~ffkk
2

attains its minimum, that is, k ~ffkn
k2

a k ~ffkk
2 for every Mn < k a Mnþ1. Thus,

k ~ffkn
k2

a
1

Mnþ1 �Mn

XMnþ1

k¼Mnþ1

k ~ffkk
2
a

Mnþ1

Mnþ1 �Mn

XMnþ1

k¼Mnþ1

k ~ffkk
2

k
: ð3:2Þ

Due to (3.1), Mnþ1

Mnþ1�Mn
< bMn

for su‰ciently large n. Furthermore, to the fact
that fbng increases to infinity, (3.2) implies

k ~ffkn
k2

a
XMnþ1

k¼Mnþ1

bkk ~ffkk
2

k
:
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Thus,
Py

n¼1k ~ffkn
k2¼

Py
n¼1

Ð
ð ~ffkn
Þ2 dm<y. By Fatou’s lemma,

Ð Py
n¼1ð ~ffkn

Þ2 dm

<y. Thus,
Py

n¼1ð ~ffkn
Þ2 <y m-almost surely and ~ffkn

!n 0 m-almost surely.

Due to (3.1), limn
Mnþ1

Mn
¼ 1 and thus limn

knþ1

kn
¼ 1.

By (a) there is a function B such that j~ggnja B for every n m-almost surely.
Therefore, if Mn < k a Mnþ1, then (a) and (b) imply,

j ~ffkja

kn

~ffkn

k

þ

Mnþ1 �Mn

Mn

B

!n 0 m-almost surely: ð3:3Þ

This completes the proof. 9

3.2. The principle of approachability: A simple version

Theorem 1. Suppose that

(a) f~wwng
y
0 is a sequence of non-decreasing random variables that assume integer

values, ~wwn � ~wwn�1 a 1, ~wwn !y m-a.s. and ~ww0 ¼ 0;
(b) fgng is an L2-bounded sequence of random variables in L2ðW; m;FÞ that

satisfies gn ¼ 0 whenever ~wwn � ~wwn�1 ¼ 0;

(c) fn ¼ ~wwn�1 fn�1þgn

~wwn
, where f1 ¼ g1; and

(d)
P fn�1

~wwn
; gn

D E
<y.

Then, fn converges m-almost surely to zero.

Proof: Denote An ¼ f~wwn � ~wwn�1 ¼ 1g. Let4 xn ¼ 1An

gn� fn�1

~wwn
: Note that fn ¼

~wwn�1 fn�1þgn

~wwn
¼ fn�1 þ xn: Thus,

k fnk2 ¼ k fn�1k2 þ 2h fn�1; xniþ kxnk2

¼ k fn�1k2 þ 2 fn�1; 1An

gn

~wwn

� �
� 2 fn�1; 1An

fn�1

~wwn

� �
þ kxnk2:

By (b), 1An

gn

~wwn
¼ gn

~wwn
, and therefore,

k fnk2 ¼ k fn�1k2 þ 2 fn�1;
gn

~wwn

� �
� 2 fn�1; 1An

fn�1

~wwn

� �
þ kxnk2:

Continuing inductively we obtain,

k fnk2 ¼ k f1k2 þ
Xn

i¼2

2 fi�1;
gi

~wwi

� �
�
Xn

i¼2

2 fi�1; 1Ai

fi�1

~wwi

� �
þ
Xn

i¼2

kxik2: ð3:4Þ

Let B be the L2 function that bounds gn (see (b) of the theorem). Observe that,

Xy

i¼2

kxik2
a
Xy

i¼1

1Ai

2B

~wwi

����

����

2

¼ 4

ðXy

i¼1

kBk2

i2
dm <y: ð3:5Þ

4 1Ai
is the characteristic function of An: it is 1 on An and 0 otherwise.
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Note that fi�1; 1Ai

fi�1

~wwi

D E
is non-negative for every i. Condition (d), (3.4) and

(3.5) imply that
Py

i¼2 2 fi�1; 1Ai

fi�1

~wwi

D E
converges.

Define jðnÞ ¼ minfm; ~wwm b ng. jðnÞ is the first stage m, where ~wwm is equal
to n. Due to (a), jðnÞ is m-almost surely well defined for every n. Set ~ggn ¼ gjðnÞ
and define ~ffn ¼ 1

n

Pn
i¼1 ~ggn. Note that the series

Py
i¼2 fi�1; 1Ai

fi�1

~wwi

D E
is equal to

Py
n¼1

k ~ffnk2

nþ1 . Thus, the latter series converges. It implies that the series
Py

n¼1
k ~ffnk2

n
also converges. Therefore, (c) of Proposition 1 is satisfied.

The definition of ~ffn and the fact that the sequence ~ggn is m-a.s. bounded
(since fgng is an L2-bounded sequence) guarantee that (a) and (b) of Prop-

osition 1 are also satisfied. Proposition 1 therefore implies that ~ffn converges
m-a.s. to zero. Thus, fn converges to zero m-almost surely, as desired. 9

A slight variation of Theorem 1 is the following corollary which will be
useful later.

Corollary 1. Suppose that

(a) f~wwng
y
0 is a sequence of non-decreasing random variables that assume integer

values. ~wwn � ~wwn�1 a 1 and ~ww0 ¼ 0;

(b) fgng is a L2-bounded sequence of random variables such that ~wwn � ~wwn�1 ¼ 0
implies gn ¼ 0;

(c) fn ¼ ~wwn�1 fn�1þgn

~wwn
, where f1 ¼ g1; and

(d)
P fn�1

~wwn
; gn

D E
<y.

Then, ~wwn !y implies fn converges to zero m-a.s. (i.e., the event where ~wwn !y
and fn does not converge to zero has probability zero).

Proof: One can redefine the sequence ~wwn so that ~wwn !y m-a.s. without chang-
ing the other random variables. Conditions (a)–(d) of Theorem 1 are therefore
satisfied and Corollary 1 follows. 9

3.3. The principle of approachability: Converging to the origin with
unbounded variables

In this section we deal with a special case where wn 1 1. In this case we state a
theorem analogous to Theorem 1 with unbounded random variables.

In what follows fgng is a sequence of random variables and fn ¼ g1þ���þgn

n
.

Proposition 2. Suppose that there exists d > 0 such that

(a) kgnk2 ¼ Oðn1=3�dÞ, and

(b) k fnk2 ¼ Oðn�2=3�dÞ.

Then, fn converges m-almost surely to zero.

Proof: Let bn ¼ n2=3. Due to (b),
P bnk fnk2

n
converges. As in the proof of

Proposition 1, set M1 ¼ 1 and for every n > 1, Mnþ1 ¼
bMn

bMn
�1

Mn

h i
þ 1. Recall
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kn from the proof of Proposition 1 and the fact that
knþ1�kn

kn
!n 0 m-almost

surely. Similarly to the proof of Proposition 1 we obtain fkn
!n 0 m-almost

surely. To complete the proof it remains to show that fk !k 0 m-almost surely.

By (a),
P kgnk2

n4=3 converges. Therefore, by Fatou’s lemma,
Ð P ðgnÞ2

n4=3 dm con-

verges, which implies that
P ðgnÞ2

n4=3 converges m-almost surely. Thus,

gn

n2=3
! 0 m-almost surely: ð3:6Þ

Let k satisfy kn < k a knþ1. Note that,

fk ¼
kn

k
fkn
þ k � kn

k

gknþ1 þ � � � þ gk

k � kn

: ð3:7Þ

Since Mn a kn and knþ1 a Mnþ2, there is a constant c such that

k � kn

k

gknþ1 þ � � � þ gk

k � kn

a
Mnþ2 �Mn

Mn

gknþ1 þ � � � þ gk

k � kn

a
c

ðMnÞ2=3

gknþ1 þ � � � þ gk

k � kn

a
cðMnþ2Þ2=3

ðMnÞ2=3

1

k � kn

gknþ1

ðMnþ2Þ2=3
þ � � � þ gk

ðMnþ2Þ2=3

 !

:

The first term tends to c, while the rest is an average of k � kn numbers
that, by (3.6), go to zero m-almost surely. Therefore, the right-hand term of
(3.7) tends to zero and thus, fk ! 0 m-almost surely and the proof is com-
plete. 9

Theorem 2. Suppose that there exists d > 0 such that

(a) fgng is a sequence of random variables such that kgnk2 ¼ Oðn1=3�dÞ, and
(b) for every n,

Pn
i¼2ði � 1Þh fi�1; gii ¼ Oðn4=3�dÞ.

Then, fn converges m-almost surely to zero.

Proof:

k fnk2 ¼ ðn� 1Þ2

n2
k fn�1k2 þ 2

ðn� 1Þ
n2

h fn�1; gniþ
1

n2
kgnk2:

Continuing inductively we obtain,

k fnk2 ¼ 1

n2
k f1k2 þ 2

n2

Xn

i¼2

ði � 1Þh fi�1; giiþ
1

n2

Xn

i¼2

kgik2:

Due to (a) and (b),

k fnk2 ¼ Oðn�2=3�dÞ:
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We conclude that the conditions of Proposition 2 hold, and therefore, fn

converges m-almost surely to zero, as desired. 9

Corollary 2. Suppose that

(a) fgng is a sequence of random variables whose norm is uniformly bounded,
and

(b) h fn�1; gnia 0 for every n.

Then, fn converges m-almost surely to zero.

Proof: If (b) holds, then
Pn

i¼2ði � 1Þh fi�1; giia 0 and therefore (b) of Theo-
rem 2 holds. Since (a) of Theorem 2 is implied by (a), fn converges m-almost
surely to zero as desired. 9

3.4. The principle of approachability: Converging to a closed set

In this section we describe the approachability principle as applied to a closed
set C in L2. Recall that ProjCð f Þ is a closest point to f in C. Here also the
discussion is confined to the case where wn 1 1.

Theorem 3. Suppose that fgng is a sequence of random variables. Denote
gn ¼

g1þ���þgn

n
. If there exists d > 0 such that

(a) kgnk2 ¼ Oðn1=3�dÞ, and
(b) for every n,

Pn
i¼2ði� 1Þhgi�1�ProjCðgi�1Þ; gi �ProjCðgi�1Þi ¼ Oðn4=3�dÞ,

then, fn ¼ gn � ProjCðgnÞ converges m-almost surely to zero.

Proof:

k fnk2 ¼ kgn � ProjCðgnÞk2
a
ðn� 1Þgn�1

n
þ gn

n
� ProjCðgn�1Þ

����

����

2

a
n� 1

n
ðgn�1 � ProjCðgn�1ÞÞ

����

����

2

þ 2
n� 1

n2
ðgn�1 � ProjCðgn�1ÞÞ; gn � ProjCðgn�1Þ

� �

þ gn � ProjCðgn�1Þ
n

����

����

2

¼ n� 1

n

� �2

k fn�1k2þ 2
n� 1

n2
hgn�1�ProjCðgn�1Þ; gn�ProjCðgn�1Þi

þ 1

n2
kgn � ProjCðgn�1Þk

2:
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Continuing inductively we obtain,

k fnk2
a

1

n2
k f1k2 þ 2

n2

Xn

i¼2

ði � 1Þhgi�1 � ProjCðgi�1Þ; gi � ProjCðgi�1Þi

þ 1

n2

Xn

i¼2

kgi � ProjCðgi�1Þk2: ð3:8Þ

Fix a point c A C. Note that for every random variable x, kProjCðxÞk ¼
kxþ ProjCðxÞ � xkakxk þ kProjCðxÞ � xk and kProjCðxÞ � xkakc� xka
kckþ kxk. Thus, kProjCðxÞka2kxkþ kck. Applying it to x ¼ gi�1, (a) implies

that kProjCðgi�1Þk2 ¼ Oðði � 1Þ1=3�dÞ, i ¼ 2; 3; . . . : Therefore

1

n2

Xn

i¼2

kgi � ProjCðgi�1Þk2 ¼ Oðn�2=3�dÞ: ð3:9Þ

Due to (3.8), (3.9) and (b),

k fnk2 ¼ Oðn�2=3�dÞ: ð3:10Þ

In order to use Proposition 2, it remains to show that fn is an average of
random variables that satisfy (a) of that proposition.

Define h1 ¼ g1 � ProjCðg1Þ and hi ¼ ifi � i ProjCð fiÞ � ði � 1Þ fi�1þ
ði � 1ÞProjCð fi�1Þ, i ¼ 2; 3; . . . : Obviously fn ¼ h1þ���þhn

n
. Due to (3.10),

kProjCð fiÞk2 ¼ Oði�2=3�dÞ. Thus, khika ik fikþ ikProjCð fiÞkþ ði� 1Þk fi�1kþ
ði � 1ÞkProjCð fi�1Þk, which implies that khik2 ¼ Oði1=3�dÞ for every i.

From Proposition 2 we now infer that fn converges m-almost surely to zero
and the proof is complete. 9

3.5. Convergence to a closed set: Unbounded random variables and wn 2 1

Definition 4. Let C be a closed set in L2 ¼ L2ðW; m;FÞ. We say that C respects
L2-boundedness if

a. whenever frng is an L2-bounded sequence, so is fProjCðrnÞg;
b. if for a sequence frng of L2 functions there exists a function B such

that jrn � rn�1j < B
n

for every n, then there exists a function B 0 such that

jProjCðrnÞ � ProjCðrn�1Þj < B 0

n
for every n.

Remarks:

a. Let f and g be two functions in L2 and W A F. Then, the sets C ¼
fr A L2; g a r a f g, C ¼ fr A L2; r a f g and C ¼ fr A L2; r1W a f 1Wg
respect L2-boundedness, where 1W is the characteristic function of W.
Thus, a point in L2, the positive and the negative orthants of L2 (i.e.,
fr A L2; r b 0g and fr A L2; r a 0g) all respect L2-boundedness.

b. If C is finite dimensional then C respects L2-boundedness.
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Theorem 4. Suppose that C respects L2-boundedness and that

(a) f~wwng
y
0 is a sequence of non-decreasing random variables that assume integer

values, ~wwn � ~wwn�1 a 1, ~wwn !y m-a.s. and ~ww0 ¼ 0;

(b) fgng is L2-bounded and satisfies gn ¼ 0 whenever ~wwn � ~wwn�1 ¼ 0;

(c) gn ¼
~wwn�1gn�1þgn

~wwn
, where g1 ¼ g1; and

(d) lim supn

P
san gs�1 � ProjCðgs�1Þ; ws

gs�ProjCðgs�1Þ
~wws

D E
<y, where for every n

wn ¼ ~wwn � ~wwn�1.

Then, gn � ProjCðgnÞ converges to zero m-almost surely.

Proof:

kgn � ProjCðgnÞk2
a gn�1 þ wn

gn

~wwn

� gn�1

~wwn

� �
� ProjCðgn�1Þ

����

����

2

¼ kgn�1 � ProjCðgn�1Þk2 þ wn

gn � ProjCðgn�1Þ
~wwn

����

����

2

þ wn

ProjCðgn�1Þ � gn�1

~wwn

����

����

2

þ 2 gn�1 � ProjCðgn�1Þ; wn

gn � ProjCðgn�1Þ
~wwn

� �

þ 2 gn�1 � ProjCðgn�1Þ; wn

ProjCðgn�1Þ � gn�1

~wwn

� �

þ 2 wn

ProjCðgn�1Þ � gn�1

~wwn

;
gn � ProjCðgn�1Þ

~wwn

� �
:

Continuing inductively we obtain,

kgn � ProjCðgnÞk2

a kg1 � ProjCðg1Þk2 þ
X

san

ws

gs � ProjCðgs�1Þ
~wws

����

����

2

þ
X

san

ws

ProjCðgs�1Þ � gs�1

~wws

����

����

2

þ 2
X

san

gs�1 � ProjCðgs�1Þ; ws

gs � ProjCðgs�1Þ
~wws

� �

� 2
X

san

gs�1 � ProjCðgs�1Þ; ws

gs�1 � ProjCðgs�1Þ
~wws

� �

þ 2
X

san

ws

ProjCðgs�1Þ � gs�1

~wws

;
gs � ProjCðgs�1Þ

~wws

� �
: ð3:11Þ
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Define fn ¼ gn � ProjCðgnÞ, jðnÞ ¼ minfm; ~wwm b ng (as in the proof of

Theorem 1) and ~ffn ¼ ~ffjðnÞ.

To show that fn ! 0 almost surely, we prove first that
P

n fn�1;
fn�1

~wwn

D E
<

y. By (3.11) and due to (d), it is su‰cient to show that the following

three series converge:
P

n wn
gn�ProjCðgn�1Þ

~wwn

���
���

2

,
P

n wn
ProjCðgn�1Þ�gn�1

~wwn

���
���

2

, and
P

n wn
ProjCðgn�1Þ�gn�1

~wwn
;

gn�ProjCðgn�1Þ
~wwn

D E
.

By assumption the sequence fgng is bounded by an L2 function
and therefore, the sequence fgng is also L2-bounded. Furthermore, by the
assumption that C respects L2-boundedness, fProjCðgnÞg is L2-bounded.

Thus,
P

n wn
gn�ProjCðgn�1Þ

~wwn

���
���

2

¼
P

n

Ð ðgjn�ProjCðgjn�1
ÞÞ2

n2 dm <y. The second series

converges for a similar reason. As for the third series,
P

n wn
ProjCðgn�1Þ�gn�1

~wwn

D
;

gn�ProjCðgn�1Þ
~wwn

E
¼
P

n

Ð ðProjCðgjn�1
Þ�gjn�1

Þðgjn�ProjCðgjn�1
ÞÞ

n2 dm, which converges by the

Cauchy-Schwartz inequality. We therefore obtain that
P

n fn�1;
fn�1

~wwn

D E
<y.

Since
P

n fn�1;
fn�1

~wwn

D E
¼
P

n
~ffn�1;

~ffn�1

n

D E
, we obtain that

P
n

k ~ffn�1k2

n
dm <y

and therefore
P

n

k ~ffnk
2

n
dm <y; which proves (c) of Proposition 1. In order to

use Proposition 1 it remains to show that ~ffn is an average of an a.s. bounded
sequence.

Let hn ¼ nðgjn
� ProjCðgjn

ÞÞ � ðn� 1Þðgjn�1
� ProjCðgjn�1

ÞÞ. Obviously, ~ffn

is the average of h1; . . . ; hn. To show that fhng is almost surely bounded
let rn ¼ gjn

. We obtain, due to assumption (b) of the theorem, that jrn� rn�1ja
1
n

B for some function B. Since C respects L2-boundedness, there exists a func-
tion B 0 such that jProjCðrnÞ � ProjCðrn�1Þja 1

n
B 0. Thus, hn is an a.s. bounded

sequence.
Proposition 1 now ensures that ~ffn ! 0 a.s. and therefore fn ! 0 a.s. and

the proof is complete. 9

4. Games with payo¤s in large spaces

4.1. The case of w1 1

Recall that YnðhnÞ is the average payo¤ up to stage n when the history is hn.

In this section we suppose that w is constantly 1. Thus, YnðhnÞ ¼
P

h s<h n Ysðh sÞ
n

.

If at stage nþ 1 and after the history hn, player 1’s action is sn
1 and player

2’s action is sn
2 , then the stage payo¤ is (the random variable) Ynþ1ðhn; sn

1 ; s
n
2 Þ

defined on W. If the stage mixed action of player 1 is p and that of player 2 is
q, we denote Ynþ1ðhn; p; qÞ ¼

P
ðs n

1
; s n

2
Þ AS1�S2

pðiÞqð jÞYnðhn; sn
1 ; s

n
2 Þ.

Theorem 5. Suppose that in a two-player game there is 0 < d such that the

payo¤s satisfy kYnðhnÞk2 ¼ Oðn1=3�dÞ, where k � k is the L2-norm. Furthermore,
suppose that for any point f A L2 and after every history hn there exists a
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mixed action of player 1, p A DðS1Þ, such that for any mixed action of player 2,
q A DðS2Þ,

h f � ProjCð f Þ;Ynþ1ðhn; p; qÞ � ProjCð f Þi ¼ Oðn�2=3�dÞ:

Then, the set C is approachable by player 1.

Proof: Let s1 be the following strategy. At stage 1 or if YnðhnÞ A C play
an arbitrary mixed action. Otherwise play the mixed action p A DðS1Þ, such
that hYnðhnÞ � ProjCðYnðhnÞÞ;Ynþ1ðhn; p; qÞ � ProjCðYnðhnÞÞi ¼ Oðn�2=3�dÞ
for any q A DðS2Þ.

Fix a strategy s2 of player 2 and denote by l ¼ lðs1;s2Þ the probability
induced by ðs1; s2Þ over H. Consider the probability space ðH�W; l� mÞ.
Let Fn be the s-field in H�W generated by histories of length n.

For every ðh;oÞ A H�W define gnðh;oÞ ¼ YnðhnÞðoÞ, where hn is the
n-prefix of h. By assumption gn satisfies condition (a) of Theorem 3.

As for condition (b), by the construction of s1 (in what follows the expec-
tations are taken with respect to the measure l� m),

EðhYn � ProjCðYnÞ;Ynþ1ðhn; i; jÞ � ProjCðYnÞi jFnÞ ¼ Oðn�2=3�dÞ:

Thus,

EðEðhYn � ProjCðYnÞ;Ynþ1ðhn; i; jÞ � ProjCðYnÞi jFnÞÞ ¼ Oðn�2=3�dÞ:

Therefore, hgn�1 � ProjCðgn�1Þ; gn � ProjCðgn�1Þi ¼ Oðn�2=3�dÞ for every
n, where gn is the average of g1; . . . ; gn as in Theorem 3. Furthermore,Pn

i¼2ði�1Þhgi�1�ProjCðgi�1Þ; gi�ProjCðgi�1Þi¼
Pn

i¼2 Oði1=3�dÞ¼Oðn4=3�dÞ.
Thus, condition (b) is also satisfied.

Theorem 3 ensures that Yn approaches C, as desired. 9

Remark: Note that if C ¼ f0g, one can use the strategy s1 employed in
the previous proof to show approachability to C by Theorem 2. The case
of C ¼ f0g is su‰cient for the generation of extended normal numbers (see
Lehrer (2001c)).

4.2. Extending approachability further

In this section we deal with general w. For any hn define ~wwðhnÞ ¼
P

h kah n wðhkÞ.
Thus, ~wwðhnÞ indicates how many times along the history hn a point o A W was
active. Note that if w is always 1, then ~wwðhnÞ ¼ nþ 1. We assume that

Recall that if the pair of actions ðsnþ1
1 ; snþ1

2 Þ is played at stage nþ 1 after

the history hn, then Y nþ1ðhn; snþ1
1 ; snþ1

2 Þ ¼ ~wwðh n�1ÞYnðh nÞþwðh nÞYnþ1ðh n; s nþ1
1

; s nþ1
2
Þ

~wwðh nÞ .

Theorem 6. Suppose that in a two-player game the payo¤s are bounded by an
L2 function and that C respects L2-boundedness. Assume that ~wwðhnÞ !y for

every hy A H. Furthermore, suppose that there exists a sequence feng satisfyingP
n en <y such that for any point f A L2 and after every history hn there exists

264 E. Lehrer



a mixed action of player 1, p A DðS1Þ, such that for any mixed action of player
2, q A DðS2Þ,

wðhnÞYnðhnÞ � ProjCðYnðhnÞÞ
~wwnþ1ðhnÞ ;Ynþ1ðhn; p; qÞ � ProjCðYnðhnÞÞ

� �
a en:

Then, the set C is approachable by player 1.

Proof: As in the proof of Theorem 5 define s1, the strategy of player 1, as
follows. At stage 1 or if YnðhnÞ A C, play an arbitrary mixed action. Other-
wise, play the mixed action p A DðS1Þ, such that

wðhnÞYnðhnÞ � ProjCðYnðhnÞÞ
~wwnþ1ðhnÞ ;Ynþ1ðhn; p; qÞ � ProjCðYnðhnÞÞ

� �
a en

for any q A DðS2Þ.
Fix a strategy s2 of player 2 and denote l ¼ lðs1;s2Þ. Consider the prob-

ability space ðH�W; l� mÞ. As in the previous proof, let Fn be the s-field
in H�W generated by histories of length n. For every ðh;oÞ A H�W define
gnðh;oÞ ¼ Y ðhnÞðoÞ. Since all the payo¤s YðhnÞðoÞ are bounded by an L2

function, the sequence gn satisfies condition (b) of Theorem 4. By definition,
gn ¼ Yn satisfies (c) of Theorem 4.

We show that gn � ProjCðgnÞ converges almost surely to zero. In order to
use Theorem 4, we need to prove that condition (d) of this theorem is also
satisfied. By the construction of s1,

E wðhnÞYnðhnÞ�ProjCðYnðhnÞÞ
~wwnþ1ðhnÞ ;Ynþ1ðhn; i; jÞ�ProjCðYnðhnÞÞ

� �
jFn

� �
a en;

and thus

E E wðhnÞYnðhnÞ � ProjCðYnðhnÞÞ
~wwnþ1ðhnÞ

���
;

Ynþ1ðhn; i; jÞ � ProjCðYnðhnÞÞ
�
jFn

��
a en:

So, lim supn

P
san gs�1�ProjCðgs�1Þ; ws

gs�ProjCðgs�1Þ
~wws

D E
a
P

n en <y, which

guarantees that condition (d) is also satisfied.
Theorem 4 ensures that gn � ProjCðgnÞ converges l� m-almost surely to

zero. Hence, C is approachable by player 1 as desired. 9

Remark: The payo¤s in the game discussed here di¤er from those in Blackwell
(1956b) in two aspects. First, they are in an infinitely dimensional space, and
secondly, the average considered in each round is the average of the previously
active points. Despite these two major di¤erences, the strategy employed by
player 1 to ensure the approachability to C is similar to the strategy used in the
finite case. In both cases the idea is to ensure that in each stage the expected
payo¤ and the (relevant) average of past payo¤s lie on di¤erent sides of a
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particular hyper plane. This hyper plane is the one which is perpendicular to
the di¤erence between the average payo¤ and a closest point in C and passes
through this point.

5. Approachability as an extension of the law of large numbers

A simple version of the strong law of large numbers states that if X1;X2; . . . is
a sequence of uncorrelated random variables with bounded variances, then the

average
X1þ���þXn�ðEðX1Þþ���þEðXnÞÞ

n
converges to 0. The approachability principles

presented in Section 3 are extensions of the law of large numbers in that they
deal with convergence to a closed set rather than to a point.

In what follows w1; w2; . . . is a sequences in L2, where wn attains either the
value 0 or the value 1, for every n ¼ 1; 2; . . . : Denote ~wwn ¼ w1 þ � � � þ wn.

Definition 5. Let C be a closed set and Y1;Y2; . . . be a sequence in L2. For any

integer n we say that Ynþ1 is C-negatively correlated with Yn ¼ Y1þ���þYn

~wwn
if

wnþ1

Yn � ProjCðYnÞ
~wwnþ1

;Ynþ1 � ProjCðYnÞ
� �

a 0:

Let X1;X2; . . . be a sequence in L2 and suppose that wn ¼ 0 implies Xn ¼ 0

for every n ¼ 1; 2; . . . : Define Yn ¼ Xn � EðXn j wn 0 0Þ and Yn ¼ Y1þ���þYn

~wwn
.

Note that if X1;X2; . . . is a sequence of uncorrelated random variables,
then Ynþ1 is f0g-negatively correlated with Yn, where wn ¼ 1 for every n.
Corollary 2 implies that if (a) wn ¼ 1 for every n, (b) the variances of
Y1;Y2; . . . are uniformly bounded and, finally, (c) for any n Ynþ1 is f0g-
negatively correlated with Yn, then Yn converges almost surely to 0, that is,
X1þ���þXn�ðEðX1 j w100Þþ���þEðXn j wn00ÞÞ

~wwn
converges almost surely to 0.

Theorems 3 and 4 provide necessary conditions for the convergence of the
average Yn to a closed set C. Theorem 3 implies that if wn ¼ 1 for every n, the
variances of Yn are uniformly bounded and Ynþ1 is C-negatively correlated
with Yn for any n, then Yn converges almost surely to C (i.e., Yn � ProjCðYnÞ
converges almost surely to 0).

Theorem 4 implies that for general wn, if the sequence of Yn is L2-
bounded, C respects L2-boundedness, wn !y almost surely and for any n,

Ynþ1 is C-negatively correlated with Yn, then Yn converges almost surely to C.

6. Final remarks and comments

6.1. Conjecture

I conjecture that the results stated in the first theorems can be sharpened. In
Theorem 2, for instance, it seems su‰cient to require that the sequence fgng
satisfies

P
n
kgnk2

n2 <y in order to have convergence of f fng to zero.
Also, the condition that the set C respects L2-boundedness seems to be too

strong. It is conjectured that if C is convex, for instance, then the conditions of
Theorem 4 are su‰cient to ensure approachability.
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6.2. About the speed of convergence

In the case of general w (where w does not necessarily satisfy wðhnÞ ¼ nþ 1) the

proof of Theorem 1 implies that if
fn�1

~wwn
; gn

D E
a 0 for every n then

Py
n¼1

k ~ffnk
2

n
a

Py
n¼1

c
n2 for some constant c. This fact indicates something about the rate k ~ffnk

tends to zero. Is it true that k ~ffnk ¼ Oðn�1=2Þ? For ~wwn ¼ n this is known (this is
a direct consequence of (3.8)).

6.3. A generalization of Theorem 1

In Proposition 1 it is assumed that ~wwn � ~wwn�1 is either 0 or 1. It turns out that
this proposition can be extended so as to allow ~wwn � ~wwn�1 to take any positive
number, providing that these numbers are not too large compared to ~wwn. This
is formally stated in what follows.

Theorem 1*. Suppose that

(a) f~wwng
y
0 is a sequence of non-decreasing random variables such that ~wwn !y

m-a.s. and ~ww0 ¼ 0;
(b) fgng is a sequence of L2-bounded random variables s.t. ~wwn� ~wwn�1¼ 0 implies

gn ¼ 0;

(c) fn ¼ ~wwn�1 fn�1þð~wwn�~wwn�1Þgn

~wwn
;

(d)
P

n
ð~wwn�~wwn�1Þ fn�1

~wwn
; gn

D E
<y; and

(e)
P ~wwn�~wwn�1

~wwn

���
���

2

<y.

Then, fn converges to zero with m-probability 1.

All the results that follow Theorem 1 can be extended in the same spirit
and in particular the results in subsections 4.2. Suppose that the payo¤s can
be assigned weights greater than 1. The weights at stage nþ 1, after the his-
tory hn, are given by the random variable ~wwðhnÞ � ~wwðhn�1Þ. This random vari-

able may attain any positive number, providing that
P

n E
~wwðh nÞ�~wwðh n�1Þ

~wwðh nÞ

���
���

2
� �

is

finite. Under these conditions Theorems 4 and 5 can be generalized in a nat-
ural way.

6.4. An analogous extension of the Ergodic Theorem

As demonstrated in Section 5, the geometric principles of approachability are
extensions of the strong law of large numbers (that deal with uncorrelated
random variables) to a convergence to a set, rather than to a point. What
would be an appropriate extension of the Ergodic Theorem (that deals with
stationary processes) and what then would be the related random variable-
payo¤s game?
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