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Abstract

For 1 � k � d � 1, let f (d)k (n) be the maximum possible number ofk-simplices spanned

by a set ofn points inRd that are congruent to a givenk-simplex. We prove thatf (3)2 (n) =O(n5=32O(�2(n))), f (4)2 (n) = O(n2+"), for any" > 0, f (5)2 (n) = �(n7=3), andf (4)3 (n) =O(n20=9+"), for any" > 0. We also derive a recurrence to boundf (d)k (n) for arbitrary values

of k andd, and use it to derive the boundf (d)k (n) = O(nd=2+"), for any" > 0, for d � 7 andk � d� 2. Following Erdős and Purdy, we conjecture that this bound holds for larger values ofd as well, and fork � d� 2.

1 Introduction

Let P be a set ofn points inRd , and let� be a prescribedk-dimensional simplex, for some1 � k � d � 1. Let f (d)k (P;�) be the number ofk-simplices spanned byP that are congruent to�. Setf (d)k (n) = max f (d)k (P;�); where the maximum is taken over all sets ofn points inRd and

over allk-simplices inRd . We wish to obtain sharp bounds forf (d)k (n).
The casek = 1 is the well-studied problem ofrepeated distances, originally considered by

Erdős [17] in 1946: How many pairs of points ofP lie at a prescribed distance from each other.
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INTRODUCTION 2C2 : x23 + x24 = 1,

C1 : x21 + x22 = 1,

x1 = x2 = 0
x3 = x4 = 0

Figure 1: A construction forf (4)1 (n) = 
(n2).
as observed by Lenz (see, e.g., [23], one can construct inR4 two orthogonal unit circlesC1 :x21 + x22 = 1; x3 = x4 = 0 andC2 : x1 = x2 = 0; x23 + x24 = 1 and placen=2 points on
each of the two circles. The distance between any two pointsp 2 C1 andq 2 C2 is

p2, thereby
obtaining a setP of n points with
(n2) pairs of points at distance

p2. The known upper bounds

for d = 2; 3 aref (2)1 (n) = O(n4=3) [15, 26, 27] andf (3)1 (n) = O(n3=2�(n)) [15], where�(n) =2�(�2(n)) is a slowly growing function ofn, defined in terms of the inverse Ackermann’s function�(n). However, neither of these bounds is known to be tight. The best known lower bounds aref (2)1 (n) = n1+
� 1log log n� andf (3)1 (n) = 
(n4=3 log log n); see, e.g., [23].

Note that we have excluded the casesk = 0 and k = d. The casek = 0 is uninteresting
because, trivially,f (d)0 (n) = n. The casek = d is also uninteresting because one easily hasf (d)d (n) = O(f (d)d�1(n)). It is conceivable, though, thatf (d)d (n) is significantly smaller thanf (d)d�1(n).
However, we are not aware of any instance where this has been shown to be the case. Another easy
observation is thatf (d)k (n) = �(nk+1) for any k � bd=2 � 1. The upper bound is trivial, and
the lower bound can be proved by generalizing the construction for the casek = 1, namely, by
placing the points ofP on k + 1 mutually orthogonal unit-radius circles centered at the origin.
Erdős and Purdy [19] proved thatf (3)2 (n) = O(n19=9). The bound was later improved by Akutsuet

al. [5] to O(n9=5) and then by Brass [10] toO(n7=4). Akutsuet al. [5] also proved thatf (4)2 (n) =O(n65=23+") andf (4)3 (n) = O(n66=23+"), for any " > 0.1 By generalizing Lenz’ construction,

Ábrego and Fern’andez-Merchant [2] proved thatf (4)2 (n) = 
(n2) andf (5)2 (n) = 
(n7=3). Erdős

and Purdy [20] conjectured thatf (d)k (n) = O(nd=2) for even values ofd � 4. There has also
been work on bounding the number of simplices spanned by a point set that are similar to a given a
simplex [1, 2, 3].

1We follow the convention that an upper bound that involves the parameter" holds for any" > 0 and the constant of
proportionality depends on", and generally tends to infinity as" tends to 0.
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We prove thatf (3)2 (n) = O(n5=3�4=3(n)), f (4)2 (n) = O(n2+"), f (5)2 (n) = �(n7=3), andf (4)3 (n) = O(n20=9+"). The best lower bound that we know forf (3)2 (n) is 
(n4=3). This is ob-
tained by placing one point at the origin andn � 1 additional points on the unit sphere, so that
there are
(n4=3) pairs of thosen � 1 points at distance

p2 from each other (see [18] for such a

construction). The bound onf (4)2 (n) is almost tight because as mentioned above,f (4)2 (n) = 
(n2).
We conjecture thatf (d)k (n) = �(minfnk+1; nd=2) for even values ofd � 4 and f (d)k (n) =�(minfnk+1; nd=2�1=6g) for odd values ofd � 5. The lower bound can once again be attained
by generalizing Lenz’ construction.

We also derive a recurrence forf (d)k (n) for general values ofk and d. The solution of this
recurrence isO(n�(d;k)+"), where�(d; k) is a rather complicated function ofd andk. Although we
are currently unable to provide sharp explicit bounds for�(d; k), for arbitrary values ofk andd, we
can prove that�(d; k) � d=2 for d � 7 andk � d � 2. We conjecture that�(d; k) � d=2 for all d
andk � d � 2. (The casek = d � 1 seems harder to analyze; see below.) Proving this bound on�(d; k) will (almost) settle in the affirmative the above-mentionedconjecture for even values ofd.

A novel feature of our analysis is a round-robin recurrence scheme. In each round of this
scheme some of the given points are treated as points while others are treated as spheres of various
radii (equal to the lengths of appropriate edges of the givensimplex�). The recurrence then follows
from a space partitioning process, based on a(1=r)-cutting of these sets of spheres; see Sections 3
and 5 for details.

The problem is motivated by the problem ofexact pattern matching: We are given a setE ofn points inRd and a “pattern set”P of m � n points (in most applicationsm is much smaller
thann), and we wish to determine whetherE contains a congruent copy ofP , or, alternatively,
to enumerate all such copies. A commonly used approach to this problem is to take a simplex�
spanned by some points ofP , and find all congruent copies of� that are spanned byE. For each
such copy�0, take the Euclidean motion(s) that map� to �0, and check whether all the other
points ofP map to points ofE under that motion. The efficiency of such an algorithm depends
on the number of congruent copies of� in E. Using this approach, de Rezende and Lee [24]
developed anO(mnd)-time algorithm to determine whetherE contains a congruent copy ofP . Ford = 3, Brass recently developed anO(mn7=4�(n) log n)-time algorithm, which improves an earlier
result by Boxer [9]. Our improved bounds can be applied to derive more efficient algorithms for the
corresponding variants of this problem (see, e.g., a note tothat effect at the end of Section 2).

2 Congruent Triangles in Three Dimensions

In this section we first bound the number of triangles spannedby a point set inR3 that are congruent
to a given triangle. Then we show that our proof also gives an algorithm for computing these
triangles.

Theorem 2.1 Let P be a set ofn points inR3 . The number of triangles spanned byP that are
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congruent to a fixed triangle isO(n5=3 � 2�(�2(n))).
Proof: Let the fixed triangle be� = x0y0z0, with side lengthsjx0y0j = �, jx0z0j = �, jy0z0j = �.
Without loss of generality, we can assume thatx0y0 is the longest edge of�. Let �� be the distance
betweenx0 and the projection ofz0 on the edgex0y0, and let� be the distance betweenz0 and the
edgex0y0. Fix a pair of pointsp; q 2 P such thatjpqj = �. Let v� be the point on the segmentpq at distance�� from p. Any point v such that4pqv is congruent to�, with jpqj = �, jpvj = �,jqvj = �, lies on the circlepq of radius� centered atv� and orthogonal tò pq; see Figure 2.
Repeating this analysis for each pairp; q at distance�, we obtain a (multi)setC of congruent circles,
one for each such pair of points, and the number of triangles under consideration is equal to the
number of incidences between the circles ofC and the points ofP . It is easily checked that at most
two pairs of pointsp; q can give rise to the same circle inC, so we may assume that all circles inC are distinct. Since each circle inC is generated by a pair of points ofP at distance� apart, the
results in [15] implyjCj = O(n3=2�(n)), where�(n) = 2�(�2(n)) is as above.v`pq � v�pqp q� �

Figure 2: Illustration to the upper bound.

For eachu 2 P , let �u denote the sphere of radius� centered atu. Let S denote the resulting
collection ofn spheres. LetPu = P \ �u andCu = fuv j v 2 P; juvj = �g (all circles inCu lie
on�u). Putmu = jPuj andu = jCuj. We haveXu2P mu = O(n3=2�(n)); (2.1)Xu2P u = jCj = O(n3=2�(n)):

We claim that the number of incidences between the points ofPu and the circles ofCu isO(m2=3u 2=3u +mu + u):
This follows exactly as in the proof of a similar bound on the number of incidences between points
and unit circles in the plane (cf. [15, 27]; in fact, the proofin [27] translates practically verbatim to
the case of congruent circles on a sphere).
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The number of incidences between the circles ofC and the points ofP is thus (using (2.1))O Xu2P(m2=3u 2=3u +mu + u)! = O(n3=2�(n)) +O Xu2P m2=3u 2=3u ! :
To obtain an upper bound for the second term, we need the following properties.

Lemma 2.2 The number of sphere-circle containments between a subsetS0 of spheres ofS and the
circles ofC is O �n3=4jS0j3=4�(n) + n+ jS0j� :
Proof: Let P0 � P denote the set of centers of the spheres ofS0. Consider a containment between
a sphere�u, for u 2 P0, and a circleuv of C. Thenv is a point ofP at distance� from u. That
is, u lies on the sphere of radius� centered atv. Conversely, any such pointv gives rise to a circleuv 2 C that is contained in�u. The asserted bound is now an immediate consequence of the bound
on the number of incidences between points and unit spheres in R3 , as given in [15]. 2

For j � 0, let Pj � P be the set of pointsu such that the sphere�u containsj circles ofC.
DefineP�k = Sj�k Pj , P<k = Sj<k Pj , andS�k = f�u j u 2 P�kg. For a given integerk � 0,
let t�k = jP�kj denote the number of spheres inS that contain at leastk circles ofC. An immediate
corollary of the previous lemma is the following.

Corollary 2.3 t�k = jP�kj = O�n3�4(n)k4 + nk� : (2.2)

Proof: The number of sphere-circle containments between the spheres ofS�k and the circles ofC
is at leastkt�k. Using Lemma 2.2, we havekt�k = O �n3=4t3=4�k �(n) + n+ t�k� ;
from which the asserted bound follows easily. 2

We now obtain a bound on the expression
Pu2P m2=3u 2=3u . Fix a threshold parameterk, whose

value will be specified later. We haveXu2P m2=3u 2=3u = Xu2P<km2=3u 2=3u +Xj�k Xu2Pjm2=3u j2=3� k2=3 Xu2P<km2=3u +Xj�k j2=3 Xu2Pjm2=3u :
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Using Hölder’s inequality and (2.1), the first sum is at mostk2=3 Xu2P<km2=3u � k2=3 Xu2P mu!2=3 � n1=3= k2=3n1=3 �O �(n3=2�(n))2=3�= O(k2=3n4=3�2=3(n)):
Using once again Hölder’s inequality, in conjunction with(2.1) and (2.2), the second sum can be
bounded byXj�k j2=3 Xu2Pjm2=3u � Xj�k j2=30�Xu2Pjmu1A2=3 jPj j1=3� 0�Xj�k Xu2Pjmu1A2=3 �0�Xj�k j2jPj j1A1=3

�  Xu2P mu!2=3 �0�k2jP�kj+Xj>k(2j + 1)jP�j j1A1=3
= O0�(n3=2�(n))2=3 � �n3�4(n)k2 + nk +Xj>k�n3�4(n)j3 + n��1=31A= O n�2=3(n) ��n3�4(n)k2 + n2�1=3!= O�n5=3�2=3(n) + n2�2(n)k2=3 � :

Hence, the total number of triangles inf (3)2 (P;�) isO�k2=3n4=3�2=3(n) + n5=3�2=3(n) + n2�2(n)k2=3 � :
Choosingk = n1=2�(n), we obtain the asserted bound. 2

We conclude this section by describing an algorithm for computing the triangles spanned byP
that are congruent to�. The algorithm consists of the following two main steps.

(i) For each pointu 2 P , compute the setsPu = fu 2 P j d(u; v) = �g andP 0u = fu 2 P jd(u; v) = �g, as follows. Construct the set� = f�u j u 2 Pg of n spheres, each of radius�, centered at the points ofP . For each pointu 2 P , we want to compute the set of spheres
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in � that containu. Since an arrangement ofr spheres can be decomposed intoO(r3�(r))
cells of constant description complexity [15], one can use the divide-and-conquer algorithm
described in [13], to compute the incidences betweenP and�, and thus the setsPu, for allu 2 P , inO(n3=2+") time. The setsP 0u can be computed in exactly the same way.

(ii) Put Cu = fuv j v 2 P 0ug. For each pointu 2 P , we compute the pairs(v; w) 2 Pu � Cu
for which v lies on the circleuw. For any such pair(v; w), we report the triangle4uvw,
as it is congruent to�. SinceCu is a set of congruent circles, all lying on the sphere�u,
we can compute, by adapting the algorithm described in [13, 21] for computing incidences
between points and lines, all incidences betweenPu andCu in timeO(m2=3u 2=3u log n+(mu+u) log n) time.

Following the above analysis, we can conclude that the totalrunning time of the algorithm isO(n5=3+"), for any" > 0. That is, we have:

Theorem 2.4 LetP be a set ofn points inR3 and� a triangle. The set of triangles spanned byP
that are congruent to� can be computed inO(n5=3+") time, for any" > 0.

Remark 2.5 The best known lower bound forf (3)2 (n) is
(n4=3). Erdőset al. [18] construct a setS of points on a unit sphere inR3 in which
(n4=3) pairs are at distance
p2. If we add the origin to

the point set, every pair inS at distance
p2 now forms an isosceles triangle with the origin whose

side lengths are1; 1;p2.

As mentioned in the introduction, an immediate corollary ofthe above theorem is the following.

Corollary 2.6 Given a setE of n points inR3 and a pattern point setP ofm � n points, we can
determine inO(mn5=3�(n) + n5=3+") time whetherE contains a congruent copy ofP .

This application raises the following interesting open problem. In the preceding algorithm,
we used an arbitrary triangle spanned byP , and applied the upper bound that we derived on the
maximum number of congruent copies of this triangle inE. However, ifm is reasonably large,P
spans many noncongruent triangles, and it is conceivable that some of them have considerably fewer
congruent copies inE. Formally, and more generally, we wish to obtain improved upper bounds formin� f (d)k (E;�), for a setE of n points inRd , where the minimum is taken over allk-simplices� spanned by a setP of m points. We note that Akutsuet al. [5] study a related quantity, which
bounds the sum, over allk-simplices spanned byP , of the number of occurrences of that simplex
in E (so, for each congruence class of simplices, we sum the number of occurrences of the simplex
in P times the number of its occurrences inE).
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3 Congruent Triangles in Higher Dimensions

We now prove optimal or near-optimal bounds onf (d)2 (n), for d � 4. Recall that the problem is

interesting only ford = 4; 5 becausef (d)2 (n) = �(n3) for d � 6. Let P be a set ofn points
in Rd , and let� = x0y0z0 be the fixed triangle, with side lengthsjx0y0j = �, jx0z0j = �, andjy0z0j = �. For a given triple of setsA, B, C of points inRd , let 	(A;B;C;�) denote the set
of trianglesuvw such that(u; v; w) 2 A � B � C, juvj = �, juwj = �, and jvwj = �. Set (A;B;C;�) = j	(A;B;C;�)j and (d)(a; b; ) = max (A;B;C;�);
where the maximum is taken over all setsA;B;C in Rd with jAj = a, jBj = b, andjCj =  and

over all triangles�. Set (d)(n) =  (d)(n; n; n). Obviously,f (d)2 (P;�) =  (P; P; P ;�) andf (d)2 (n) �  (d)(n). It therefore suffices to obtain a bound on (d)(a; b; ).
Let A, B, C, and� be as defined above. We apply the following randomized divide-and-

conquer process, which consists of three substeps. Letr be a sufficiently large constant, depending
on", whose value will be specified later. In the first step, which we refer to as theA-step, we regardA as a set of points but mapB andC to spheres. Denote by��(x) the (d � 1)-sphere of radius�
centered atx. With each pointp 2 B (resp.q 2 C), we associate the sphere��(p) (resp.��(q)).
Set�B = f��(p) j p 2 Bg, �C = f��(q) j q 2 Cg, and� = �B [ �C .

A subdivision� of Rd into constant-description-complexity cells, in the sensedefined in [25],
is called a(1=r)-cutting of� if each cell in� is crossed by at mostb=r (resp.=r) spheres of�B (resp.�C). A similar cutting is used in the algorithm sketched at the end of the previous
section. By following the approach originally proposed by Chazelle and Friedman [14] and refined
by Agarwalet al. [4], we compute a(1=r)-cutting of� of sizeO(rd log r) as follows. Lift� to a
collectionH of b+  hyperplanes inRd+1 , using the well-known lifting transformation, e.g. given
in [16], which maps a spherex21 + � � � + x2d = �1x1 + � � � + �dxd + � to the hyperplanexd+1 =�1x1+� � �+�dxd+�. The points ofRd are lifted to the standard paraboloid� : xd+1 =Pdi=1 x2i .
We choose a random subsetR � H, compute the arrangement ofR, and decompose each cell of
the arrangement into simplices, using, e.g., bottom-vertex triangulation [14]. LetT be the set of
simplices in the decomposition that intersect�. The generalized zone theorem of Aronovet al. [7]
implies that the number of simplices inT is O(rd log r). LetH4 � H be the set of hyperplanes
that cross a simplex4 in T . Next, we construct a set�0 of pairwise-disjoint, constant-size cells,
which cover�, as follows. If jH4j � (b + )=r, then we add4 to �0. Otherwise, supposet(b + )=r < jH4j � (t + 1)(b + )=r for some integert > 1. We then choose a random subsetR4 � H4 of O(t log t), construct a decompositionAr(R4) of the arrangement, and clip each
simplex ofAr(R4) to within4. If the resulting cell, which is a convex polytope withO(1) faces,
intersects�, then we add it to�0. The setf� \ � j � 2 �0g forms a subdivision of�. The"-net
theory (see, e.g., [23]) implies that, with high probability, each cell ofAr(R4) is crossed by at
most(b + )=r hyperplanes ofH, and a result by Agarwalet al. [4] implies that the expected size
of �0 is at mostrd log r, for some constant. For each cell� 0 2 �0, we compute� 0 \� and project
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the intersection onto the hyperplanexd+1 = 0 (our original space). Let� denote the resulting set of
cells. By construction,� is a(1=r) cutting of� of sizeO(rd log r). In fact, a slightly more careful
analysis implies that one may assume that each cell of� is crossed by at mostb=r spheres of�B
and by at most=r spheres of�C .

For each cell� 2 �, let A� = A \ � , B� = fp 2 B j � � ��(p)g, and ~B� = fp 2 B j� \ ��(p) 6= ; and � 6� ��(p)g. That is, a pointp 2 B is in B� if the sphere��(p) contains the
(necessarily lower-dimensional) cell� , and it is in ~B� if ��(p) crosses (i.e., intersects but does not
contain)� . Similarly, we defineĈ� = fq 2 C j � � ��(q)g, ~C� = fq 2 C j � \��(q) 6= ;and� 6���(q)g. By further refinement of the cells of the cutting, which doesnot change the asymptotic
bound on the number of cells, we may assume thatjA� j � a=rd, P� jA� j = a, j ~B� j � b=r andj ~C� j � =r. Since the point setsA, B, andC are not in general position, the subsetB� (resp.Ĉ� ) could be as large asB (resp.C). Note thatB� andĈ� can be nonempty only if� is a lower-
dimensional cell.

If a triangle4uvw is in	(A;B;C;�), thenu 2 ��(v)\��(w). If u 2 A� , thenv 2 B̂� [ ~B�
andw 2 Ĉ� [ ~C� . Therefore, (A;B;C;�) � X�2�� (A� ; ~B� ; ~C� ;�) +  (A� ; B̂� ; C;�) +  (A� ; B; Ĉ� ;�)� (3.1)� O(rd log r) �  (d) � ard ; br ; r�+X�2�� (A� ; B̂� ; C;�) +  (A� ; B; Ĉ� ;�)�:
In the remainder of this section we obtain bounds on (A� ; B̂� ; C;�) and (A� ; B; Ĉ� ;�), ford = 4; 5, and substitute them in the above recurrence to derive the corresponding bounds for (4)
and (5).
3.1 The four-dimensional case

Lemma 3.1 LetA, B, andC be three point sets of sizesa; b; , respectively, inR4 . For any cell�
in the corresponding subdivision�, (A� ; B̂� ; C;�) +  (A� ; B; Ĉ� ;�) = O(jA� jjBj+ jA� jjCj+ jBjjCj):
Proof: As noted, we may assume that� is a lower-dimensional cell. We first bound (A� ; B̂� ; C;�).
The assertion is obvious ifminfjA� j; jB̂� jg � 2, so assume that each of the two sets has at least
three points. Recall that each point ofA� lies at distance� from every point ofB̂� . This implies that
there exist two orthogonal concentric circlesA, B such thatA� � A andB̂� � B ; see Figure 3.
Indeed, letu1; u2; u3 be three distinct points ofA� . The intersection of the spheres��(u1), ��(u2),��(u3) is a circle; it cannot be a 2-sphere because a 2-sphere can lieon only two 3-spheres of a
given radius. LetB denote this intersection circle, and let� be the2-plane containingB . Clearly,B̂� � B. The centero of B is such thatu1o, u2o, u3o are all orthogonal to�. This implies that
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B o
�?� u3A u1 u2

Figure 3: Illustration to the upper bound.u1, u2, u3 lie in the (unique) plane�? containingo and orthogonal to�. Applying a symmetric
argument, in which the roles ofA� andB̂� are reversed, completes the proof of the existence ofA; B .

Letw be any point inC. If w lies at distance� from at most two points ofA� , then (A� ; B̂� ; fwg;�) � 2jB̂� j;
for an overall bound of2jB̂� jjCj. Similarly, if w lies at distance� from at most two points of̂B� ,
then (A� ; B̂� ; fwg;�) � 2jA� j, for an overall bound of2jA� jjCj. If w is at distances� from
at least three points ofA� and at distances� from at least three points of̂B� , thenw lies on a
circleC that is orthogonal to bothA andB. But this is impossible inR4 , so (A� ; B̂� ; C;�) �2(jA� j+jB̂� j)jCj. A similar argument shows that (A� ; B; Ĉ� ;�) � 2(jA� j+jĈ� j)jBj. Summing
all the bounds obtained above, the assertion of the lemma follows. 2

In other words, we can write (3.1) ford = 4 as (A;B;C;�) = O(r4 log r) � �(ab+ a+ b) +  (4) � ar4 ; br ; r��:
We now repeat this analysis a second time, using each of the sets ~B� as the set of points and

the two other sets as representing sets of spheres of appropriate radii (this is theB-step). Then we
perform a third step, theC-step, in which the resulting subsets ofC represent points and the two
other subsets represent spheres. In each of the second and third steps, the size of each set of spheres
decreases by a factor ofr, and the size of each set of points decreases by a factor ofr4. After the
third round, we haveO(r12 log3 r) subproblems in which the size of each point set has been reduced
by a factor ofr6. Therefore we obtain the following recurrence: (4)(n) = O(r12 log3 r) (4) � nr6�+O(n2); (3.2)

where the constant of proportionality of the second term depends (polynomially) onr. For any
constant" > 0, with an appropriate choice ofr as a function of the prescribed", it can be shown
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that the solution to (3.2) is (4)(n) = O(n2+"), where the constant of proportionality depends on". Applying this bound forA = B = C = P , we obtain thatf (4)2 (n) = O(n2+").
Observe that the above proof is constructive in the sense that it can be converted into a recursive

algorithm for computing the triangles in	(A;B;C;�), whose running time follows the same
recurrence as (3.2). Indeed, sincer is a constant, we can compute the(1=r)-cutting described above
by a randomized algorithm inO(b+ ) expected time. In fact, it can be computed by a detreministic
algorithm inO(b + ) worst-case time [12]. For each cell� 2 �, A� ; B̂� ; Ĉ� can be computed in
an additionalO(a+ b+ ) time. Following the proof of Lemma 3.1, the sets	(A� ; B̂� ; C;�) and	(A� ; B; Ĉ� ;�) can be computed in timeO(ab + b + a). Hence, the total running time of the
recursive algorithm isO(n2+").

It can be shown thatf (4)2 (n) = 
(n2), by generalizing Lenz’ construction. In fact, the following
construction shows that this lower bound can be attained forany given triangle�. Let the side
lengths of� bea; b; . Choosea1 < a, b1 < b, andh > 0 so thata1 + b1 >  anda2 � a21 =b2 � b21 = h2. Geometrically, regard� as a triangle inR3 with the side of length lying on thexy-plane, project� on thexy-plane;a1 andb1 are the two other sides of the projected triangle (see
Figure 4). Take the following three circles1 : x21 + x22 = h2; x3 = x4 = 0;2 : x23 + x24 = a21; x1 = x2 = 0;3 : x23 + x24 = b21; x1 = x2 = 0:
Placen=3 points on each of the circles so that for each of the pointsp placed on2 there is a point

y0 z0x0
x�0a bh b1a1

r
qp

o
1

Figure 4: Lower bound construction.q placed on3 at distance from p. The resulting set has(n=3)2 congruent copies of�. This
construction is reminiscent of a construction inR3 , given in [2].

Hence, we have the following theorem.

Theorem 3.2 Let P be a set ofn points inR4 , and let� be a triangle. The number of triangles
spanned byP that are congruent to� is O(n2+"), for any" > 0, and can be
(n2) in the worst
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case. Moreover, all the triangles spanned byP that are congruent to� can be computed in timeO(n2+").
3.2 The five-dimensional case

An argument similar to but somewhat more involved than the one used in Lemma 3.1 implies the
following lemma ford = 5.

Lemma 3.3 LetA, B, andC be three point sets of sizesa; b; , respectively, inR5 . For any cell�
in the corresponding subdivision�, (A� ; B̂� ; C;�) +  (A� ; B; Ĉ� ;�) = O(jA� j(jBj2=3jCj2=3 + jBj+ jCj) + jBjjCj):
Proof: The proof follows the same line of reasoning as that of Lemma 3.1. We first bound (A� ; B̂� ; C;�). Again, we can assume thatjA� j; jB̂� j � 3. Since each point ofA� lies at
distance� from every point ofB̂� , it follows, similar to the 4-dimensional case, that only two cases
are possible:

(i) A� lies on a circleA andB̂� lies on a concentric orthogonal 2-sphere'B .

(ii) A� lies on a 2-sphere'A andB̂� lies on a concentric orthogonal circleB .

Indeed, take three distinct pointsu1; u2; u3 2 A� . Arguing as above,̂B� is contained in a 2-sphere
that is concentric with and orthogonal to the circle that passes throughu1; u2; u3. If B̂� contains
at least four noncoplanar points then the entireA� must be contained in, and we get the situation
in case (i). Otherwise, the entirêB� must lie on a single circle and we get the situation in case (ii).

Letw be any point inC. If w lies at distance� from at most three points ofA� then (A� ; B̂� ; fwg;�) � 3jB̂� j;
for an overall bound of3jB̂� jjCj. So assume thatw is at distance� from at least four points ofA� .

In case (i),w must lie on a 2-sphere'C that is concentric with and orthogonal toA, and thus
lies in the same 3-space containing'B . We have thus reduced the problem to the following one:
We have two concentric spheres,', '0, in three dimensions, and two finite point setsQ;Q0, withQ � ' andQ0 � '0, and we wish to bound the number of pairs of points inQ � Q0 that are at
distance� from each other. Following the proof in [15] on the number of repeated distances in a
planar point set and the proof of Theorem 2.1, it can be shown that the number of such pairs isO(jQj2=3jQ0j2=3 + jQj+ jQ0j). In other words, the number of triangles under consideration isO �jA� j(jB̂� j2=3jCj2=3 + jB̂� j+ jCj)� :
In case (ii),w must lie on a circleC that is concentric with and orthogonal to'A, and thus lies
in the same 2-plane containingB. In this case it is easily seen that the number of pairs of points



CONGRUENT TRIANGLES IN HIGHER DIMENSIONS 13

in B̂� � (C \ C) at distance� from each other is at most2jB̂� j, so the number of triangles under
consideration isO(jA� jjB̂� j).

The estimation of (A� ; B; Ĉ� ;�) is fully symmetric, and yields the boundO �jA� j(jĈ� j2=3jBj2=3 + jĈ� j+ jBj) + jĈ� jjBj� :
Summing all the bounds obtained above, the assertion of the lemma follows. 2

We now apply Lemma 3.3 to each lower-dimensional cell� 2 �, sum up the resulting bounds,
and recall thatr is a constant, to conclude that the number of triangles that satisfy the assumptions
of the lemma, over all cells� , isO(a(b2=32=3 + b+ ) + b).

By applying a round-robin decomposition process, as in the 4-dimensional case, we obtain the
following recurrence for (5)(n): (5)(n) = O(r15 log3 r) (5) � nr7�+O(n7=3): (3.3)

Using induction onn and choosing a sufficiently large constant value forr, it can be shown that the
solution to (3.3) is (5)(n) = O(n7=3).

Again, we can convert the above argument into an efficient algorithm for computing	(P; P; P ;�).
Let T (n) be an upper bound on the running time of the algorithm, for sets jP j = n. All the steps
in the preceding analysis are effective, and can be computedefficiently. In particular, given two
sets of pointsQ andQ0 on two spheres in 3-space, and a real parameterr, we can find, in timeO((jQj2=3jQ0j2=3 + jQj+ jQ0j) log(jQj+ jQ0j)), all pairs inQ�Q0 that are at distancer, by mod-
ifying an algorithm by Chazelle [13]. Proceeding as above, we get the following recurrence forT (n): T (n) = O(r15 log3 r)T � nr7�+O(n7=3 log n);
whose solution isO(n7=3 log n).

Finally, a matching lower bound for (5)(n) is constructed as follows. Take a unit 2-sphere� and a unit circle that are concentric and orthogonal. Placen=2 points on� so that there are
(n4=3) pairs of these points at distance
p2 apart (as in [18]), and placen=2 points arbitrarily on. We obtain a set ofn points with
(n7=3) equilateral triangles of side length

p2. We thus obtain
the following theorem.

Theorem 3.4 Let P be a set ofn points inR5 , and let� be a triangle. The number of triangles
spanned byP that are congruent to� isO(n7=3), and the bound is tight in the worst case. Moreover,
the triangles spanning byP that are congruent to� can be computed in timeO(n7=3 logn).
Remark 3.5 The number of congruent triangles in a set ofn points in the plane isO(n4=3), which
is an immediate consequence of the same bound for the number of repeated distances in the plane.
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It is curious to note that each of these four bounds is close toO(n(d+2)=3), whered is the dimension.
However, while ford = 4; 5 these bounds are nearly tight (ford = 4) and tight (ford = 5), they are
conjectured not to be tight ford = 2; 3.

4 Congruent Tetrahedra in Four Dimensions

We now bound the number of tetrahedra spanned by a setP of n points inR4 that are congruent to
a given tetrahedron� = pqrs. Fix three pointsu; v; w 2 P so that the triangleuvw is congruent to
the facepqr of �. By Theorem 3.2, the number of such triples isO(n2+"). Any point z 2 P such
thatuvwz is congruent to� must lie on a circleuvw that is orthogonal to the 2-plane spanned byu; v; w, whose center lies at a fixed point in this plane, which is the image (under the congruence)
of the base points� of the height of� from s.

Let � denote the collection of circlesuvw. Note that the circleuvw is fully determined by the
pointsu; v; w, but that it is possible that two different circlesuvw andu0v0w0 coincide. In this case,u0v0w0 is obtained fromuvw by a rotation (and/or reflection) in the plane orthogonal touvw, about
the center of this circle. In other words, all the pointsu 2 P that induce, with two other points
of P , a fixed circle = uvw so thatu maps top, must lie on a circleC;p, which is concentric
with and orthogonal to. The radius ofC;p is the distance betweenp ands�. Similarly, the points
that induce and map toq (resp.r) lie on a circleC;q (resp.C;r). The three circlesC;p; C;q,
andC;r are concentric and coplanar. It is easily checked that any ofthese three circles uniquely
determines and vice versa. For simplicity of presentation, we only use one of these three coplanar
circles, sayC;p. For a circle 2 �, there areO(jP \ j � jP \C;pj) tetrahedrauvwz spanned byP such thatz 2  andu; v; w lie on the respective orthogonal concentric circlesC;p, C;q, C;r.
Indeed, once the pointu has been chosen (fromP \ C;p), the pointv that maps toq must lie onC;q and must be at distancejpqj from u. There are at most two such points. Similarly there are two
candidate points forw in P \ C;r and any point inP \  is a candidate forz.

Fix a threshold parameterk, whose value will be specified later. If a circle 2 � contains fewer
thank points, then the number of tetrahedra under consideration is at mostk times the number
of trianglesuvw that are spanned byP , are congruent topqr, and induce the circleuvw = .
Summing this bound over all such “low-degree” circles, we obtain the boundO(n2+"k).

The problem can thus be reduced to the following. We have a setP of n points and a collection� of pairs of concentric orthogonal circles, in which no two pairs have a circle in common, and at
least one circle in each pair contains at leastk points ofP . Our goal is to estimate the sumX(;0)2�jP \ j � jP \ 0j � X(;0)2�max fjP \ j; jP \ 0jg2:
The problem of estimating the last sum can be restated as follows: We have the point setP and
a collectionC of circles so that each circle inC contains at leastk points ofP , and our goal is to
estimate the sum

P2C jP \ j2. Note that we may assume that the circles inC are all congruent.
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Lemma 4.1 The numbert�j of circles inC that contain at leastj points ofP isO(n3�(n)=j11=2+n2=j3 + n=j), where�(n) = (logn)O(�2(n)).
Proof: The number of incidences between theset�j circles and the points ofP is at leastjt�j . A
result by Aronovet al. [6] implies that the maximum number of incidences betweenm circles andn points isO(n6=11m9=11�(n)+m2=3n2=3+n+m), where�(n) = (log n)O(�2(n)). We thus havejt�j = O(n6=11t9=11�j �(n) + t2=3�j n2=3 + n+ t�j), from which the asserted bound follows easily.2

Let tj denote the number of circles inC that contain exactlyj points ofP . We then haveX2C jP \ j2 = Xj�k j2tj = k2t�k +Xj>k(2j + 1)t�j= O0�nk + n2k + n3k7=2�(n) +Xj�k � n3j9=2 �(n) + n2j2 + n�1A= O�n2 + n3k7=2 �(n)� :
Hence, the overall number of tetrahedra spanned byP and congruent to�0 isO�n2 + n3k7=2�(n) + n2+"k� :

Choosingk = n2=9, we obtain the following bound.

Theorem 4.2 Let P be a set ofn points inR4 . The number of tetrahedra spanned byP that are
congruent to a fixed tetrahedron isO(n20=9+"), for any" > 0.

5 The General Case

LetP be a set ofn points inRd and let3 � k � d�1. Let� = a1a2 � � � ak+1 be a fixedk-simplex.
We wish to bound the number ofk-simplices spanned by the points ofP that are congruent to�.

We assume that we are givenk + 1 sets of points inRd , call themP1; : : : ; Pk+1. Initially,P1 = P2 = � � � = Pk+1 = P . Let 	k(P1; : : : ; Pk+1;�) denote the set of(k + 1)-tuples(p1; p2; : : : ; pk+1) 2 P1 � P2 � � � � � Pk+1 such that thek-simplex p1p2 � � � pk+1 is congruent
to� andjpipjj = jaiaj j for 1 � i < j � k + 1 (i.e.,pi maps toai). Set k(P1; : : : ; Pk+1;�) = j	k(P1; : : : ; Pk+1;�)j
and  k(n1; : : : ; nk+1) = max  k(P1; : : : ; Pk+1;�);
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where the maximum is taken over all tuples of setsP1; : : : ; Pk+1 in Rd with jPij = ni, for i =1; : : : ; k + 1, and over allk-simplices�. For brevity, we will use k(n) to denote k(n; : : : ; n).
The following lemma will be crucial for our analysis.

Lemma 5.1 LetP andQ be two point sets inRd , so thatjP j, jQj � d+1, and so thatjpqj = a for
eachp 2 P , q 2 Q, for some fixeda. Then there exist two spheres�P , �Q, of respective (smallest)
dimensionsÆP , ÆQ and centersP , Q, such that

(i) P � �P andQ � �Q;

(ii) 1 � ÆP ; ÆQ � d� 3 andÆP + ÆQ � d� 2; and

(iii) �P is orthogonal to�Q and both are orthogonal to the segmentP Q. (If ÆP + ÆQ = d � 2
thenP = Q.)

Conversely, the existence of such a pair of spheres implies that all distancesjpqj, for eachp 2 P
andq 2 Q, are equal.

Proof: P is contained in the intersection� = Tq2Q �a(q), where�a(q) is the(d � 1)-sphere of
radiusa centered atq. This intersection is a sphere of dimension at mostd�3. Indeed, two of these
(congruent)(d � 1)-spheres intersect in a(d � 2)-sphere, which cannot be contained in any other(d � 1)-sphere of the same radius. Let�P � � be the smallest-dimensional sphere containingP ,
and letÆP denote its dimension. A symmetric argument implies thatQ is also contained in some
(smallest-dimensional) sphere�Q, of dimensionÆQ. Clearly, 1 � ÆP ; ÆQ � d � 3. Let P , Q
denote the respective centers of�P , �Q, and letrP , rQ denote their respective radii. LetHP , HQ
denote the affine hulls ofP ,Q, respectively.

Note that, for each pair of pointsp; p0 2 P ,Q is contained in the perpendicular bisector hyper-
plane ofpp0. ThusQ lies in the intersection of these hyperplanes, which is a flatK containingHQ
and orthogonal toHP . This shows thatHP andHQ, and thus also�P ;�Q, are orthogonal to each
other. Consequently,dim(HP ) + dim(HQ) � d and thusÆP + ÆQ � d� 2.

Note that, by construction,K containsP . It also containsQ since this point lies in the affine
hull of Q. Hence,P Q is orthogonal to�P . A symmetric argument implies that this segment is
also orthogonal to�Q, and this completes the proof of the lemma. Ifdim(HP ) + dim(HQ) = d,
then no line is orthogonal to both spheres, soP = Q. 2

By applying the above lemma inductively, we obtain the following.

Corollary 5.2 LetP1; P2; : : : ; P` be` sets of points inRd , each of size at leastd + 1, so that for
all pairs 1 � i < j � ` and for anyp 2 Pi andq 2 Pj , jpqj = jaiaj j. Then there exist̀ spheres�1; : : : ;�` of respective (smallest) dimensionsÆ1; : : : ; Æ` and centers1; : : : ; `, such that

(i) Pi � �i, for each1 � i � `;
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(ii) 1 � Æi � d� 3, for everyi, and
Pì=1 Æi � d� ` (if

Pì=1 Æi = d� ` then1 = � � � = `); and

(iii) for i 6= j, �i is orthogonal to�j and all spheres are orthogonal to the affine hull of1; : : : ; `.
We extend the divide-and-conquer procedure described in Section 3 to bound k. Initially, eachPi is an arbitrary set of points inRd , but each step of the procedure will decompose a problem into

subproblems in which some “cliques” of the point sets will satisfy the conditions of Corollary 5.2.
We therefore define a generalized version of the function k by introducing avertex-weighted graphG = (V;E; �), whereV = f1; : : : ; k + 1g. A pair (i; j) 2 E if jpqj = jaiajj for everyp 2 Pi
andq 2 Pj . We associate a weight function� : f1; : : : ; k + 1g 7! f1; : : : ; dg with the vertices ofG, which we simply write as a sequence(�1; : : : ; �k+1). Here�i is the dimension of the smallest
sphere that containsPi. We refer toG as a(d; k)-graph. By Corollary 5.2,G satisfies the following
property.

(G) If fi1; : : : ; i`g is a clique inG, then X̀j=1 �ij � d� `:
We now define (G)k (n1; : : : ; nk+1) to be the maximum value of k(P1; : : : ; Pk+1;�), taken

only over setsP1; : : : ; Pk+1 whose associated vertex-weighted graph isG. Thus, these sets satisfy
the following properties:

( .i) jPij � d+ 1 for eachi = 1; : : : ; k + 1;

( .ii) If �i < d thenPi is contained in a�i-dimensional sphere�i (if �i = d, thenPi is an arbitrary
set of points inRd ); and

( .iii) If fi1; : : : ; i`g is a clique inG, then�i1 ; : : : ;�i` are orthogonal to each other, and all of
them are orthogonal to the affine hull of their centers.

As a special case, the original bound k(n1; : : : ; nk+1) can be written as (G0)k (n1; : : : ; nk+1),
whereG0 = (V; ;; (d; d; : : : ; d)) is an empty vertex-weighted graph (i.e., a graph with no edges),
with no constraints on anyPi.

We apply a round-robin decomposition method to bound (G)k (n) �  (G)k (n; : : : ; n). LetP1; : : : ; Pk+1 havingG as their induced vertex-weighted graph, each of sizen. The process con-
sists ofk + 1 rounds, which are then repeated recursively. In thejth round,Pj is regarded as a
set of points, and eachPi, for i 6= j, is regarded as a set of congruent spheres of radiusjaiaj j.
Consider the first round, in which we regardP1 as a set of points, and letV1 denote the collection
of all verticesj 6= 1 of G such that(1; j) =2 E. If V1 = ;, we skip the first round altogether (see
below for details). IfG contains an edge of the form(1; j), then�1 � d � 3, andP1 lies on a�1-dimensional sphere�1. We setU1 to be the affine hull of�1. Otherwise, if�1 = d, then we set
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sphere�j(p), obtained as the intersection ofU1 with the (d � 1)-sphere centered atp and having
radiusja1ajj. Set�j = f�j(p) j p 2 Pjg and� = Sj2V1 �j.

As above, a subdivision� of �1 into constant-description cells is called a(1=r)-cutting of� if
each cell of� is crossed by at mostj�j j=r spheres of�j for everyj 2 V1. Arguing as in Section 3,
we have

Lemma 5.3 For any given parameterr > 0, there exists a(1=r)-cutting of� of sizeO(r�1 log r).
We fix a parameterr1 and compute a(1=r1)-cutting of�. By splitting cells further as necessary,

we may assume that each cell contains at mostn=r�11 points ofP1; the number of cells is stillO(r�11 log r1), with a larger constant of proportionality. Let� denote the resulting set of cells. For
each� 2 �, setP �1 = P1 \ � . Obviously k(P1; : : : ; Pk+1;�) =X�2� k(P �1 ; P2; : : : ; Pk+1;�):
Let�0 = a2 � � � ak+1 be the facet of� opposite toa1. LetGi denote the vertex-weighted(d; k�1)-
subgraph ofG induced by the verticesV n fig. Fix a cell� 2 �. We say that a pointpi 2 Pi, for
any i > 1, is light in � if pi is at distanceja1aij from at mostd points ofP �1 (this also includes
the case wherejP �1 j � d); otherwise, it isheavyin � . LetL�i (resp.H�i ) be the subset of points ofPi that are light (resp. heavy) in� , for i = 2; : : : ; k + 1. Let p2 � � � pk+1 be a(k � 1)-simplex in	k�1(P2; : : : ; L�i ; : : : ; Pk+1;�0). Sincepi is light in � , p2 � � � pk+1 contributes at mostd simplices
to	k(P �1 ; P2; : : : ; L�i ; : : : ; Pk+1;�). Therefore the light points ofPi contribute at mostd (G1)k�1 (n; : : : ; n) � d (G1)k�1 (n)
simplices, which implies that k(P �1 ; P2; : : : ; Pk+1;�) � dk (G1)k�1 (n) +  k(P �1 ;H�2 ; : : : ;H�k+1;�):

For eachi > 1, let Ĥ�i = fp 2 H�i j � � �i(p)g, and let~H�i = fp 2 H�i j � \ �i(p) 6= ;and� 6� �i(p)g:
That is, a pointp is in ~H�i if �i(p) crosses� . By definition, if i =2 V1 then ~H�i = ; andĤ�i = H�i .
Since� is a(1=r1)-cutting of� (in the refined sense), we havej ~H�i j � n=r1 for eachi 2 V1. If a
simplexp1 � � � pk+1 2 	k(P �1 ;H�2 ; : : : ;H�k+1;�), thenp1 2 Tk+1i=2 �i(pi). Sincep1 2 � , we have
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thatpi 2 Ĥ�i [ ~H�i for 2 � i � k + 1. Hence, we obtain:X�2� k(P �1 ;H�2 ; : : : ;H�k+1;�) � X�2� k�P �1 ; Ĥ�2 ; : : : ; Ĥ�j| {z }62V1 ; ~H�j+1; : : : ; ~H�k+1| {z }2V1 �+X�2�Xi2V1  k(P �1 ;H�2 ; : : : ; Ĥ�i ; : : : H�k+1;�)� O(r�11 log r1) (G)k �n=r�11 ; n; : : : ; n| {z }k�jV1j ; n=r1; : : : ; n=r1| {z }jV1j �+X�2�Xi2V1  k(P �1 ;H�2 ; : : : ; Ĥ�i ; : : : H�k+1;�):
Fix ani 2 V1. Similar to the above argument, ifjĤ�i j � d, then (G)k (P �1 ;H�2 ; : : : ; Ĥ�i ; : : : ;H�k+1;�) � d (Gi)k�1 (n):

If jĤ�i j � d+1, apply Lemma 5.1 toP �1 andĤ�i to conclude the existence of two spheres� � P �1 ,�0 � Ĥ�i that satisfy the properties of that lemma. We clearly have� � �1 and�0 � �i, and
proper inclusions are possible. LetÆ; Æ0 denote the respective dimensions of�;�0. Note that for anyj =2 V1, � and�j continue to satisfy the properties of Lemma 5.1 (as did�1 and�j, except that the
dimension of� may be smaller than that of�1). The same holds for any edge(i; i0) in G incident
to i, with �0 replacing�i. We now replaceG by the augmented vertex-weighted graphG+(1;i),
whose edge set isE [ f(1; i)g, and in which�1 is replaced byÆ, �i by Æ0, and, for1 < j 6= i, �j
is replaced, if necessary, by the smallest integers � �j such thatH�j lies in ans-sphere. This step
does not increase the value of any�`. We can thus rewrite the above recurrence as: (G)k (P1; : : : ; Pk+1;�) � O(r�11 log r1) (G)k �n=r�11 ; n; : : : ; n| {z }k�jV1j ; n=r1; : : : ; n=r1| {z }jV1j �+dk (G1)k�1 (n) + d k+1Xi=2  (Gi)k�1 (n) +Xi2V1  (G+(1;i))k (n): (5.1)

We now repeat this step for each of the remainingk rounds. In theith round we compute a(1=ri)-
cutting of an appropriate set of spheres (wherePj is mapped to a set of spheres of common radiusjaiaj j if (i; j) =2 E), so that the size of the cutting isO(r�ii log ri). We then obtain a recurrence
similar to that in (5.1). To derive the final resulting recurrence, we need to choose appropriate values
for the parametersri, which we do as follows. Fix an indexi 2 f1; : : : ; k+1g. In theith round, the

size of theith set in the leading recursive term (i.e., the term that involves the same (G)k function,
which is the first term in the right-hand side of (5.1)) is reduced by a factor ofr�ii . At thejth round,
for anyj 6= i, there are two cases:

(a) If (i; j) =2 E, then the size ofPi in the leading recursive term is reduced byrj .
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(b) If (i; j) 2 E, thenPi does not change.

Thus the total size of theith set in the final leading recursive term is at mostnr�ii Y(j;i)=2E 1rj :
For eachi = 1; : : : ; k + 1, put ri = rxi , for some sufficiently large constant parameterr and for
exponentsxi � 0, that are required to satisfy the followingk + 1 inequalities:�ixi + X(j;i)=2E xj � 1; for i = 1; : : : ; k + 1: (5.2)

That is, we want the size of each set in the final leading recursive term to be at mostn=r. LetA = A(G) be the symmetric(k + 1)� (k + 1) matrix, defined byAij = 8><>:�i i = j;1 i 6= j; (i; j) =2 E;0 i 6= j; (i; j) 2 E:
Define�(G) to be the optimum value of the linear programmin � � x subject to Ax � 1 and x � 0:
Let x = (x1; : : : ; xk+1) be a vector that attains the minimum. Setri = rxi , for i = 1; : : : ; k +1. Then the leading term of the recurrence becomesO(r�(G) logk+1 r) (G)k (n=r) ; and the full
recurrence becomes (G)k (n) � O(r�(G) logk+1 r) (G)k �nr �+ k+1Xi=1 O( (Gi)k�1 (n)) + Xi 6=j; (i;j)=2EO( (G+(i;j))k (n));
where the vertex-weighted graphsG+(i;j) are defined in a manner similar to the definition ofG+(1;i),
given above. Let �(d; k) = maxG �(G)
where the maximum is taken over all(d; k)-graphs satisfying property(G). The solution to the
above recurrence is easily see to be (G)k (n) = O(n�(d;k)+");
for any" > 0.
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6 Analysis of�(d; k)
Unfortunately, so far we were unable to derive a sharp explicit bound on�(d; k), for arbitrary values
of d andk, but we conjecture the following.

Conjecture 6.1 For anyd � 4 andk � d� 2, �(d; k) � d=2.

In the remainder of this section, we support the conjecture by analyzing�(G) for various special
graphsG, and by proving the conjecture for small values ofd.

We first note that, forG = G0 = (V; ;; (d; : : : ; d)), we have�(G) � d(k + 1)(d+ k) � d2 (for k � d� 2)

by choosingxi = 1=(d + k) for eachi = 1; : : : ; k + 1. As will follow from subsequent analysis,
this bound for�(G) also holds ven ifG is empty but some weights are smaller thand.

Next we note that it suffices to consider the casek = d� 2:

Lemma 6.2 If �(d; k) � d=2, for 1 < k � d� 2 then�(d; k � 1) � d=2.

Proof: Let A = A(G) be ak � k matrix that corresponds to some(d; k � 1)-graphG. ExtendA to a (k + 1) � (k + 1) matrix B by puttingBk+1;k+1 = d andBi;k+1 = Bk+1;i = 1 fori = 1; : : : ; k. (This corresponds to adding a setPk+1 that is unconstrained.) By assumption, there
exists a(k + 1)-vectory such thatBy � 1; y � 0; and

kXi=1 �iyi + dyk+1 � d=2:
Putxi = yi=(1 � yk+1), for i = 1; : : : ; k. Sinceyk+1 � 1=2 we havex � 0, and, as is easily
verified,Ax � 1. Finally, kXi=1 �ixi = Pki=1 �iyi1� yk+1 � d=2 � dyk+11� yk+1 � d=2: 2

Next, we get rid of cases in which one of the�i’s is equal to 1:

Lemma 6.3 LetG be a(d; k)-graph with, say,�k+1 = 1. Suppose that�(d0; k0) � d0=2 for alld0 < d and ford0 = d and for allk0 < k. Then�(G) � d=2.
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Proof: LetA = A(G) be the matrix associated withG. LetB be the submatrix ofA consisting of
those rows and columns whose indicesi satisfyAi;k+1 = 0 (that is,(i; k + 1) 2 E). Let ` � k
denote the size ofB, and assume, without loss of generality, thatB consists of the first̀ rows and
columns ofA. The maximum diagonal entry inB is at mostd� 3 (by property (G)). Moreover, the
same property implies that, for any clique of sizer in the induced subgraph ofG that corresponds
toB, we have

Pri=1 �i � d�1� (r+1) = (d�2)�r. This implies that the matrixB corresponds
to a(d � 2; ` � 1)-graph, so, by assumption, there exists a vectory that satisfiesy � 0, By � 1
and

Pì=1 �iyi � (d � 2)=2. Now putxi = yi for i = 1; : : : ; `, xi = 0 for i = ` + 1; : : : ; k, andxk+1 = 1. It is easily checked thatx � 0, Ax � 1, and
Pk+1i=1 �ixi � (d� 2)=2 + 1 = d=2. 2

Completer-partite graphs. Next, suppose thatG = (V;E; �) is a completer-partite graph for
somer � bd=2. That is,V can be partitioned intor subsetsV1; : : : ; Vr such that(i; j) 2 E if
and only if i andj belong to different subsets. We conjecture that�(G) is maximum whenG is a
completer-partite graph. We next prove that Conjecture 6.1 holds in this special case. In fact, the
following result is stronger, because it also includes the casek = d� 1 (andr � 2).

Figure 5: A3-partite graph.

Lemma 6.4 If G is a completer-partite graph, forr � bd=2, and eitherk = d� 2 or k = d� 1
andr � 2, then�(G) � d=2.

Proof: The above argument forG0 proves the lemma forr = 1 (andk = d � 2), so assume thatr > 1. For eachi � r, let ni = jVij and��i = maxu2Vi �i. SinceG is a completer-partite graph,(vi; vj) 2 E for i 6= j. Therefore, by Property (G),rXi=1 ��i � d� r:
The matrixA = A(G) is block-diagonal, where thei-th blockAi is anni � ni-matrix that corre-
sponds toVi. All the non-diagonal entries ofAi are 1, and the diagonal entries are�v1 ; : : : ; �vni ,
wherev1; : : : ; vni are the vertices ofVi. The linear program at hand is thus decomposable, and it
suffices to solve it for eachVi separately. That is, keepingi fixed, we want to minimize

Pnij=1 �vjzj ,
subject to(�vj � 1)zj + Z � 1, for j = 1; : : : ; ni, whereZ =Pj zj .
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Solving the linear system(�vj � 1)zj + Z = 1, for j = 1; : : : ; ni, is easy: By Lemma 6.3 we
may assume that no�v is equal to 1. Takezj = w=(�vj � 1), for j = 1; : : : ; ni, wherew �0�1 + niXj=1 1�vj � 11A = 1;
or, puttingtj = �vj � 1, for j = 1; : : : ; ni,zj = 1tj � 11 +Pni`=1 1t` :
Then we have niXj=1 �vjzj = Pnij=1 �1 + 1tj �1 +Pnij=1 1tj = ni +Pnij=1 1tj1 +Pnij=1 1tj :
This expression is maximized when

Pnij=1 1tj is minimized, which happens when all�vj ’s are equal

to ��i . In this case the sum is equal to��ini=(ni + ��i � 1). In other words,�(G) = rXi=1 ��ini��i + ni � 1
where rXi=1 ��i � d� r and

rXi=1 ni = k + 1:
(Note thatk + 1 is eitherd � 1 or d.) A tedious (but routine) calculation shows that, for any fixedr, �(G) is maximum when ��i = d� rr and ni = k + 1r
for all i (here we allowni to assume non-integer values as well). Hence,�(G) � (d� r)(k + 1)d� 2r + k + 1 = k + 12� (d� k � 1)=(d � r) :
For k = d � 1 this expression is equal tod=2, regardless of the value ofr. For k = d � 2, this
bound is monotonically increasing inr, so it attains its maximum whenr = d=2, which implies that�(G) � d=2, as claimed. 2
Small values ofd. Next, we prove Conjecture 6.1 for alld � 7 (and fork = d�2). We first make
a couple of additional observations.

(i) Since we may assume, by Lemma 6.3, that�i � 2, Property (G) implies thatG does not
contain a triangle, whend � 8.
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(ii) If G contains a path(i1; i2; i3; i4) such that�(ij) + �(ij+1) = d � 2, for 1 � j � 3, then(i1; i4) is also an edge inG. (This follows by noting that in this casePi1 andPi3 span the
same affine subspaceH, whilePi2 andPi4 also span the same affine subspaceH 0, so thatH
andH 0 are orthogonal and have complementary dimensions.)

The cased � 5; k = d � 2. In this case, eitherG is empty or some�i must be 1. In the former
case we have shown explicitly that�(G) � d=2, and in the latter case, using Lemma 6.3 and an
appropriate inductive argument, we also obtain�(G) � d=2.

The cased = 6; k = 4. In this case,jV j = 5 and, by Lemma 6.3, we may assume that for eachi either�i = 2 or �i = 6. Observations (i) and (ii) imply thatG does not contain an odd cycle.
Hence,G is bipartite. LetV0; V1; V2 be a partition ofV such thatV0 consists of those vertices with�i = 6 (they are isolated inG), andE � V1 � V2. Putn0 = jV0j, n1 = jV1j, andn2 = jV2j.

Consider first the case that bothV1 andV2 are nonempty. In this case we putxi = 8>>>><>>>>: 1n1 + 1 i 2 V1;1n2 + 1 i 2 V2;0 i 2 V0:
For any vertexi 2 V1,�ixi + X(i;j)62E xj � 2xi + Xj2V1nfig xj = 2n1 + 1 + (n1 � 1) 1n1 + 1 = 1:
Symmetrically, this also holds for eachi 2 V2. Fori 2 V0 we have�ixi + X(i;j)62E xj = Xj2V1[V2 xj = n1n1 + 1 + n2n2 + 1 � 1;
since we assume thatn1; n2 � 1. Hence, (5.2) is satisfied for all vertices. Moreover,�(G) � 2n1n1 + 1 + 2n2n2 + 1 ;
and this sum is maximized whenn1 + n2 = 5, n1; n2 � 1. Up to symmetry, there are two cases to
check: (i)n1 = 1, n2 = 4, (ii) n1 = 2, n2 = 3. In both cases we have�(G) < 3.

The case where at least one ofn1, n2 is zero is the case of an emptyG. The analysis in the proof
of Lemma 6.4 implies that�(G) is maximized when all�i = d = 6, and then�(G) � d=2, as we
have already shown.

This completes the proof ford = 6.
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Remark 6.5 The reason for handling empty graphsG with weights smaller thand is thatG may
result from some bigger graph by deleting some nodes, e.g., during a step that gets rid of nodes with
weight 1 (see the proof of Lemma 6.3).

The cased = 7, k = 5. In this casejV j = 6 and�i 2 f2; 3g for each nonisolated nodei 2 V ,
and�i = 7 for isolated nodes. (In this analysis we do not handle smaller weights of isolated nodes,
as done ford = 6. This is because we are not considering instances withd � 8, in which such
smaller weights might arise by reduction of a larger graph. This means that any future extension of
this analysis will have to redo the cased = 7.) LetV0 denote the set of isolated nodes, and suppose
first thatV0 = ;.

Suppose first that each vertexi satisfies one of the following two conditions:

(i) deg(i) � 2, or

(ii) deg(i) = 3 and there exists a vertexj not adjacent toi such that�j = 2;

then we assign xi = 712�i ; for 1 � i � 6:
For anyi, if deg(i) � 2, using the fact that�i � 3, we obtain�ixi + X(i;j)62E xi � 712 + 712 � 33 = 1412 > 1;
and ifdeg(i) = 3 and has a vertex of weight2 not adjacent toi, then�ixi + X(i;j)62E xi � 712 + 712 � 56 = 7772 > 1:
Moreover,�(G) = 7=2.

Next, consider the case in which there exists a vertexi that violates both conditions. LetV2 be
the set of neighbors ofi; jV2j � 3. SetV1 = V n V2 and� = jV1j � 2. SinceG does not have a
triangle, no two vertices inV2 are adjacent. If two verticesu; v 2 V1 are adjacent (see Figure 6 (a)),
theni 6= u; v because all neighbors ofi are inV2. Hence,jV1j = 3 and the weight of at least one ofu andv is 2, thereby implying thati satisfies condition (ii), contrary to the assumption thati violates
conditions (ii). Hence,E � V1�V2. If every vertex inV2 satisfies one of the above two conditions,
then we assign the following values toxi’s:xi = 8>><>>: 3(�+ 2)�i i 2 V1;�+ 142(�+ 2)(6 � �)�i i 2 V2: (6.1)
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2 3 2 3 3

2 3 3
(a) (b)

Figure 6: (a) There is an edge between two vertices ofV1; (b) a vertex ofV2 violates conditions (i) and (ii).

For any vertexi 2 V1, sincei is not adjacent to any vertex inV1, we obtain�ixi + X(i;j)62E xi � 3�+ 2 + (�� 1) 3(�+ 2)3 = 1:
For any vertexi 2 V2, if � = 3, then at least one of the vertices not adjacent toi has weight2, so�ixi + X(i;j)62E xi � �+ 142(�+ 2)(6 � �) + �+ 142(�+ 2)(6 � �)2 + �+ 142(�+ 2)(6 � �)3 = 187180 > 1;
and if� < 3, then�ixi + X(i;j)62E xi � �+ 142(�+ 2)(6 � �) + 3(�+ 14)2(�+ 2)(6� �)3 = �+ 14(�+ 2)(6 � �) � 1 (for � � 1).

Finally, �(G) = 3��+ 2 + �+ 142(�+ 2) = 72 :
Next, if a vertexj of V2 violates the second condition, thenjV2j = 3 andG must be of the

form shown in Figure 6 (b), wherei andj are the two vertices of weight 2; no other edge can exist,
because such an edge would have to connect two nodes of weight3, contradicting property (G). In
this case, we assign the following values:xi = 8><>: 215 �i = 2;110 �i = 3: (6.2)

We leave it to the reader to verify that constraint (5.2) is satisfied for all vertices and�(G) � 7=2.

Next consider the case wherejV0j = 1, and assume that node 6 is the isolated node. We proceed
through the case analysis used above. Assuming first that each nodei � 5 satisfies (i) or (ii), we
assign xi = 8<: 23�i 1 � i � 5;0 i = 6;
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and obtain that, fori � 5, �ixi +P(i;j)62E xi is either23 + 23 � 23 = 109 > 1; or
23 + 23 � 12 = 1:

For i = 6 the sum is 23 � 5Xi=1 1�i � 109 > 1:
Suppose then that a nodei violates both conditions, and defineV1 andV2 as above. IfjV2j = 4 then
all other nodes, other than 6, have degree 1 inG. In this case, we choosexi = 1=�i, x6 = 0, andxj = 1=(2�j) for all otherj. This is easily seen to imply that�(G) � 3 in this case. ThenjV2j = 3
and the two other nodes inV1, other thani, are some nodej with weight 3 and the node 6 with
weight 7. In this case we assignxi = 3=(4�i), xj = 3=(4�j), x6 = 0, andx` = 2=(3�`) for the
other nodes, as above. Again, one can easily verify that thischoice implies that�(G) � 7=2.

Next we have to consider the casejV0j = 2, where the isolated nodes are assumed to be 5 and
6. If every node has degree at most 2 inG, we choosexi = 8<: 34�i 1 � i � 4;0 i = 5; 6;
and verify that this yields�(G) � 3. If a nodei has degree 3, thenG consists of exactly these three
edges. In this case we put xj = 8>>>><>>>>: 1�i j = i;56�j 1 � j 6= i � 4;0 j = 5; 6;
and again verify that in this case�(G) � 7=2.

Next, suppose thatjV0j = 3. Here we choosexi = 1=�i for all nonisolated nodes andxi = 0
for all isolated nodes. HereG consists of a path of length 2, and it is easy to verify that�(G) � 3.

The casejV0j = 4 can be handled, e.g., by choosingxi = 3=(2�i) for all nonisolated nodes andxi = 0 for all isolated ones. The casejV0j = 5 is impossible, and the casejV0j = 6 is the case of an
empty graph, which has already been handled.

This completes the analysis ford = 7.

We have thus shown the following.

Theorem 6.6 (a) For all vertex-weighted graphsG that arise in the analysis of k(n), for any
dimensiond � 7 and for anyk � d� 2, we have�(G) � d=2, and thus�(d; k) � d=2.

(b) For these values ofd andk, we have k(n) = O(nd=2+").
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Remark 6.7 The technical difficulty in proving a bound on�(d; k) lies in the fact that, asG
is augmented, the number of recursive subproblems decreases, but the size of the point sets in
each recursive subproblem is larger than what it was in the unconstrained case. In particular, sets
connected inG to the current set do not change at all. The tradeoff between these two “trends” is
not obvious.

7 Conclusions

In this paper we presented sharp bounds on the number of simplices spanned by a point set that
are congruent to a given simplex. In some cases, our bounds are optimal or close to optimal. In
other cases, our bound is the first nontrivial bound for theseinstances. The main open problem is,
obviously, to prove Conjecture 6.1 for arbitraryd. There has been considerable work on sensitivity
analysis of linear programming (e.g., [22]). Can some of thethose techniques be used to prove that�(G) is maximum whenG is a completer-partite graph?

The technique does not seem to extend to the casek = d � 1, so another open problem is to
sharpen the bounds onf (d)d�1(n). For example, can the bound on the number of triangles spanned by

a set ofn points inR3 that are congruent to a given triangle be improved toO(n3=2�(n)) (which
is the best-known bound on the number of repeated distances in a set ofn points inR3 )? The
current proof raises a related question: What is the number of incidences betweenn points andn
unit circles inR3? We conjecture the bound to beO(n4=3). Recently, Aronovet al.AKS obtained
an improved bound on the number of incidences between pointsand circles inR3 , which matches
the best-known bound for the same problem in the plane, but itdoes not lead to better bounds for
the case of congruent circles.

Finally, as already mentioned in Section 4, our paper motivates the open problem of obtaining
an improved bound for the number of incidences between points and congruent circles in four (and
higher) dimensions.
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