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ABSTRACT
The overlay of 2 ≤ m ≤ d minimization diagrams of n sur-
faces in R

d is isomorphic to a substructure of a suitably con-
structed minimization diagram of mn surfaces in R

d+m−1.
This elementary observation leads to a new bound on the
complexity of the overlay of minimization diagrams of col-
lections of d-variate semi-algebraic surfaces, a tight bound
on the complexity of the overlay of minimization diagrams
of collections of hyperplanes, and faster algorithms for con-
structing such overlays. Further algorithmic implications
are discussed.

Categories and Subject Descriptors: F.2.2 [Nonnumer-
ical Algorithms and Problems]: Geometrical problems and
computations—Computation on discrete structures, Geomet-
rical problems and computations; G.2 [Discrete Mathemat-
ics]: Combinatorics—Counting problems

General Terms: Algorithms, Theory

Keywords: Lower envelopes, Minimization diagrams, Over-
lays, Arrangements, Voronoi diagrams, Power diagrams, Hy-
perplanes

1. INTRODUCTION
The study of arrangements of linear and curved surfaces

is a fundamental and notably active research field in both
discrete and computational geometry. A central topic of
study is the analysis of combinatorial geometric structures
such as lower envelopes, minimization diagrams, and over-
lays of minimization diagrams. The wealth of algorithmic
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and combinatorial applications of these particular structures
has been amply described elsewhere [5], we only mention be-
low some key results concerning their complexity. (See next
section for precise definitions.)

It is easy to see that the complexity of an arrangement of
n semi-algebraic d-variate functions of constant descriptive
complexity is O(nd+1) and that this bound is tight even for
arrangements of (nonvertical) hyperplanes in R

d+1 (which
are totally defined linear d-variate functions). The lower
envelope of an arrangement of n hyperplanes in R

d+1 is
a convex polyhedron with at most n facets and thus has
maximum complexity Θ(n⌈d/2⌉) [19, 22]. The lower enve-
lope of an arrangement of n d-simplices in R

d+1 has max-
imum complexity Θ(ndα(n)) [13], and the maximum com-
plexity of the lower envelope of an arrangement of n semi-
algebraic d-variate functions of constant descriptive com-
plexity is O(nd+ε) for any ε > 0 [20] (where the constant
of proportionality depends on ε, a convention that we will
keep implicit in the remainder of the paper), which is nearly
tight in the worst case. Slightly sharper bounds, related to
Davenport-Schinzel sequences, are available for univariate
functions, and extend to a few special instances in higher
dimensions too [21]. Thus the worst-case complexity of the
lower envelope of an arrangement is generally about a factor
of n smaller than the worst-case complexity of the whole ar-
rangement. The minimization diagram of an arrangement is
the projection of its lower envelope onto the d-space of the
independent variables (see next section for more details).
By definition, the complexity of a minimization diagram is
equal to the complexity of the lower envelope.

For d ≤ 3, it is known that the complexity of the over-
lay of two (or of any constant number of) minimization di-
agrams of n semi-algebraic d-variate functions of constant
descriptive complexity is O(nd+ε) for any ε > 0 [4, 17].
This matches the best known upper bounds on the com-
plexity of a single minimization diagram and is nearly tight.
(Again, slightly sharper bounds are known for d = 1.) For
d ≥ 4, however, the only known upper bound on the com-
plexity of the overlay of, say, two minimization diagrams as
above is the naive O(n2d+ε) for any ε > 0. Improving this
bound is a long standing open problem. This has recently
been achieved for the special case of overlays of minimiza-
tion diagrams of n simplices in R

d+1, whose complexity was
shown to be O(nd+ε) for any ε > 0 [18]. The more general
semi-algebraic case remained wide open.



In this paper we prove that the complexity of the over-
lay of minimization diagrams of 2 ≤ m ≤ d collections of
n semi-algebraic d-variate functions of constant descriptive
complexity is O(nd+m−1+ε) for any ε > 0. We thus stand,
for the special case m = 2, about one factor of n away from
the known lower bound of Ω(ndα2(n)) [18]. On the algo-
rithmic side, we show that we can enumerate the vertices,
edges and 2-faces of the overlay of a pair of diagrams in
time O(nd+1+ε), for any ε > 0. This is again at most about
one factor of n from the obvious lower bound. Applications
of efficient overlay construction abound, see [5, 17, 18]; we
highlight some further ones in Section 4.

An interesting kind of overlays is that of minimization di-
agrams of two or more collections of n hyperplanes in R

d+1.
Since the lower envelope of a collection of hyperplanes is
a convex polyhedron, such minimization diagrams are ex-
actly the regular polyhedral subdivisions of R

d (see [22] for
this terminology). We are thus concerned with the maxi-
mum possible complexity of the overlay of two (or more)
such subdivisions, a rather basic question in the theory of
polytopes. The reader is invited to verify that for d = 2
this complexity is Θ(n2). For d = 3 the same lower bound
holds, implying that the complexity of the overlay is Ω(n2).
Interestingly, it is also tight. An even stronger property
is known [16]: The overlay of two (not necessarily regu-
lar) polyhedral subdivisions R and B of R

3 has complexity
O(NR +NB +nRnB), where NR, NB are the complexities of
R and B, and nR, nB are their respective numbers of three-
dimensional cells. Since the number of three-dimensional
cells of a regular polyhedral subdivision of R

3 defined by a
convex polyhedron with n facets is clearly n, and its com-
plexity is O(n2), the bound of O(n2) on the complexity of
the above overlay in R

3 follows. However, this bound does
not extend to the overlay of three polyhedral subdivisions
of R

3.
In this paper we prove that the complexity of the over-

lay of m minimization diagrams of n hyperplanes in R
d+1,

for 2 ≤ m ≤ d, is O(n⌊(d+m)/2⌋), thereby generalizing, for
m = 2, the bound of [16] for regular subdivisions. We also
show that this upper bound is tight. For m = 2, this demon-
strates that the maximum complexity of the overlay of two
regular polyhedral subdivisions of R

d differs by a factor of
n from the maximum complexity of one such subdivision
for even d while being asymptotically equal to it for d odd!
This surprising behavior is in contrast with the case for sim-
plices [18] and with the conjectured state of affairs for semi-
algebraic surfaces of constant descriptive complexity (but in
these cases the bounds are much larger, so the difference
between the two cases is not that striking).

All the above new results are derived by means of the
following truly elementary observation:

The overlay of two (resp., m) minimization dia-
grams of n d-variate functions is isomorphic to
a substructure of a suitably constructed mini-
mization diagram of 2n (d + 1)-variate functions
(resp., mn (d + m − 1)-variate functions).

It is remarkable that this basic property has not, to our
knowledge, been discovered before.

The overlay of minimization diagrams of collections of hy-
perplanes has been previously used for the computation of
the minimum-width spherical shell in dimensions two and
three [1, 11, 12]. The above bound on the complexity of this

overlay immediately implies an algorithm for the minimum-
width spherical shell problem in any dimension d, whose
running time is O(n⌊d/2⌋+1). An algorithm with the same
running time was described by Chan [8], who improved by
about a factor of n the running times achieved in [11] and
(the conference version of) [1]. In fact, the above-stated
main observation stemmed from contemplating Chan’s map-
ping of all spherical shells enclosing n points in R

d to a con-
vex polytope in R

d+2 [8], which has led to the seed idea of
the current paper.

It is our hope that this note will facilitate further ad-
vances in the study of overlays of minimization diagrams.
We outline some algorithmic implications of the new results
in Section 4, including a recent application of our results to
the analysis of the ICP algorithm [15].

2. OVERLAYS AS MINIMIZATION
DIAGRAMS

For simplicity of presentation, we first analyze the overlay
of two minimization diagrams, and then, in the next section,
generalize it to the overlay of arbitrarily many diagrams.

Let F be a collection of n d-variate functions. The lower
envelope EF of F is defined to be their pointwise minimum:

EF (x) := min
f∈F

f(x), for x ∈ R
d.

We assume for simplicity that at least one function of F is
defined over every x ∈ R

d and the above definition is thus
valid for all x ∈ R

d; this assumption can easily be lifted. The
minimization diagram MF of F is the orthogonal projection
of EF onto R

d. It is the subdivision of R
d into maximal con-

nected relatively open faces of dimensions ranging from 0 to
d, over each of which EF is attained by a fixed subset of F
(of cardinality d + 1 to 1, respectively, if one assumes gen-
eral position—see below). Define EG and MG analogously
for another collection G of n d-variate functions. The over-
lay Q(F, G) of MF and MG is their superposition in R

d.
It is a subdivision of R

d into maximal connected relatively
open faces of various dimensions, over each of which each of
the envelopes EF and EG is attained by a fixed set of func-
tions of F and of G, respectively. Without loss of generality,
assume that the functions in F ∪G are totally defined, con-
tinuous, and in general position with respect to each other.
(See [5] for a definition and justification.) The overall num-
ber of faces of all dimensions of EF , MF , or Q(F, G) is
called the combinatorial complexity (in short, complexity)
of the respective structure. With a slight abuse of notation,
throughout this paper we refer interchangeably to minimiza-
tion diagrams of collections of functions and of collections
of surfaces in Euclidean space that are the graphs of these
functions.1

For each f ∈ F and g ∈ G, consider the following corre-
sponding (d + 1)-variate functions:

f∗(x, y) := f(x),

g∗(x, y) := g(x) + y,

for x ∈ R
d, y ∈ R,

for x ∈ R
d, y ∈ R.

1We also define the upper envelope of F as the pointwise
maximum of the functions of F . The orthogonal projection
of this upper envelope onto R

d is called the maximization
diagram of F . The overlay of two maximization diagrams,
or of a minimization and a maximization diagram, is defined
in analogy to the overlay of minimization diagrams.



Let F ∗ (resp., G∗) be the collection of the functions f∗

(resp., g∗), for all f ∈ F (resp., g ∈ G). The following
lemma is the key observation of this paper. It implies that
the overlay of minimization diagrams of two collections of
d-variate functions, each of cardinality n, arises as a sub-
structure in the minimization diagram of a suitably con-
structed collection of 2n (d+1)-variate functions. Moreover,
if the original d-variate functions are algebraic of degree k
(or semi-algebraic of constant descriptive complexity), the
constructed (d + 1)-variate functions are algebraic of degree
k (or semi-algebraic of constant descriptive complexity) as
well.

Lemma 2.1. There exists an injection from the set of faces
of Q(F, G) to the set of faces of MF∗∪G∗ . That is, every
face of the overlay Q(F, G) can be mapped to a unique cor-
responding face of the minimization diagram MF∗∪G∗ .

Proof. For a point x ∈ R
d, let Fx be the subset of F

that attains EF over x, at some value ϕx. Let Gx be the
subset of G that attains EG over x, at some value γx. Let F ∗

x

and G∗
x

be the corresponding subsets of F ∗ and G∗. Note
that F ∗

x
∪ G∗

x
attain EF∗∪G∗ over the point x∗ = (x, ϕx −

γx) at value ϕx, while all other functions of F ∗ and G∗ lie
strictly above this value over x∗. Also, assume without loss
of generality that γx < ϕx; then for all ξ < ϕx − γx (resp.,
ξ > ϕx − γx) the envelope EF∗∪G∗ over the point (x, ξ) is
attained by precisely the set Gx (resp., Fx).

For a face s of Q(F, G), pick an arbitrary x ∈ s. Define Fx,
Gx, ϕx, and γx as above. Let t denote the face of MF∗∪G∗

that contains the point x∗ = (x, ϕx − γx). The required
correspondence between faces of Q(F,G) and of MF∗∪G∗ is
defined by mapping s to t. A schematic illustration of this
mapping is given in Figure 1.

yx x
∗

f∗

g∗

Figure 1: Turning a feature of the overlay of two

minimization diagrams to a feature of the minimiza-

tion diagram of extended functions.

To prove that this is an injection we need to show that (i)
the face t is well defined, and is independent of the choice of
x ∈ s, and (ii) distinct faces s, s′ of Q(F,G) are mapped to
distinct faces t, t′ of MF∗∪G∗ . We prove (ii), and then note
that a similar and simpler argument establishes (i).

Assume for the sake of contradiction that distinct faces
s, s′ of Q(F, G) are mapped to the same face t of MF∗∪G∗ .
That is, there are points x1 ∈ s and x2 ∈ s′, such that the
points x∗

1 and x∗
2 lie in the same face t of MF∗∪G∗ . Thus

there is a continuous path π∗ in R
d+1 that connects x∗

1 and
x∗

2 and lies in its entirety in the face t. Let F ∗
t ⊆ F ∗ and

G∗
t ⊆ G∗ be the functions that attain EF∗∪G∗ over t and

note that both sets are not empty. It follows that F ∗
t ∪ G∗

t

is exactly the set of functions that attain EF∗∪G∗ over every
point in π∗.

Consider the orthogonal projection π of the path π∗ onto
R

d. π is a continuous path that connects x1 and x2. Fur-
thermore, we claim that the set of functions of F (resp., of
G) that attain EF (resp., EG) is the same for every point
along π and is precisely the set of functions that correspond
to F ∗

t (resp., G∗
t ). Indeed, as observed above, the functions

in F ∗ and G∗ are constructed in such a fashion that for
any x ∈ R

d, there is only one value ξ for which the enve-
lope EF∗∪G∗ is attained at the point (x, ξ) ∈ R

d+1 by both
functions from F ∗ and functions from G∗, and these func-
tions are exactly those that correspond to the functions of
F and G that attain EF and EG, respectively, over x; since
functions from both F ∗ and G∗ attain EF∗∪G∗ over π∗, the
corresponding sets of functions from F and G are necessarily
the sets that attain EF (resp., EG) over π.

Since x1 and x2 can be connected by a continuous path
π, over every point of which the set of functions that attain
EF and EG is the same, x1 and x2 lie in the same face of
Q(F, G). We have reached a contradiction that proves the
second claim (ii). The proof of (i) is simpler, and uses the
same arguments in reverse.

We note several consequences of Lemma 2.1.

Theorem 2.2. The complexity of the overlay of mini-
mization diagrams of two sets of n semi-algebraic d-variate
functions of constant descriptive complexity is O(nd+1+ε),
for any ε > 0. Moreover, we can enumerate the vertices,
edges and 2-faces of the overlay in time O(nd+1+ε), for any
ε > 0. (The constants of proportionality depend on d, ε, and
on the descriptive complexity of the functions.)

Proof. The combinatorial bound follows from Lemma
2.1, which implies that the complexity of the overlay is
at most the complexity of the minimization diagram of 2n
semi-algebraic (d + 1)-variate functions of constant descrip-
tive complexity, and the complexity of such minimization
diagrams is known to be O(nd+1+ε), for any ε > 0 [20].
Agarwal et al. [2] show that the vertices, edges and 2-faces
of the minimization diagram of n semi-algebraic (d + 1)-
variate functions of constant descriptive complexity can be
enumerated in time O(nd+1+ε), for any ε > 0. Combining
this with Lemma 2.1 clearly implies the algorithmic part of
the theorem.

The bound in Theorem 2.2 seems not to be tight, because
the image of the embedding of Q(F,G) into MF∗∪G∗ seems
to consist of only a small portion of the minimization dia-
gram, that is, of only one face at each slice through a fixed
x ∈ R

d. Surprisingly, this objection does not apply to the
case of hyperplanes, where the technique yields a worst-case
tight bound:

Theorem 2.3. The complexity of the overlay of mini-
mization diagrams of two sets of n hyperplanes in R

d+1 (re-
garded as graphs of linear d-variate functions) is

O(n⌊d/2⌋+1). This bound is tight in the worst case. The
overlay can also be constructed in worst-case optimal time
O(n⌊d/2⌋+1).

Proof. The upper bound follows from Lemma 2.1, as in
the proof of Theorem 2.2, this time plugging in the Upper
Bound Theorem [19] that shows that the complexity of the

lower envelope of 2n hyperplanes in R
d+2 is O(n⌊d/2⌋+1).



For the lower bound construction, denote the coordinate
axes in R

d+1 by x1, . . . , xd+1. Consider a collection of hy-
perplanes in R

d (with coordinate axes x1, . . . , xd−1, xd+1)
whose lower envelope (with xd+1 as the dependent variable)

has Θ(n⌊d/2⌋) vertices. Such a collection can be constructed
using duals of cyclic polytopes; see [22]. Take the prod-
uct of each of these hyperplanes with the xd-direction. The
collection of these products forms the first family F of hy-
perplanes. Regarding the elements of F as graphs of linear
functions with xd+1 as the dependent variable, the mini-
mization diagram of F contains Θ(n⌊d/2⌋) 1-faces (edges),
each of which is an xd-parallel line.

Let the second family G consist of n hyperplanes of the
form xd+1 = i(xd + i), for i = 1, . . . , n. When we overlay
MF with MG, each of the n − 1 projections of the (d− 1)-
flats of intersections of consecutive hyperplanes of G along
EG intersects each of the Ω(n⌊d/2⌋) 1-faces of MF in a point,
creating n − 1 vertices of Q(F, G) on every 1-face of MF .

This produces Ω(n⌊d/2⌋+1) vertices of Q(F,G).
Finally, the algorithmic result follows from standard con-

vex hull algorithms [9].

Remark. The maximum complexity of a single minimiza-
tion diagram is Θ(n⌈d/2⌉). Hence, as already mentioned, the
bounds on the complexities of a single minimization diagram
and of an overlay of two diagrams coincide (asymptotically)
for d odd, and differ by a factor of n for d even.

Theorem 2.3 yields an interesting corollary, which fol-
lows from the well-known representation of power diagrams
(which include Voronoi diagrams as special cases) as lower
envelopes of hyperplanes; see [14].

Corollary 2.4. The maximum possible complexity of the
overlay of two (closest-point or farthest-point) power dia-

grams, each defined by n points in R
d, is Θ(n⌊d/2⌋+1).

3. OVERLAYS OF MANY DIAGRAMS
In some applications (see [15]) we need to consider the

overlay of many minimization diagrams. Let F1, F2, . . .,
Fm be m collections of n d-variate functions. For each
1 ≤ i ≤ m, define EFi

and MFi
as in Section 2. Define

Q(F1, . . . , Fm) to be the superposition of all diagrams MFi
,

for i = 1, . . . , m. For each f ∈ Fi, 1 ≤ i ≤ m, we define a
corresponding (d + m − 1)-variate function as

f∗(x,y) :=

(

f(x) i = 1

f(x) + yi−1 i > 1,

for x ∈ R
d and y ∈ R

m−1. Let

F∗ :=
˘

f∗ : f ∈ Fi, 1 ≤ i ≤ m
¯

.

The following lemma is proved similarly to Lemma 2.1.

Lemma 3.1. There exists an injection from the set of faces
of Q(F1, . . . , Fm) to the set of faces of MF∗ .

As above, this leads to the following result.

Theorem 3.2. The complexity of the overlay of mini-
mization diagrams of m collections of n semi-algebraic d-
variate functions of constant descriptive complexity is O(nd+m−1+ε),

for any ε > 0, for 2 ≤ m ≤ d, and is O(mdn2d−1+ε), for any
ε > 0, for m > d. Moreover, we can enumerate the vertices,
edges and 2-faces of the overlay within the same asymptotic
time bounds. (The constants of proportionality depend on d,
ε, and on the descriptive complexity of the functions.)

Proof. The bounds for m ≤ d follow from Lemma 3.1
and from [20, 21], as in the proof of Theorem 2.2. For m > d,
we note that each vertex of the overlay is also a vertex of
the overlay of some d of the given minimization diagrams.
We thus iterate over all O(md) d-tuples of diagrams, and
apply the bound with m = d to each tuple. Extending this
argument to higher-dimensional features of the overlay is
straight-forward.

As in Section 2, the case of hyperplanes yield improved
bounds, which are tight for d = O(1).

Theorem 3.3. The complexity of the overlay of mini-
mization diagrams of m collections of n hyperplanes in R

d+1

(regarded as graphs of linear d-variate functions) is

O
“

(mn)⌊(d+m)/2⌋
”

and Ω
“

n⌊(d+m)/2⌋
”

for m ≤ d, and

O
``

m
d

´

(dn)d
´

and Ω
“

`

n
¨

m
d

˝´d
”

for m > d.

Proof. The upper bound for m ≤ d follows by combin-
ing Lemma 3.1 with the Upper Bound Theorem [19]. For
the upper bound for m > d we note that every feature of the
overlay lies in the intersection of at most d faces from the
various minimization diagrams. Hence each vertex of the
overlay also shows up as a vertex of the overlay of d of the
minimization diagrams. Thus we can obtain all the vertices
of the overlay by iterating over the overlays of d-tuples of
diagrams. Extending this argument for higher dimensional
features of the overlay is straightforward. This gives a con-
siderably better upper bound for m ≫ d, as stated in the
theorem.

The first lower bound construction in an extension of the
one in Theorem 2.3. Consider a collection of hyperplanes in
R

d−m+2 (with coordinate axes x1, . . . , xd−m+1, xd+1) whose
lower envelope (with xd+1 as the dependent variable) has

Ω(n⌊(d−m+2)/2⌋) vertices. Take the product of each of these
hyperplanes with the subspace spanned by the coordinates
xd−m+2, . . . , xd. The collection of these products forms the
family F1. For each 2 ≤ i ≤ m, the family Fi consists
of n hyperplanes of the form xd+1 = j(xd−m+i + j), for
j = 1, . . . , n. It is easy to verify that the overlay of these col-

lections has Ω
“

n⌊(d−m+2)/2⌋nm−1
”

= Ω
“

n⌊(d+m)/2⌋
”

ver-

tices.
The second lower bound construction treats d

¨

m
d

˝

of the

collections as d “bundles” of
¨

m
d

˝

collections. Thus a col-
lection is referred to as Fi,j , where 1 ≤ i ≤ d and 1 ≤ j ≤
¨

m
d

˝

. The collection Fi,j consists of hyperplanes of the form
xd+1 = k(xi+k+jB), for k = 1, . . . , n and a sufficiently large
global constant B. The overlay of these d

¨

m
d

˝

collections has

Ω
“

`

n
¨

m
d

˝´d
”

vertices. The bound can be tightened slightly

by making use of the other m − d
¨

m
d

˝

collections.



4. ALGORITHMIC IMPLICATIONS
Thinnest elliptic shell. It is well known that the cen-
ter of the minimum-width spherical shell of a point set has
to be a vertex of the overlay of its closest-point Voronoi
diagram and its farthest-point Voronoi diagram, an obser-
vation that has been exploited in the design of efficient algo-
rithms for finding such a spherical shell [1, 8, 11, 12]. Many
further problems of this kind can be addressed using high-
dimensional overlays. We give a simple illustration for a
generalization of the minimum-width spherical shell prob-
lem in the plane.

Given a set P of n points in general position in the plane,
we wish to find the thinnest (not necessarily axis-parallel)
elliptic shell enclosing P . In certain applications, this can
give a rather precise approximation of the point set and
includes the smallest enclosing annulus [1] as a special case.
Formally, we want to find parameters a, b, c, and θ that
satisfy, for every point (x1, x2) ∈ P :

f1 ≤
`

x′
1 − a

´2
+ c

`

x′
2 − b

´2
≤ f2 ,

where

„

x′
1

x′
2

«

=

„

cos θ − sin θ
sin θ cos θ

« „

x1

x2

«

,

such that f2 − f1 is minimized. (This is a somewhat arbi-
trary way of defining the thinness of an elliptic shell; it does
however coincide with the usual notion of thinness when
the elliptic shell in question becomes an annulus (i.e., when
c = 1).)

It will be convenient to define d = tan θ
2

and substitute

sin θ = 2d
1+d2 and cos θ = 1−d2

1+d2 . For each x = (x1, x2) ∈ P
define a quadrivariate function

fx(a, b, c, d) =
`

x′
1 − a

´2
+ c

`

x′
2 − b

´2
, (1)

where
„

x′
1

x′
2

«

=

„

(1 − d2)/(1 + d2) −2d/(1 + d2)
2d/(1 + d2) (1 − d2)/(1 + d2)

« „

x1

x2

«

.

Let F be the collection of functions fx. We are seeking a, b,
c, and d, for which

max
x∈P

fx(a, b, c, d) − min
x∈P

fx(a, b, c, d)

is minimized. In other words, the vertical distance between
the upper envelope of F and the lower envelope of F is
minimized at the point (a, b, c, d). Let us rearrange (1) as

fx(a, b, c, d) =
`

x′
1 − a

´2
+ c

`

x′
2 − b

´2

= x2
1

„

d4 + (4c − 2)d2 + 1

(1 + d2)2

«

+ x2
2

„

cd4 + (4 − 2c)d2 + c

(1 + d2)2

«

+4x1x2

„

d(c − 1)(1 − d2)

(1 + d2)2

«

− 2x1

„

2bcd − ad2 + a

1 + d2

«

+2x2

„

bcd2 − bc + 2ad

1 + d2

«

+
`

a2 + b2´

= a1w1 + a2w2 + a3w3 + a4w4 + a5w5 + w6,

where

a1 = x2
1 w1 =

d4 + (4c − 2)d2 + 1

(1 + d2)2

a2 = x2
2 w2 =

cd4 + (4 − 2c)d2 + c

(1 + d2)2

a3 = 4x1x2 w3 =
d(c − 1)(1 − d2)

(1 + d2)2

a4 = −2x1 w4 =
2bcd − ad2 + a

1 + d2

a5 = 2x2 w5 =
bcd2 − bc + 2ad

1 + d2

w6 = a2 + b2.

Thus fx can also be viewed as a linear function
ϕx(w1, w2, w3, w4, w5, w6) in six variables. (See, e.g., Agar-
wal et al. [3] for a similar linearization in the case of cylin-
drical shells.) The collection of n functions ϕx is denoted
by Φ. The “valid” 6-tuples (w1, w2, w3, w4, w5, w6) that cor-
respond to quadruples (a, b, c, d) form a 4-manifold in R

6

that we denote by Ψ. We are now looking for a 6-tuple
(w1, w2, w3, w4, w5, w6) ∈ Ψ that minimizes

∆(w1, w2, w3, w4, w5, w6) =

max
x∈P

ϕx(w1, w2, w3, w4, w5, w6)−

min
x∈P

ϕx(w1, w2, w3, w4, w5, w6)

among all possible (w1, w2, w3, w4, w5, w6) ∈ Ψ.
To this end, we use Theorem 2.3 (in R

7) to construct
the overlay O of the minimization diagram and the maxi-
mization diagram of Φ, whose complexity is O(n4), in time
O(n4). Since every cell of the overlay is a convex polyhedron,
we can, in the same worst-case asymptotic time, decompose
all cells of O into simplices of various dimensions using the
bottom-vertex simplicial decomposition [10]. Consider one
simplex γ of this decomposition of dimension 2 ≤ k ≤ 6. The
minimization (resp., maximization) diagram of Φ is achieved
by a fixed set of i (resp., j) hyperplanes of Φ over γ, such
that i + j = 8 − k. Thus ∆(w1, w2, w3, w4, w5, w6) is a lin-
ear function over γ. We wish to find a point within γ ∩ Ψ
that minimizes ∆(w1, w2, w3, w4, w5, w6) over this domain.
Since γ and Ψ are both semi-algebraic of constant descrip-
tive complexity, we can compute γ ∩ Ψ in constant time,2

and then find the minimum point on it in additional con-
stant time. Thus we can iterate over all simplices γ and find
the global minimum of ∆(w1, w2, w3, w4, w5, w6) within Ψ
in time O(n4). We have proved the following theorem:

Theorem 4.1. Given a set P of n points in general posi-
tion in the plane, the thinnest (not necessarily axis-parallel)
elliptic shell enclosing P , as defined above, can be found in
time O(n4).

Theorem 4.1 is just one concrete example of a variety of
problems that can be tackled in a similar manner, in which
we want to find a point that minimizes the difference be-
tween the upper and lower envelope of a collection of func-
tions (or satisfies some other relation that involves the en-
velopes). If the given functions have reasonable lineariza-
tion, then Theorem 2.3 can be used to solve the problem
fairly efficiently. In other cases, Theorem 2.2 can be used,
still yielding a considerable improvement over naive solu-
tions.

Overlay of Voronoi diagrams and the ICP algorithm.

Corollary 2.4 can be generalized, via Theorem 3.3, to yield
the following.

2Of course, computations of this kind are quite involved, and
use a battery of sophisticated algorithms in real algebraic
geometry; see, e.g., [6].



Corollary 4.2. The maximum possible complexity of the
overlay of m (closest-point or farthest-point) power diagrams,

each defined by n points in R
d, is O

“

(mn)⌊(d+m)/2⌋
”

and

Ω
“

n⌊(d+m)/2⌋
”

if m ≤ d, and O
``

m
d

´

(dn)d
´

and Ω
`

(n
¨

m
d

˝

)d
´

for m > d.

In particular, these bounds apply to the overlay of m
(closest-point or farthest-point) Voronoi diagrams. This has,
among other applications, the following interesting corollary.

Corollary 4.3. Let A and B be two finite point sets in
R

d, with |A| = m and |B| = n. For each x ∈ R
d and a ∈ A,

define NB(a + x) to be the nearest neighbor of a + x in
B. Refer to the mapping a 7→ NB(a + x) as the nearest-
neighbor assignment at x. Then the number of distinct
nearest-neighbor assignments, over all possible translation
x, is O(n⌊(d+m)/2⌋) for m ≤ d, and O(mdnd) for m ≥ d.
Both bounds are tight in the worst case.

Proof. Note that b = NB(a + x) iff a + x lies in the
Voronoi cell V (b) in the closest-point Voronoi diagram V or(B),
or iff x ∈ V (b−a) in V or(B−a), where B−a = {b−a | b ∈
B}. Hence the nearest-neighbor assignment is fixed in each
cell of the overlay of the m Voronoi diagrams V or(B−a), for
a ∈ A. The bounds are then immediate from Corollary 4.2
(treating d as a constant). Tightness also follows similar to
the proof of Theorem 3.3.

Corollary 4.3 is used by Ezra et al. [15] to give a com-
binatorial bound on the number of iterations of the ICP
algorithm, which has been proposed by Besl and McKay [7]
and used over a decade as a heuristic approach to pattern
matching, but has not been rigorously analyzed prior to the
treatment in [15].

Sandwich regions. In conclusion, we note that one of
the important applications of the overlay of minimization
diagrams is to bound the complexity of the sandwich region
between the upper envelope of one collection F of n semi-
algebraic d-variate functions of constant descriptive com-
plexity and the lower envelope of another such collection G
[4, 17]. For this application our new bounds, though tight
for the case of hyperplanes and within about one factor of n
from the known lower bound for the case of semi-algebraic
functions, are not strong enough to yield a notable improve-
ment. Indeed, the sandwich region is easily seen to be a
collection of cells in the arrangement of the graphs of the
functions of F ∪ G in R

d+1. Thus its complexity is at most
the complexity of this arrangement, which is O(nd+1+ε) for
any ε > 0. This matches precisely the bound that can be de-
rived through the application of Theorem 2.2. Any further
tightening of our bounds on the complexity of the overlay
will also yield an improvement for the complexity of the
sandwich region.
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