Optimal cover of points by disks
in a simple polygon
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Abstract. Let P be a simple polygon, and let @ be a set of points in P.
We present an almost-linear time algorithm for computing a minimum
cover of @ by disks that are contained in P. We generalize the algorithm
above, so that it can compute a minimum cover of @ by homothets of
a fixed compact convex set of constant description complexity O that
are contained in P. This improves previous results of Katz and Morgen-
stern [19]. We also consider the disk-cover problem when @ is contained
in a (not too wide) annulus, and present an O(|Q|log |Q|) algorithm for
this case.

1 Introduction

Let P be a simple n-gon in the plane, and let QQ be a set of m points in P. A
disk cover of QQ with respect to P is a set D of disks (of variable radii), such
that the union of the disks of D covers (i.e., contains) @ and is contained in
P. In other words, each disk D € D is contained in P, and each point g € Q,
lies in at least one disk D € D. A minimum disk cover of Q) with respect to P
is a disk cover of ) with respect to P of minimum cardinality. The problem
of computing a minimum disk cover of @) with respect to P was introduced
and studied by Katz and Morgenstern [19]. They also considered the case where
the covering objects are homothets (contained in P) of a fixed compact convex
set O of constant description complexity. In both cases, exact polynomial-time
solutions were presented. In this paper we present alternative and significantly
faster solutions for both disks and homothets, and also consider a third new
case, as mentioned in the abstract and detailed below. All our solutions run in
close to linear time.
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Background. Geometric covering problems have been studied extensively. These
problems are instances induced by geometric settings of the well-known set cover
problem. Most of these instances are known to be NP-hard. Let us briefly review
several geometric covering problems that are related to the problems studied in
this paper.

In the unit disk cover problem, the goal is to cover a given set of points with
the smallest possible number of unit disks. A polynomial-time approximation
scheme for this problem was given by Hochbaum and Maas [16]. In the discrete
version of this problem, the covering unit disks must be selected from a given set
of unit disks. Until recently only constant-factor approximation algorithms were
known for the discrete version; see [2,4,5,28]. This was recently improved by
Mustafa and Ray [27], who presented a polynomial-time approximation scheme
for the discrete version (as well as for several other problems), which is based on
local search.

Hurtado et al. [18] studied the related problem of computing a minimum
enclosing disk of a given set of m points, whose center must lie in a given convex
n-gon; they presented an O(m+n)-time algorithm for this problem. The 2-center
problem with obstacles was studied by Halperin et al. [15]. In this problem, the
goal is to find two congruent disks of smallest radius whose union covers a given
set of m points and whose centers lie outside a given set of disjoint simple
polygons with a total of n edges. They presented a randomized O(n log?(mn) +
mnlog® mlog(mn)) expected time algorithm for this problem. The analogous
1-center problem was studied by Halperin and Linhart [14], who presented an
O((m + n)log(mn)) time algorithm for this problem.

The solutions of Katz and Morgenstern [19] for the problems mentioned above
are based on the “perfect graph approach”. (The perfect graph approach was
previously used in the solution of several art-gallery problems, under restricted
models of visibility; see, e.g., [20,21,26,25,30].) In the perfect graph approach,
one first defines a graph G corresponding to the input scene. Next, the following
two theorems are proven: (i) There is a one-to-one correspondence between a
minimum cover of the desired kind (e.g., disk cover) and a minimum clique
cover of G, and (ii) G is perfect. Note that the second claim is crucial, since,
in general, minimum clique cover is NP-complete, but is polynomial for chordal
and perfect graphs [10, 12, 13]. The algorithms of Katz and Morgenstern consist
of three stages. First, construct G, next, find a minimum clique cover of G, and
finally, construct the cover of @) corresponding to the minimum clique cover of
G. The bottleneck of their algorithms are the first and last stages, which, in the
case of covering by disks, where implemented in O(nm?) time.

In this paper we take a different approach, avoiding the explicit construction
of the graph G, and computing the cover itself by following the algorithm of
Gavril [10] for finding a minimum clique cover in a chordal graph, and exploiting
the special geometric structure of G. This leads to improved solutions, which,
when carefully implemented, run in nearly linear time.

The rest of this paper is organized as follows: In Section 2, we describe an
algorithm for computing a minimum cover of () by disks contained in P in



Optimal cover of points by disks in a simple polygon 3

O((n + m(logn + log®m))) time and O(n + mloglogm) space. In Section 3,
we extend this result to the case of O-cover, that is, computing a minimum
cover of @ by homothets of O contained in P, where O is as above. We show
that if O is a convex polygon with k edges, then this can be done in O(n +
mlog n+mlog® ! mloglog m) time, using O(n+m logh™? m) space, or otherwise
in O(n+mlogn+m'*te) time, using O(n +m!'*¢) space, for any € > 0. Finally,
in Section 4 we consider the case where the point set () is contained in a “not
too wide” annulus R, and give an O(mlogm)-time algorithm for computing a
minimum-disk cover of @) by disks contained in R.

2 Minimum disk cover in a simple polygon

Let P be a simple polygon with n edges and let @) be a set of m points inside P.
We present a nearly linear algorithm for finding a minimum cover of @) by disks
contained in P.

Consider the Voronoi diagram of the relatively open edges and reflex vertices
of P, confined to within P. We refer to these relatively open edges and reflex
vertices collectively as boundary features (or simply features) of P, and let P*
denote the set of these features. The medial axis M is the network of vertices,
straight edges, and parabolic arcs of this Voronoi diagram which are strictly
inside P and the non-reflex vertices of P. A vertex of M which is not a vertex of
P is a point at equal and smallest distance from three features of P (including
the case where two of these features are an edge e and a reflex endpoint of e).
An edge of M is the locus of all points at equal (and smallest) distance from two
features of P (this time excluding the case of an edge and one of its endpoints).
It is well known (and easy to show) that the network M is in fact a tree; that
is, it is a connected network without cycles. See Figure 1(a).

As we will argue shortly, when constructing a disk cover of @ inside P,
it suffices to consider disks whose centers lie on M, and in fact consider only
maximal such disks, whose boundary touches 0P (necessarily in at least two
points). The proof of Lemma 1 below can be found in the Appendix.

Lemma 1. For each point ¢ € Q, the portion of the medial axis consisting of
centers of mazximal disks that contain q and are contained in P is connected.

Consider the graph G whose vertices are the points of @), and it contains an
edge between two points p,q € @ if there exists a disk containing both p and
q and contained in P. Clearly there is such a disk if and only if there is a disk
containing p and g whose center is on M and whose radius is the distance from
its center to OP. This follows by noting that every disk D contained in P is
contained in a maximal disk of the above kind, which is obtained by inflating D
about its center until it touches 0P, and then by moving its center away from
the contact with 0P, maintaining that contact, until a second contact is made.

The proof of Lemma 1 shows that, for each ¢ € @, the intersection of M with
the Voronoi cell of ¢ in the diagram of P* U {¢} is a connected subset M, of M.
We refer to M, as a subtree of M, but note that the leaves of M, (points of M,
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Fig. 1. (a) The medial axis of a simple polygon and the subtree M, of a point
q € Q. (b) The complexity of each subtree M, is ©(n).

whose removal does not disconnect M) need not necessarily be vertices of M,
but can lie in the relative interior of edges of M; see Figure 1(a). It follows by
definition that, by identifying each point ¢ of @ with its subtree My, G' becomes
the intersection graph of these subtrees. Therefore, by the characterization of
Buneman and Gavril [3,11], G is a chordal graph.

We note that computing the subtrees M, explicitly is too expensive, because
their overall complexity can be ©(mn) in the worst case, as depicted in Figure
1(b).

As shown by Katz and Morgenstern [19], a cover of @ by disks contained in
P corresponds to a clique cover of G and vice versa. This also follows from the
fact that pairwise intersecting subtrees of a tree T satisfy the 2-Helly-property:
if every pair of subtrees in a given collection intersect, then they all have a
common intersection [12]. Therefore, a clique of G can be covered by a single
disk which is a maximal disk centered at a common point of all subtrees M,
corresponding to the points g of the clique. (The converse direction is trivial.)
So our problem is to find a minimum clique cover of G. As is known [10], the
chordality of G implies that this latter problem is solvable in polynomial time,
but, exploiting the special geometric structure of the graph G, we are able to
solve it particularly efficiently, by an algorithm with O(n + m(logn + log® m))
running time (improving upon the cubic algorithm of Katz and Morgenstern in
[19] mentioned in the introduction).

We follow the algorithm of Gavril [10] for finding a minimum clique cover
in a chordal graph. The algorithm is greedy and is based on the fact (see, e.g.,
[12]) that a chordal graph contains a simplicial vertez v, that is, a vertex whose
neighbors induce a clique. The greedy clique cover algorithm takes as the first
clique in the cover such a simplicial vertex v and its neighbors. It then deletes v
and its neighbors and iterates this step on the subgraph induced by the remaining

L A graph is chordal if every cycle of at least four edges has a shortcut, i.e., an edge
connecting two non-consecutive vertices of the cycle; see [12].
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vertices (which is still chordal). It is not hard to see that the output clique cover
is indeed minimum, because the simplicial vertices picked at each iteration form
an independent set in the original G, and clearly the size of any clique cover is
at least the size of this (or any) independent set.

We can implement this algorithm using the subtree representation of G, as
follows. Root M at an arbitrary vertex of 9P. Making M rooted induces a root
for each subtree My, for ¢ € @, which we denote by 7(M,). Note that r(M,) is
not necessarily a vertex of M but can lie in the relative interior of an edge. See
Figure 1(a).

Pick M, such that the (appropriately defined) subtree rooted at r(M;) con-
tains no other root. The points of () corresponding to all subtrees which contain
r(M,) are the first clique in our cover (g is a simplicial vertex). The disk corre-
sponding to this clique can be taken to be the maximal disk within P centered
at r(M,). We then delete all subtrees containing (M) and iterate, until all of
Q is exhausted.

We now present an efficient implementation of this algorithm. It consists of
the following steps.

1. For each point ¢ € @ compute an “anchor point” A(q) € M,.

2. Starting from each point A(q), search M to find the corresponding root
r(Mg).

3. Maintain ) in a dynamic range searching data structure D that can effi-
ciently report all points of ) contained in a query disk, and delete points
from Q.

4. Search M in a bottom-up manner to find a simplicial vertex ¢ of G (whose
root r(M,) is lowest in M). Query D with the maximal disk centered at
r(M,). The points in the query output form the first clique. Delete each
such point ¢’ from D and delete its corresponding root (M) from M.

5. Repeat the preceding step until () becomes empty.

We now give the details of implementing each of these steps. We first compute
M in O(n) time [9]. We regard the edges and vertices of M UJP as the edges and
vertices of a planar map H. We further partition H into “pseudo-trapezoids”
(referred to as “trapezoids”, in short), by connecting each vertex of M to its
nearest points on 0P.

For each point g € @ we compute the trapezoid T'(¢) in the decomposition of
H containing g. To do so we preprocess the decomposition of H in O(n) time and
construct the point location data structure of Kirkpatrick [22], which supports
logarithmic-time point-location queries. Then we locate the trapezoids T'(¢q) by
m point location queries to this data structure, in O(mlogn) time.

Let e be the feature of P* on 9T (q) (that is, T'(¢) is contained in the Voronoi
cell of ). We compute the closest point ¢’ to ¢ on e and take A(q) to be the
intersection of the line ¢’q with M which is closest to ¢ (and which also lies on
0T (q)). It is easy to see that a maximal disk centered at A(q) inside P contains
g, and therefore M, indeed contains A(q).

We compute the roots r(M,), for ¢ € @), as follows. We fix a root for M, for
example, the rightmost vertex of P. We then traverse M in depth-first order from
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the root, and maintain its vertices on the stack (those vertices whose subtrees
are still being traversed) in an array L, stored in their reverse order on the stack,
i.e., in their order along the path of M from the root to the vertex currently
being explored (L is in fact just a concrete structure for implementing the stack).
When the search moves from a vertex v to a new vertex w, we insert w as the
rightmost element of L, and when the search backtracks from a vertex v, we
delete v from L.

When we traverse the edge (v, w) during the depth-first search, we find r(My)
for every point g such that A(q) is on the edge (v, w), as follows. First observe that
testing whether a point z € M belongs to M, is easy to do in O(1) time, provided
we know the feature (edge or vertex) of M containing z: This is equivalent to
testing whether |z¢| is at most the radius of the maximal disk centered at z, and
this radius is readily available since we know the features of P* nearest to z.

So let ¢ € @ be a point whose anchor A(g) lies on (v, w). If v ¢ M, then r(M,)
is on the edge (v, w). Furthermore, it is a point on (v, w) at equal distances to
the two features of P defining the edge (v, w) and to q. We compute it by solving
the appropriate system of algebraic equations (as is well known, there can be
at most two solutions, for otherwise, since Voronoi regions are star-shaped, we
would get an impossible planar embedding of K3 3), and by taking the solution
which lies on (v, w) closest to the root of M (i.e., to v).

If v € M,, we use binary search on the array L to find the farthest ancestor
u of v which is still in M. The root r(M,) is on the edge from u to its parent,
and we find it by solving a system of algebraic equations analogous to the one
described above.

Having collected all the roots r(M,), we sort them along the edges of M
containing them, and split the edges at these roots, making the roots additional
vertices of M.

Finally we collect the roots which are centers of the maximal disks in our
cover, using the greedy algorithm described above. For that we need a dynamic
range reporting data structure D which, given a query disk D, can report all the
points in D. The structure D initially contains all the points of @, but, as we
choose our centers, we will delete from D points that are already covered.

We traverse M again in depth-first order, stopping at each root r(M,). When
we are about to backtrack from a root r(M,) which is still active (see below),
we add the maximal disk D centered at r(A,) and contained in P to our cover.
Using our range searching data structure D, we report all the points of ) inside
D, and delete them from D. For each such point ¢ we also mark the corresponding
root (M) as inactive, so that we will ignore it as we backtrack through it later
in the depth-first search. When the search terminates, we have obtained the
desired minimum disk cover.

We now analyze the complexity of the algorithm. As above, let n denote the
number of edges of P and put m = |Q|. Computing M and the Voronoi diagram
H induced by M U 0P, the triangulation of H into trapezoids, and the point
location data structure for this triangulation, takes O(n) time [9,22]. For each
point ¢ € Q, computing A(q) takes O(logn) time, for a total of O(mlogn) time.
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The computation of the roots r(M,) takes O(n +mlogn) time: maintaining the
array L takes O(n) time, and the binary searches for the roots take a total of
O(mlogn) time. Sorting the roots along the edges of M and subdividing M at
these roots takes O(n+mlogm) time. Finally, in the last step we again traverse
M and perform a range reporting query for each disk (clique) in our cover.
Using the recent data structure of Chan [6], we can find and delete all k points
in a query disk in O(klog6 m) amortized time. So the total time spent quering
and updating the range searching structure D is O(m log® m) time. Summing
up we obtain that the total running time of our algorithm is O((n + m(logn +
log® m)). The space required by our algorithm is linear except for an additional
O(mloglogm) needed for the data structure of [6].
In summary, we obtain:

Theorem 1. Let P be a simple polygon with n edges and Q) a set of m points
contained in P. We can compute a minimum cover of @ by disks contained in
P in O((n + m(logn + log® m)) time and O(n 4+ mloglogm) space.

3 Covering by homothetic copies of a convex set

Let P and @ be as in Section 2, and let O be some fixed compact convex set
with nonempty interior. For a large part of the analysis, this is essentially all we
assume about O. For the algorithmic part, however, we need to assume that O
has a sufficiently simple shape so as to facilitate certain operations on O as well
as efficient construction of a dynamic range reporting data structure, similar
to the structure D used above. For the time being, we only assume that P, @
and O are in general position, to avoid possible degeneracies in the constructs
that extend those studied in the preceding section. Further assumptions will be
elaborated below.

We fix some point inside O as its “center point”, and assume that O is initially
specified so that this point lies at the origin. Thinking of each point of O as a
vector, AO then denotes the convex set obtained from O by multiplying each
vector in O by a fixed positive factor A\. The conver distance function induced
by O is do(p,q) = inf{\ | ¢ € p + AO}. We refer to it as the O-distance. Chew
and Drysdale [7] were the first to study Voronoi diagrams under convex distance
functions; see also Leven and Sharir [23]. Note that dp is a metric if and only if
O is centrally symmetric with respect to its center.

The medial axis My of P under the O-distance is defined analogously to
the medial axis of P under the Euclidean distance, as the locus of all points
inside P whose O-distance to the boundary is attained in at least two points.
Assuming general position, Mo is a connected 1-dimensional network, consisting
of vertices and edges. Each edge is the locus of all points which are at the same
(nearest) O-distance from two features of P* (where P* is defined as in the
previous section). A vertex of M which is not a vertex of P is a point at the
same (nearest) O-distance from three features of P*. The shape of the edges of
Mo depends on the shape of O. For example, if O is a convex polygon then
each edge is a polygonal curve, whose breakpoints correspond to placements of
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the center of O at which a vertex of O touches a vertex of P. See [7,23] for
more details. Finally, as in the previous section, it follows from basic properties
of Voronoi diagrams that My is a tree.

As in the preceding section, for a point ¢ € @), we denote by M, the portion
of Mo consisting of centers of maximal homothets of O that contain ¢ (and are
contained in P). Lemma 2 below is analogous to Lemma 1, asserting that for
each ¢ € Q, M, is a subtree of Me; its proof can be found in the Appendix.

Lemma 2. M, is connected for each point ¢ € Q.

Consider the graph G defined similarly to G in the previous section. Its
vertices are the points of @), and it contains an edge between two points p, q € @
if there exists a homothet of O containing both p and ¢ and contained in P. As
in the case of disks, there is such a homothet if and only if there is a homothet
containing p and ¢ whose center is on Mo and whose boundary touches P (at
least twice). Indeed, take the given placement O; of O and expand it about its
center until it touches 0P at some point v. Now move the center away from v
along the line connecting it to v while expanding O so as to keep its boundary
passing through v, until its center lies on My. It is easily checked that the new
placement of O contains O; (and thus p and ¢) and is contained in P.

Again, if we identify each point ¢ of ) with its subtree M, then Go is
the intersection graph of these subtrees and thus G is a chordal graph. As
in Section 2, since pairwise intersecting subtrees of a tree T satisfy the 2-Helly
property, covering () by homothets of O is equivalent to a clique cover of Gp,
so our problem now is to find a minimum clique cover of Go.

We use the same high-level algorithm as in Section 2, but its implementation
requires other, slightly more complex tools. Recall that so far the analysis did
not require any further assumptions concerning the actual shape of O. However,
to facilitate an efficient implementation of the algorithm, we need to assume
that this shape is sufficiently simple, so as to allow various operations (such as
computing the O-distance between two points, or between a point and a line
segment, finding a point at the same O-distance from two line segments, etc.)
on O and on a constant number of other features (points and/or line segments)
to be performed in constant time. The simplest way to enforce these properties
is to assume that O has constant description complezity (see, e.g., [29]).

The algorithm proceeds through the following steps, analogous to those in the
preceding algorithm. First, we compute the medial axis My in time O(n), using
the algorithm of Chin et al. [9]; the combinatorial complexity of Me is O(n).
Next, we construct the planar map H (induced by M»UJP) and partition it into
simply-shaped cells, by connecting each vertex of Mo \OdP (including breakpoints
along edges which are equidistant from an edge of P and an endpoint of that
edge) to its nearest point(s) (in the O-distance) on OP. Each cell is bounded by
two of these connecting segments, by a portion of a single edge of P (or just a
vertex), and by an edge of Mo (or just a vertex). We then construct the point-
location data structure of Kirkpatrick [22] on this triangulation of H. Computing
this partition of H into trapezoids, and the point location data structure for this
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triangulation, takes O(n) time (in our assumed model of computation). We then
compute, for each point ¢ € @, the trapezoid T'(¢) containing it, by making m
queries to the point location data structure, in a total of O(mlogn) time.

Let e be the feature of P* on 9T'(q) (that is, T'(¢) is contained in the Voronoi
cell of €). We compute the closest point ¢’ to ¢ on e under the O-distance, and
take A(q) to be the intersection of the line ¢’q with My which is closest to g (and
which also lies on 0T'(q)). It is easy to see, arguing as above, that the maximal
copy of O centered at A(q) inside P touches OP at ¢’ (and at another point)
and contains ¢, and therefore M, contains A(g).

Computing the roots r(M,) is done exactly as in the previous section, in
O(n 4+ mlogn) time. Sorting the roots along the edges of My and subdividing
Mg at these roots also takes O(n + mlogm) time, as before. Finally, in the last
step we traverse Mo and perform a range reporting query for each homothet of
O centered at one of the roots r(M,) (which represents a clique) in our cover,
and delete the points of ) contained in this homothet from the data structure.
For this we use the more general data structure of Agarwal et al. [1, Theorem
4.4]. Specialized to our setting (where we continue to assume that O has constant
description complexity), it provides a dynamic data structure of size O(m!*¢),
which can be constructed in O(m!*¢) time, for any ¢ > 0, so that, given a query
homothetic placement O of O, it can report the points of @) inside O’ in time
O(logm + |Q N O’|). A point can be deleted from @ (that is, from the data
structure) in O(m¢) amortized time, for any € > 0. Hence the overall cost of this
final part of the algorithm is O(m!*¢), for any € > 0. We thus obtain:

Theorem 2. Let O be a fixed compact convex set of constant description com-
plexity, let P be a simple polygon with n edges, and let Q) be a set of m points
contained in P. We can compute a minimum cover of QQ by homothets of O
contained in P, in O(n+mlogn +m!'T€) time, using O(n +m'*+¢) storage, for
any € > 0.

The algorithm can be made slightly more efficient in the special case where O
is a convex polygon with k edges, for a constant k. In this case the dynamic range-
reporting data structure can be implemented using a k-dimensional orthogonal
range tree, where each dimension (coordinate) corresponds to the normal direc-
tion to one of the edges of O. Using the data structure of [24] (See also [8]), this
requires O(mlogk_lm) space and O(m log" ! mloglog m) time for all queries
and subsequent deletions. The cost of the other steps of the algorithm remains
the same as above. We thus obtain:

Theorem 3. Let O be a fized convex polygon with k edges, let P be a simple
polygon with n edges, and let Q be a set of m points contained in P. We can
compute a minimum cover of @ by homothets of O contained in P, in O(n +
mlogn +mlog" ! mloglogm)) time, using O(n +mlog" ' m) space.
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4 Covering by arbitrary disks in a sufficiently narrow
annulus

Assume that the points of @ lie in an annulus R rather than in a simple polygon.
In this case, M, the medial axis of R, is not a tree but a circle. In particular, let
¢ be the center of R and let r1 and r5 be inner and outer radii of R, respectively,
then M is a circle of radius ry; = “'5’”% centered at c.

As in the previous sections, each point ¢ € @) is associated with an arc M, of
the circle M, which is the portion of M consisting of centers of maximal disks
that cover ¢ (and are contained in R). See Figure 2(a), which illustrates a proof
of the property that M, is the intersection of M with the disk of radius 25"
centered at q. Again, we consider the intersection graph G of these arcs. However,
unlike the previous cases, G is not chordal, since M is not a tree. Instead, GG is a
circular-arc graph (see, e.g., [12]). Moreover, we argue that if 7o < gf—grl then
G has the 2-Helly property, which means that the circular arcs in a clique of G
have a point in common.

Indeed, since M, is the intersection of M with the disk of radius “5™ cen-
tered at g, it is maximal when a4, ¢, and b, are collinear, where a, and b, are
the endpoints of My. Let 8 = Zaqchy. If a4, g, and b, are indeed collinear then

sin% = ;z;x So if ry < gjgrl then sing < ?, and therefore § < 2m/3.
Consider a clique C in G. Since all arcs are of length smaller than 1/3 the length
of M, and they all intersect one specific arc of C, then they cannot cover M com-
pletely. Consequently, C can be viewed as a set of pairwise intersecting intervals
on a line and it follows that all the arcs of C must have a common intersection.

We conclude that, once again, a cover of ) by disks contained in R corre-
sponds to a clique cover of GG, and vice versa. We thus compute a minimum
clique cover of G by applying the O(m)-time algorithm of Hsu and Tsai [17],
after sorting the arcs M, be their endpoints in O(mlogm) time.

In summary, we obtain

Theorem 4. Let R be an annulus such that ro < ;fﬁrl, where r1,ry are the
inner and outer radii of R, respectively, and let Q a set of m points contained in
R. We can compute a minimum cover of Q by disks contained in R in O(mlogm)

time and O(m) space.

Theorem 4 also applies to the slightly more general case, where R is a disk
with a circular hole, not necessarily concentric; see Figure 2(b). In this case, the
medial axis is an ellipse with foci at the centers of R and of its hole. For each
q € Q, M, is still a connected arc of M. Specifically, the endpoints of M, are
the points at equal distance to the two circles bounding R and its hole and to
¢, and there can be at most two such points. (Otherwise, arguing as in Section
2, we would get an impossible planar embedding of K3 3.)

The graph G is a circular-arc graph, and it possesses the 2-Helly property
provided that the hole is not too small. (The exact condition is that there do
not exist three points ¢1, ¢2,¢3 € R whose arcs M,,, M,,, M,, cover M.) Hence,
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if this condition holds then a minimum clique cover can be found as above, with
the same asymptotic bounds on the running time and storage.

Fig. 2. (a) The arc M, of a point ¢ € @, obtained as the intersection of M with
the (dotted) disk of radius "5 around g¢. (b) R is a disk centered at c; with
a hole centered at cy; the medial axis, M is elliptic. The endpoints of M, are in

equal distance to the two circles bounding R and its hole and to q.

Finally, we do not know how critical is the assumption that R is not too
wide, as in Theorem 4. Does the problem become hard if R is wider?
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Appendix

Proof of Lemma 1

Consider the Voronoi cell V(g) in the Voronoi diagram of P* U {q}. The vertices
of V(q) are precisely the points at which the medial axis M crosses the boundary
of this cell. Note also that V(q) is a bounded cell, fully contained in the interior
of P. See Figure 3.

Fig. 3. The Voronoi cell V(g), for a point ¢ € @, in the Voronoi diagram of
PruU{q}

Observe that the portion of M consisting of centers of maximal disks that
contain ¢ is precisely M NV (q). We thus need to show that this portion of M is
connected. That is, we have a sub-network of M which enters and leaves V(q)
through its vertices, and we want to rule out the possibility that it has two or
more disconnected pieces.

There are two ways in which M NV (q) can be disconnected: (i) It can have a
component fully contained in the interior of V'(g). (ii) It can have two (or more)
components, each entering and leaving V' (g) at its vertices.

Case (i) is impossible because M is connected.

Case (ii) is also impossible: Suppose to the contrary that M NV (q) did have
two (or more) such components. Then there must exist a feature £ € P*, such
that the Voronoi cell Vj(§) of € in the medial-axis diagram (without ¢) intersects
V(q) in a region K such that V(¢) \ K is disconnected. For this, the intersection
of K with 9V (g) has to be disconnected, and consist of at least two distinct
Voronoi edges e1, e (of V(q)). See Figure 4.

This however is impossible, because P is a simple polygon. Indeed, take a
point a1 on e; and a point as on ey, and connect each a; to ¢ and to its nearest
point on & by straight segments. Connecting these two nearest points to each
other along ¢ yields, together with the four other segments, a region E, which is
either a pentagon (if £ is an edge) or a quadrangle (if £ is a vertex), and which
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is fully contained in P. By assumption, though, it must contain a point v (an
endpoint of ey or of e3) equally nearest to ¢, &, and another feature £’ € P*.
Since &’ lies outside E, the segment connecting v to its nearest point on & must
cross OF, which is impossible (because of the star-shapedness of Voronoi cells).

Fig. 4. There cannot be two disconnected edges e; and es; on the boundary
between V5 (€) and V(gq) where ¢ is a feature of P*.

This completes the proof.

Proof of Lemma 2

Proof of Lemma 2 is analogous to the proof of Lemma 1. The only difference
is that in Case (ii) we connect a; and as to their nearest points along ¢ in the
O-distance, and use the star-shapedness of Voronoi cells, a property that holds
for any convex distance function.



