Ex2 Due July 20, 12
· The setup is the same is in Ex1, but you are now given an 8 dimensional time series G(t).
· First, try to create a model of that data by using a vector of time ticks and predict the next value:

G(ti+1) = Gw[G(ti-k) ,…, G(ti)], where G represents a vector at each time point.

· Train two different architectures (multiple experts in each) to discriminate between xx and yy.
· Provide graphs of training (cross validation) error as a function of training time and architecture complexity.
· Discuss the results, justify with graphs and provide clear understanding, in particular, discuss, BIAS & VARIANCE of the networks  (Think of ways to show that and justify your arguments 

· Remember to use cross validation, weight decay, and momentum and discuss their effect.
· Demonstrate the effect of ensembles.
· How would you estimate the bias and variance of the architecture?
· Those with signal processing background, may consider some T/F representations of the data.
· Interpretation:  The results should also indicate which electrodes are useful, and what is their added contribution to the performance.  If a joint activity of few electrodes improves performance, this is crucial to discuss in details.
· Remember, all performance graphs should be with standard errors.
· It is important to justify every claim you make.  So if you think that smoothing the data is important or using a specific architecture is best, you need to actually show that, because what I am after is to see how you justify your claims.

· Submit by sending an email n.intrator@gmail.com with the subject NC Ex2
· Inside the email should be a word file and a single Matlab file (no zips) with all the code

In the word file you can discuss:

· Introduction: short where you can say how you approached things and where you got the ideas from
· Methodology: explain in detail what you did, why and how.
· Results: Full demonstration of your performance, graphs and detailed explanations.
· Short conclusions, highlighting what worked and what not.
function EEG_LastName(opt)  % Standalone file for all training and testing
% All of your functions should be in this file
% Your name and Id should appear here as well
load TrainData;
if opt = 1,
    tic;
    MD = TestModel(xx,yy,SF);

    % MD is a structure of several models!
    TestModel(MD, xx, yy);   % Here produce all graphs demonstrating model performance
    % Plot a 
    toc;
else
    load TestData;  % You do not have this yet
    TestModel(MD, ww, zz, SF); % Produce all graphs on the test data
end
end
%-----------------------------------------------------------------------------
MD = function TrainModel(xx,yy,SF)   % Here put all functions and subfunctions
 b
% Here is your documented code
end
%------------------------------------------------------------------
function TestModel(MD, xx,yy,SF)   % Here put all functions and subfunctions
% Here you produce all the written report and graphs demonstraing your prediction
% Here is your documented code
end
