Evaluation of an auditory model for echo delay accuracy
in wideband biosonar
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In a psychophysical task with echoes that jitter in delay, big brown bats can detect changes as small
as 10-20 ns at an echo signal-to-noise ratie-dB dB and 40 ns at-36 dB. This performance is
possible to achieve with ideal coherent processing of the wideband echoes, but it is widely assumed
that the bat's peripheral auditory system is incapable of encoding signal waveforms to represent
delay with the requisite precision or phase at ultrasonic frequencies. This assumption was examined
by modeling inner-ear transduction with a bank of parallel bandpass filters followed by low-pass
smoothing. Several versions of the filterbank model were tested to learn how the smoothing filters,
which are the most critical parameter for controlling the coherence of the representation, affect
replication of the bat’'s performance. When tested at a signal-to-noise ratio of 36 dB, the model
achieved a delay acuity of 83 ns using a second-order smoothing filter with a cutoff frequency of 8
kHz. The same model achieved a delay acuity of 17 ns when tested with a signal-to-noise ratio of
50 dB. Jitter detection thresholds were an order of magnitude worse than the bat for fifth-order
smoothing or for lower cutoff frequencies. Most surprising is that effectively coherent reception is
possible with filter cutoff frequencies well below any of the ultrasonic frequencies contained in the
bat's sonar sounds. The results suggest that only a modest rise in the frequency response of
smoothing in the bat’s inner ear can confer full phase sensitivity on subsequent processing and
account for the bat's fine acuity or delay. 203 Acoustical Society of America.
[DOI: 10.1121/1.1598195

PACS numbers: 43.80.Lb, 43.64.BVA]

I. INTRODUCTION and Schnitzler, 1995 In several versions of the jittering-
o . ) ~echo experiment, conducted in two different laboratories,

It is widely accepted from behavioral and physiological 5t were able to detect changes as small as 0/&s1
evidence that echolocating bats determine the distance to OWenneet al. 1989: Moss and Schnitzler. 1989: Moss and
jects, or target range, from the time delay of frequency'Simmons, 1998 The bat'’s threshold for jitter was measured

modulated (FM) echoes(Grinnell, 1995; O’Neill, 1995; _
Schnitzler and Henson, 1980; Simmons, 1973, 1980, Simy, °¢ 10-15 ns when an apparatus was developed to test

mons and Grinnell, 1988; Sullivan, 1982n two-choice or teVﬁndsmar:Ier fjelalytjltte(_&mm(:_nse: E;Ié 3989?) Atba cont-) i
yes—no discrimination tests, big brown b&Eptesicus fus- rofled echo signal-to-noise ratio o » 0Ig brown bats

cus can distinguish differences in echo delay as small a&an detect delay changes as small as 40 ns, which actually is
50—100us (equivalent to 1—2 cm of target range; Moss angPossible from an information-theoretic perspective if the bats
Schnitzler, 1995; Simmons and Grinnell, 1988hese be- used several successive broadcasts to judge whether echoes
havioral thresholds are roughly consistent with the lowedittered in delay(Simmonset al, 1990. Nevertheless, the
limits (~100—300us) for the accuracy of echo-delay regis- degree of temporal precision required to support this perfor-
tration by response latency in single neurons of the bignance has been described as virtually impossible for the au-
brown bat's auditory midbrain, and the sharpness of delaglitory system to achieve, so the “10-ns result” is widely
tuning in individual forebrain neurontDear et al, 1993; assumed to be due to an artifact, most likely spectral in na-
Fengetal, 1978; O'Neill and Suga, 1982; Polla&t al,  ture, rather than perception of such small changes in time
1977. However, big brown bats can detect much smallerBeedholm and Mohl, 1998; Mennet al, 1989, Pollak,
changes in delay in a different behavioral procedure wher@ggos; Schnitzleet al, 1985. The work reported here con-
echoes jitter in delay from one broadcast to the réAbss  cerns whether models of peripheral auditory transduction and
coding are in fact unable to support submicrosecond delay
dElectronic mail: mark sanderson@brown.edu perception at levels achieved by echolocating bats.
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This paper describes an auditory filterbank model of thehe minimum separation between two nearly simultaneous,
bat’'s auditory periphery and the accuracy of this model foroverlapping echoes where the two reflections are assigned
determining echo delay compared to standard sonar signatheir own delay estimates instead of being interpreted as a
processing techniquesross correlationas well as a previ- single echo.
ously used filterbank model of the bat’s auditory periphery
(Menne and Hackbarth, 1986; Hackbarth, 1986k simu-
lated the essential signal-processing steps performed by th METHODS
bat’s inner ear in multiple-trial tests to evaluate model per-A. Biosonar signals
formance for detecting jitter in echo delay. These tests al-
lowed us to identify th,e value_s of model parameters required anel of Fig. 1. The procedure for testing the model simu-
to account for the bat’s submicrosecond acuity and the 10-n L . . .

. . . . : ated the bat’s biosonar emission, or pulse, in an acoustic
result. One goal is to guide future physiological experiments

- , . _“environment that contained a single point-like reflector at a
by determining whether the bat's performance really is im- N )
target range of~1 m. For simplicity, the bat's pulse was

possible, or whether there is a range of physiologically test; odeled with a single harmonic, linear frequency-modulated

able model parameters that makes this performance possib&M) chirp that swept from 90 to 20 kHz in a total duration

The ques_tlon of the bats delay _acwty h_as been adbf 1.5 ms. The test echo was a copy of the pulse shifted in
dressed previously for cross-correlation receivévienne

and Hackbarth, 1986and for a simple filterbank receivers ngzb%(gnmgpPrrﬁgrliiedaeri?ﬁgg{eachrgf\llsgrtgr Iaatc: drz)ngeethzfr
(Hackbarth, 1986; Menne, 198&\Ithough fine delay acuity ' P b 9

) . ) g . . N ingle time record 12 ms | r in Fig.
is possible with cross correlation, it cannot be achieved with asing e_t € reco d s lorigop traces 9. 1
This simulation assumed, as have other models, that the

the filterbank model as it was constituted originally. We ; : ! i
: : . baft acquires a noise-free estimate, or template, of its outgo-
chose to reexamine this question because several aspects. 0

' . 077ing pulse(see Menne and Hackbarth, 1986, Matsicl,,
the Hackbarth(1986 filterbank model were unrealistic in 2001, Saillantet al, 1993. Bandlimited Gaussian noise

been measured in bats. In particular, the design of the filte(:(‘-bo_20 kH2 was added to the time record beginning 2 ms

bank's smoothinglow-pass filters removed all phase infor- after the offset of the pulse and continued over the entire
P b epoch in which the echo was embeddé&dg. 1, the 30-dB

mation from the envelopes to be processed for echo delay. nel, shows an example of the onset of this nofBkee echo

Because several behavioral experiments have shown th ; ; . .
bats may be able to detect changes in relative phakies _5|gnal-to-|_10|se ratio was determined according to the follow-
'’ ing equation(Menne and Hackbarth, 1986

1984; Simmon<t al,, 1990, Moss and Simmons, 1998ve
decided to revisit the question of echo-delay accuracy and Signal-to-noise rati@B) =20 logy /d), (1)
focus our attention on the role of the smoothing filter, which d=2E/N @
had been singled out as a critical stage for replicating the 0
bat’s performance(Simmons, 1980 A companion paper whereE is the echo energy flux, or the integral of squared
(Neretti et al, 2003 addresses the related question of theamplitude over the duration of the signal, units are in
delay resolution achievable by a similar auditory model. Itpascalss; N is the noise power per unit Hz, or mean-square
should be clearly stated thegsolutionandaccuracyrefer to  amplitude divided by bandwidth, units are in pastsls
separatefeatures of an echo-delay estimator, and the terms  Foraging bats in their natural habitats deal with acoustic
should not be used interchangealdge Schnitzler and Hen- environments that consist of more than just a single reflector
son, 1980. The accuracy of a delay estimator is the uncer-and Gaussian noise. Instead, bats encounter non-Gaussian
tainty in its estimate for the arrival time of echoes from aatmospheric effects and considerable clutter—other bats’
single reflecting point. In contrast, delay resolution refers toemissions, multiple insects, background vegetation, etc. To

The characteristics of the model are shown in the left
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be clear, the noise added in these simulations mzdasneant TABLE I. Values for various parameters of the filterbank model and delay
to simulate noise in the bats’ real-world acoustic environ-éstimation methods.

ment. The added noise simul_ated only the 9ontrolled _Whit%ample rate > MHz

noise the bats encountered in psychophysical experiments
with jittering echoegfor details on the experimental signal- gignal

to-noise ratio, see Simmoms al., 1990. Bats flying in their  Duration 1.5 ms
natural environments often deal with signal-to-noise ratiosSweep type Linear
lower than the 30—50 dB. Nevertheless, our intention was t@f‘;;“‘;’:}'gs start 190 "
: ) : : uency z
u_nder_stan(_j how a signal-processing mpdel performed N & quency end 20 KHz
situation similar to that seen by the bat in experiments fromkisesail time 0.15 ms, cosifigamp

which researchers have obtained precise, informative mea-
; e Bandpass filter
sures of their sonar capabilities. )
. . . umber of filters 22; see Table Il
The echo was just a single delayed reflected replica og

> - ~Design Chebyshev type @R)

the broadcast; Doppler shifts and those scattering propertig@gpple in passband 6 dB
of the target that affect the echo spectrum were not considorder 8
ered here(See Nerettiet al, 2003, for the resolution of a Bandwidthgg 4 kHz
model that deals with multiple echogs. Nonlinearity

The pulse—echo time waveforms for four signal-to-noiseHalf-wave recty=x for x=0
ratios are shown in Fig. ttop row). For simplicity, the pulse y=0 forx<0
and echo were set to have equal energy, while noise POWEE, pass filter
increases from the left to the right in successive plots. Belovpesign Chebyshev type (UIR)
the time traces in Fig. 1 are the 22 parallel filterbank outputsprder 2,5
which consist of envelopes that trace the FM sweep in thé&omeggs freq. 1,2, 4,8, 125 kHz
pulse and the echo in a spectrogram-like format. The locatiogyer
of the echo is obvious in the time waveform and filterbanka priori window +1000 us

output for high signal-to-noise ratio&.g., signal-to-noise
ratios 40, 30 dB in Fig. 11 At lower signal-to-noise ratios,
however(e.g., 10 dB, the noise swamps the presence of the  Filter center frequencies were restricted to integer mul-
echo in both the waveform and filterbank displays. Ourtiples of the 0.5us sample periodlisted in Table 1). This
simulations of echo—delay determination assessed how dlffegtep was to minimize interference between the simulation’s
ent versions of the filterbank channels performed in varyingsample raté2 MHz) and filter CF. This restriction provided
levels of noise. Note that this model does not consider theetter digital approximations of the equivalent analog filter
effect that the receiver’s internal noise has upon delay accUmpulse responses. Otherwise, if this step was not taken, the
racy. That is, the filterbank itself and subsequent processingutputs of filters with certain CFs exhibited interference ef-

steps are assumed to be noise-free; only the external signakcts with the sample rate in the peak region of the impulse
to-noise ratio is included here.

TABLE II. Period and center frequency of the 22 bandpass filters used in the

filterbank.
B. Filterbank
. . us kHz
We modeled the bat's cochlea with a filterbank com-

posed of 22 channels, each of which had three components 1 50 20.0000000
connected in series: a bandpass filter, a half-wave rectifier, g gg 5 2@;21:5%2?)
and a low-pass filter. The frequency tuning of the “cochlea” 4 355 28.169 014 0
was implemented with a series of overlapping bandpass fil- 5 325 30.769 2310
ters (Chebyshev IIR filters, constant 4-kHz bandwidttive 6 29.5 33.898 3050
chose the Chebyshev design because it allows a narrower 7 27 37.0370370
bandwidth than the Butterworth design of the same order. g ;g jg'ggg 22(1)8
Simulation of the transduction and capacitance of the inner 10 215 46.511 628 0
hair cell was implemented with a half-wave rectifier and 11 20 50.000 000 0
low-pass filter(Chebyshev IIR filters The resulting output 12 19 52.6315790
from the low-pass filter corresponded to the probability of 13 18 55.555556 0
neurotransmitter release at the base of the inner hair cell and 1‘51 ig 22'232 (5)588
represented the excitation function delivered to auditory- 16 15 66.666 667 0
nerve fibers for coding as spikes. The model’s filterbank pa- 17 14 71.428 5710
rameters are listed in Table I. The center frequent&sy 18 13.5 74.074 0740
for the bandpass filters were chosen1p cover the 20—90- 19 13 76.9230770
kHz frequency range of the big brown bat's hearitk@pay 3(1) 55 gg'ggggggg
et al, 1997, and(2) to overlap as closely as possible with 22 115 86.956 522 0

their neighbors at their 3-dB down points.
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response envelope. If these filters were used to estimate d&- Analog sum method
lay the resulting estimates would be biased away from the

true peak in the impulse response. Restricting the filter CFEaIIed the “analog sum” approach, used the “cochlear” fil-

FO those in Table Il ensur_ed that the digitally ImplementGdterbank to process broadcasts and echoes. First, the output of

wn_pglsg responses for_ al flllter.s had the same_envelope;. T.hjaﬁl the filter channels was dechirped to remove the slope of

\r/r;cljnmrzc;:]dna:]n); potential bias in the delay estimates in md"the FM sweep by aligning the peaks of the outputs for the

u?hc arime f’ tion was how the filterbank receiver’ emitted pulses. Peaks for the broadcast in individual chan-

€ primary question was ho € Titerbank receiver s ois were located by finding the highest value in the channel

delay accuracy compares against a cross-correlation receiv rutput over the time window containing the broaddaste
Here, we _adopted a similar trial-by-trial approach to thatFig. AC)] and sliding each time series signal by a corre-
i;gg p{f]\é'ot;z:z(Mae;?g ::tqngcfr?:r;tlalggzi |;Z(r:]kgarthl’Ssponding amount to align the peaks in different channels to

' W ! y DEW pu %e same reference time value. Then, the dechirped output

and a single echo at a fixed delay for multiple occurrences Olias summed across all frequency chaniilg. 2B)], and

:ir:)i F;:ljtlas"[ﬁo?jnsdfgr]ecs;gzri\év:n";Srlp?cr)nszr;ted four delay eSt'mé{h_e _position qf jthe. peak in the resulting sum was located
' within ana priori window 1000 us around the true delay.
Finally, using a quadratic fit, the interpolated peak location
was determined and stored as the overall estimate for echo
delay. Thus, as for cross correlation, delay estimates have a
Three method¢“analog sum,” “Saillant,” and “Hack-  higher precision than the 0/&s sampling interval. This pro-
barth” method$ were used to estimate the delay betweencess was repeated for each of the 400 trials with independent
events corresponding to the pulse and echo generated by theise samples in a Monte Carlo proced(see below.
filterbank. Our interest was focused on how the filterbank
design parameters, not the different delay estimation meth-
ods, affected delay estimation accuracy. The estimatio®. Hackbarth method: Single peak detection followed
methods described below were not intended to realisticallyy interval measurement
mod_el the full range of phy5|_olog|cal processes that the bat This approach, described by Hackbai886, also used
auditory system uses o estimate pulse-echo delay SUbSt?fe filterbank to process broadcasts and echoes. First, the
guent to auditory transduction by the inner ear. Instead, th ‘ '

aim was to measure, with the best precision possible, thFocatlon of the peak in the output from each filter channel for

temporal intervals between events in the filterbank channels € noise-free pulse was located inside a window from time
Zero to 3.5 mg(Fig. 1). Then, the peak for the echo was

located inside tha priori window of =1000 us centered on
1. Cross correlation 6 ms after the peak for the broadcéBig. 2(C)]. Following
this initial procedure, the method produced single triggered
gvents for the pulse and for the echo. The method

The second method for estimating delay, which will be

C. Delay estimation methods

To obtain an optima{matched-filter delay estimate, we
first computed the cross-correlation function between th
noise-free pulse and the echo embedded in noise for eagh) fit the three points around the pulse and echo peak
noise iteration at each signal-to-noise ratio. Then, the peak in samples with quadratic functions in order to determine

the cross-correlation function was located withinapriori their exact positions, which were marked by single
window *+1000us window around the true delagas in pulseqthis was performed separately for the pulse and
Menne and Hackbarth, 1986 and Hackbarth, 298ally, echo response in each frequency channel, Fig3) 2

the three points around the peak were fit with a quadratic and(E)];
function in order to determine the peak’s precise position. Byb) measured first-order intervals by subtracting the time of

this interpolation procedure, delay estimates could be “re- the interpolated pulse peak from the interpolated echo
corded” with a precision greater than the Q.5-sample pe- peak in each frequency chani€ig. 2(F)];
riod we used to generate our pulse and echo signals. (c) generated a point process by projecting these intervals

The time-estimation process was repeated for each of  across filterbank channels onto a single time éKig.
the 400 trials with independent noise samples in a Monte 2(G)];
Carlo procedurgsee below. The delay estimate for each (d) estimated the density of the point process along the
trial can be compared against the theoretical accuracy pos-  time axis by convolving the points with a Gaussian

sible for a cross-correlation receivéBurdic, 1968 kernel (c=1 us, shift steg=0.25us[Fig. 2(H)]; and
o=(27Bd)" L, &) (e) located the peak of the density function resulting from
_ _ o convolution by fitting a quadratic to the peak sample
whered is from Eq.(2), andB is the sonar emission’s non- and its two neighboring samples, as before, and stored

centralized root-mean-square bandwidth, which for this this interp0|ated value as tloverall de|ay estimatéor
simulation equaled 57.79 kHz. This value was slightly higher that trial.

than the typical value~55 kHz, estimated for signals re-

corded in psychophysical experimen{Simmons etal,  This process was repeated for each of the 400 trials with
1990. The cross-correlation approach did not use the outpuihdependent noise samples in a Monte Carlo procetkge
from the filterbank, whereas the next three methods did. below).
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FIG. 2. Three methods for estimating delay from the filterbank output. The schematic at top illustrates how the biosonar signal passes thratbgimkhe filte
the output of which is processed by three different estimators. The cross-correlation estimator operates directly on the pulse—eqi#9 gchisped
output from a filterbank with a second-order low-pass filter cutoff set to 8 kHz, and a signal-to-noise ratio of(B§ TBe summed output, across frequency
channels, from panelA). The peak position is the “analog sum” method’s echo delay estim@g.Output from the filterbank’s third channel (CF
=25.3 kHz).(D) Expanded view of the puldeorresponds to left gray bar in par{€l)]. Spikes are triggered by the maximum peak for the Hackbarth method
and for the local peaks above a threshold for the Saillant metti)dExpanded view of the echo with triggered spikes for both methods at botfem.
Interpolated delay estimates from the Hackbarth metk@d Histogram of peaks frontF). (H) Smoothed histogram frorfG), using Gaussian kernel with
o=1pus. The interpolated peak is the Hackbarth method’s final delay estifftate) Same agF)—(H) but for the Saillant method. Note thataxes for
(F)—(K) range from=100 us, whereagA) and (B) range from=+1000 us relative to actual echo delay.

4. Saillant method: Detection of multiple peaks axis was realigned so the peak pulse time corresponded to
followed by all-order interval measurement time zerg. Then, the model generated spikes within teo

This final method created a series of triggered Spikepriori windows: one centered on the pulse and one on the
events for the pulse and then for the echo using a procedufcho. The pulse priori window spanned the noise-free time
similar to the “peak-detection” approach of Saillastal. ~ window from time zero to 3.5 méFig. 1). As before, the
(1993. First, the peak position in the noise-free window for echoa priori window spanned-1000 us and was centered
the pulse in each filterbank channel was locai@slabovg  in time at the true echo delay.
and the corresponding sample times across channels were For each filterbank channel, separate thresholds were set
used to dechirp the filterbank outp(gach channel's time for the pulse and echo to define the time windows inside
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Signal to noise ratio: 36 dB

Low p:;issizf filter FIG. 3. Results from 400 Monte Carlo trials with echo
B Analog sum C Saillant D Hackbarth freauenc signal-to-noise ratio fixed at 36 dBA) The cross-
C Sy SRR U correlation receiver's estimate), (C), and (D) Re-

: '-I'.',; © 2kHz sults for each of the three filterbank models are plotted
in separate columns. As the low-pass filter cutoff fre-

] quency increased, the variability of the delay estimates
: 4 kHz decreasedl-kHz results not shownBecause th& axis
is scaled so that only the central/s of the full =
1000us a priori window is visible, some of the esti-
mates are not visibléespecially for the 1- and 2-kHz
low-pass filter conditions The accuracy of each
method was estimated by takir%g)f the 68th percentile
of the distribution of delay estimates, and is summa-
125 kHz rized in Fig. 4.

8 kHz

De'ayEstimated - actual (“S)

which multiple peaks in the filter output would registered asD. Monte Carlo trials
corresponding multiple spikes. For the pulse, the spike-

window threshold was set at the value of 67% of the peali)an
amplitude within the previously defined pulaepriori win-

Our goal was to examine how the use of different filter-
k parameters affected the variance of the delay estimation

: . . procedure. To estimate this variance we adopted a Monte
dow. For the echo, the first step was to establish a nmsEt

. "Carlo procedure, a method that uses many independent trials,
threshold located 2 standard deviations above the mean NOIR&ch with a different noise instantiation, in order to build a
level in the filter output over a time window containing just ’

ise. In th d steo. th h e-window threshol istribution of the delay estimates. The variance of the delay
noise. In the second step, the echo Spike-window treSNOlqy;ation procedure is then measured from this distribution.

was setat the val_ue 2/3 of the way between t_h'$ noise thresl:i.-he number of trials used in the Monte Carlo simulations do
old and the amplitude of the largest peak within the eaho not improve the accuracy of the model because there is no

priori window. Spike events _then were genera.ted for ever3fnemory from trial to trial in the Monte Carlo method. Our
local peak above the pulse-window and echo-window threshz, g, 1< \vere identical using 100 or 400 trials. It follows that

olds[see Figs. @) and (E), respectively, and the location the number of Monte Carlo trials bear no relation to how

of each local peak was identified using mterpolat(qe be- .__many emissions the bats actually use in a single trial of the
fore, a quadratic was fit to each local peak and the |mmed|atﬁ[,[er task

neighboring samples At this juncture, the channel-by-
channel filterbank output is converted into two sets of spik&;ere
events corresponding to all the local peaks within the puls

and echo W indowgone channel's output shown in bottom subtracted from each of the 400 estimates to form the error
panel of F|g§. ED)_and(E)].. distribution. To estimate the mean and variance of the accu-
. To olbtam a single estimate for pulse—echo delay fron}acy of this distribution we used a bootstrap procedure. Four
this multiple-spike representation, the method hundred samples were drawn, with replacement, from the
(@) calculated the all-order interva{€ariani and Delgutte, error distribution, and the 68th percentile was calculated. The
1996 for pulse versus echo spikes within each channeresulting value was divided by 2 in order to match the stan-

Pulse—echo delay estimation was repeated for 400 dif-
nt realizations of noise added to the echo at a fixed
esignal—to—noise ratipFig. 3]. The true echo delay, 6 ms, was

[Fig. 2D]; dard deviation for a uniform distribution in a 1000-ms win-
(b) generated a point process by projecting these resultingow (~683 us). This sampling was then repeated 128 times

intervals onto a single time axj&ig. 2(J)]; to compute the bootstrapped estimate for the mean and stan-
(c) estimated the density of the point process along thelard deviation of accuracy.

time axis by convolution with a Gaussian kerriet The bootstrapped accuracy estimates are plotted in Fig.

=1 us, shift step=0.25us; Fig. 2K)]; and 4 against the range of signal-to-noise ratios tested. This

(d) located the peak of the resulting density function bymethod for estimating the estimates’ variability was used for
fitting a quadratic to the peak sample and its two neigh-comparison with other mode(slackbarth, 1986, Menne and
boring samples and stored it as theerall delay esti- Hackbarth, 1986and the analytical standard deviation cal-
matefor that trial. culation[see Eq.(3) abovd.

This process was repeated for each of the 400 trials Wiﬂl\E‘ Additional constraints
independent noise samples in a Monte Carlo procetkee The width (o) of the Gaussian kernel chosen for the
below). smoothing procedure affected the estimate of filterbank ac-
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FIG. 4. Filterbank accuracy with different low-pass filter settings. The accuracy of the cross-correlation Monte Carlo simulations is plottadyagrayhe

line on each panel for comparisgi) The accuracy of the analog sum method when applied to the filterbank output. Five different settings for the filterbank’s
low-pass filter were usedee the legend in panéC)]. Increasing the low-pass filter cutoff value shifted the analog sum method’s accuracy much closer to
that of the cross correlation. The values for B2).are plotted as a dashed liB) Same asA) except delay estimates were generated by applying the Saillant
method to filterbank outpufC) Same agA) except delay estimates were generated applying the Hackbarth method to filterbank(@)tpi#. These three

plots show the 400 trial-by-trial estimates for the analog sum, Saillant, and Hackbarth methods. Note that for the Hackbarth method, manycestiaates o
the edges of tha priori window.

curacy (stepe of the Hackbarth method and stepof the  and jittered between two values on the other side. The bat
Saillant method If the Gaussian was too wide relative to the estimated each returning echo’s delay for comparison with
“true” accuracy of the filterbank, all of the trial-by-trial es- the delay of the next echo to then choose which side had the
timates fell within a single bin. This underestimated the ef-jittering echoes.
fective accuracy of the filterbank. On the other hand, if the  We simulated this experiment, following the method of
Gaussian width was too narrow, the smoothing step resulteilenne and Hackbartfl1986), in which the virtual bat dis-
in multiple local peaks with equal heights and so failed tocriminated a jittering target from a nonjittering target. On
yield a single delay estimate. After testing of sample dataone “side” the virtual bat received two echoes embedded in
with several different values far of the Gaussian kernel, we noise at a fixed delay. On the other “side” the virtual bat
chose the value that yielded the maximum accuraay ( received two echoes in noise with a temporal offset, or jitter,
=1 microsecond). added to each echo. The data for the experiment had in fact
The size of thea priori window also has a significant been simulated under different conditions in the Monte Carlo
effect on the accuracy of each receiver design, as showsimulations. We could therefore simply draw four delay es-
previously in Menne and Hackbarfi986 and Hackbarth timates, without replacement, from these simulations and a
(1986. However, thea priori window size only affects the temporal offset ¢ At,—At) was added to the two delay
accuracy of the results within a fixed range of signal-to-noiseestimates on the jittering “side.” On a single trial the virtual
values less than 15 dB, where the accuracy curve “breaksbat had to decide which side had the jittering echoes. The
or undergoes an abrupt decline due to ambiguity effectfitter experiment was simulated with 100 such trials, and the
caused by the emergence of prominent sidelgbEnne and  results of the simulation were expressed as the percentage of
Hackbarth, 1986 We chose the value of/—1000 micro- correct decisions for those 100 trials for different values of
seconds for oum priori window in order to compare our At (the amount of jitterAt, was varied from 0 to 20 micro-
results with theirs. The use af priori windows with respect seconds This entire procedure was then repeated 128 times
to biosonar experiments is not unreasonable: the bat certaintp compute a bootstrap estimate of the variability for these
knows when it vocalized its pulse, and in behavioral parapercent-correct values.
digms learns fairly quickly that most echoes return within a
fixed time window. IIl. RESULTS

A. Monte Carlo results

F. Simulation of the jittering-echo experiment The results consist of a series of estimates of delay ac-

In the jittering-echo experiment, the bat is trained to sitcuracy obtained with each of the four model designs on 400
on a small platform and emit sonar sounds into microphonedylonte Carlo trials at each signal-to-noise ratio. To illustrate
and its task is to determine which of two loudspeakers rethe nature of the simulation results, the 400 trial-by-trial de-
turned echoes of those sounds that alternated in delay frofay estimates obtained with the four methods are plotted for
one broadcast to the nexsimmonset al,, 1990. In indi- one signal-to-noise ratid36 dB) and different low-pass
vidual jitter trials, the bat necessarily emitted at least twosmoothing frequencied, 2, 4, 8, and 125 kHzn Fig. 3. To
sounds to the jittering stimulus channel and two sounds t@stablish a baseline for comparison, the performance of the
the nonijittering channel. A single stimulus echo was returnedross-correlation procedure is show in FigAR while the
for each emission, the delay of which was fixed on one sideesults from the three filterbank methods are plotted in sepa-
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rate columng[Figs. 3B)—(D)]. Each point on one of the
graphs represents a single delay estimate for a pulse—echo 1000

Low pass filter: 8 kHz

pair with one iteration of independent noise added to the 5 5 Hackbanh
echo. All four methods generated well-behaved delay esti- 100 - o Saillant
mates across the Monte Carlo trials, and in each case the : a  Analog sum
variability of the estimates changed with the low-pass cutoff. 10 1 XCORR

With increasing low-pass cutoff frequency, the variability of
each distribution decreases apprecidelycept for the Hack-
barth method, for which the results at 8 and 125 kHz were
very similar—that is, once the low-pass cuttoff was as high

©
.
i

'/, 68th percentile (us)

as 8 kHz, no further improvement in accuracy could be ob- 0.01 -5mmmdbi b b N
tained. The 125-kHz low-pass filter condition was explicitly : : : ; ] E
included in the simulations to observe what happened when 0.001 ————7T— 71— 11
all the available phase information was allowed to pass 0 10 20 30 40 50
through the model and made available for processthi Signal to noise ratio (dB)

was our method for the effective removal of the low-pass

filter). _AS Su_Ch’ the anQIOg Sum_me_tho_d with a 125-kHZ IOW-FIG. 5. Comparison of different filterbank delay estimation methods when
pass f|_|ter_y|elded the tl_ght_es_t d|5_mbUt|0n of delay estimatesysing a second-order low-pass filter set at 8 kHz. Of the filterbank estima-
a distribution that was indistinguishable from the results fortors, the analog sum method provided the best performance. There was an

the optimal delay estimator, the cross-correlation receive@rderly arrangement to where each method “broke,” or underwent a sharp
transition in accuracy: the cross-correlation accuracy broke between 15 to

plotted in Fig. A). L o 10 dB, the analog sum method between 20 and 15 dB, the Saillant method
The summary and quantification of the variability of all petween 25 and 20 dB, and the Hackbarth method between 30 and 25 dB.

delay estimates across a wide range of signal-to-noise ratid$e Hackbarth and Saillant methods were identical for signal-to-noise ratios
is plotted in Fig. 4. These curves show the effects of the=30 dB.

low-pass filter parameters on the accuracy of delay estimates,

and allow comparison of the performance for different esti-3. Filterbank model accuracy: Saillant method

mation methods. The Saillant method used one or more spikes to mark
the occurrence of the pulse and echo in each chdifigs.
2(D) and(E)]. As such, it uses less of the filterbank output’s

) o wave structure, compared to the analog sum method, to es-
Because the cross-correlation receiver’s accuracy Wag, sie pulse—echo delay and so would be expected to do

the rl\ov(\j/er.bpun: to be eXpECt?d )‘orF.the4var|oubs eslt,'mat_'l_ohr\‘/vorse at any given signal-to-noise ratio. In Fig. 4, the per-
methods, itis shown on each plotin Fig. 4 as a baseline. The, o6 of the Saillant method is displaced upward relative

cr:oss-c'orrlelatlon resultssfrodm tEedl\l/_lon]Ee iarLo t.rlalsl fit theyy the analog sum method to slightly worse performance
theoretical accurachEg. (3), dashed lingfor high signal-to- across most signal-to-noise ratios. This is more clearly

noise ratiog(>15 dB). Betwee_n signal_—to-noise ratios of 15 shown in Fig. 5, which plots the performance of all four
to 10 dB, the cross-correlation receiver accuracy falls Of_fmethods at an 8-kHz low-pass cutoff.
sharply compared to what theory predicts. The nature of this

break in the cross-correlation performance was explored pr
viously by Menne and Hackbarti986. They showed that

Eq. (3) was applicable only when the signal noise ratio was In each_frequency channel the Hackbarth method used
above 15 dB. and our results are the same. only one spike to mark the occurrence of the pulse and one

spike for the echdgsee Fig. 2 At signal-to-noise ratios=30

) dB, the accuracy results for the Hackbarth method were very
2. Filterbank model accuracy: Analog sum method similar to those of the Saillant method. The exception was

The analog sum method yielded results almost identicalhe 125-kHz low-pass filter condition, which for the Hack-
to the cross correlation when the entire signal bandwidttbarth method did not show any appreciable difference from
passed the low-pass filtére., cutoff frequency: 125 kHz).  its 8-kHz result.
This shows that bandpass filtering, rectification, and peak Unlike the Saillant method, we observed that for signal-
picking had no deleterious effects on accuracy. However, a®-noise ratios below 25 dB the priori window size inter-
high-frequency phase information was progressively reacted with the low-frequency nature of the filterbank output.
moved from the filterbank output by the low-pass filter, ac-The width or duration of the “excitation” in each frequency
curacy degraded precipitously. In the linear region of thechannel was a function of the signal sweep rate, integration
results(signal-to-noise ratic=30 dB), the accuracy of delay time, and low-pass filter time constant. Because the excita-
estimation degraded by 2 orders of magnitude as the lowtion half-width was about 250—-300@s [Fig. 2(D)], the out-
pass cutoff frequency was decreased from 125 to 1 kHzputs of the filters were such slowly varying signals that they
Between signal-to-noise ratios of 20 and 15 dB, the accuracgould almost be considered as linear when viewed within a
curves break sharply from the linear case and eventually corsmall a priori window. Consequently, the signals often
verge upon the standard deviation for the whalepriori reached their maximum at one of the window edfégs.
window, 680us. 3(D), (E), (F)]. Because of this edge effect, we discarded any

1. Cross-correlation accuracy

€. Filterbank model accuracy: Hackbarth method
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accuracy measurements if a conspicuous nurtb&0%) of
trials resulted in delay estimates at the edges ofatlpeiori A

window. Analog sum: 8 kHz
Figure 4F) shows the trial-by-trial results for the Hack- . 1000 1= : : : :

barth method at a low signal-to-noise ratio. Many of the data ‘g_ 100 4 —~

points for delay estimates fall on top of the gray bands that ~ 5

mark the edges of the priori window. The analog sum and .% 10 -

Saillant methods do not suffer from this problgRigs. 4D), 5 :

(E)]. Although this edge effect was not reported in Hackbarth o 1 -

(1986, she also only plotted results for signal-to-noise ratio 8_

values above 20 dB, so we assume she had the same problem - 0.1 4

in her analysis. Because the Saillant method triggered spikes ®© :

from multiple local peaks above threshdld.g., Fig. 2E)], it (°N 0.01 4

did not suffer from this edge effect when the low-pass cutoff - 0.001

frequency was>2 kHz.

5. Comparison of the three filterbank methods B

Figure 5 shows, for a single 8-kHz low-pass filter con- 1000
dition, the performance of the three filterbank methods on m ;
the same plot. From Fig. 5 it was clear tha) the analog 2 100 4
sum method provided the best accuréather than the cross- @ :
correlation methog and(2) the points where the slope of the b= 10 ~
curve changed sharply for each method were separated along 8
the horizontal signal-to-noise axis by about 5 dB. o 17

_ S 01-

6. Steeper roll-off for the low-pass filter o

We also investigated how the severity of low-pass filter- ©, 001 PN
ing affected the accuracy of the three filterbank delay esti- - 0.001 : : i : : é
mation methods. The second-order Chebyshev low-pass filter ‘ : : ’ ' : '
had a roll-off of 22 dB/decade. This was rather shallow com- 0 10 20 30 40 50
pared to the 100-dB/decade value estimated for the mamma- Signal to noise ratio (dB)

lian smoothing filtenWeiss and Rose, 1988Therefore, we

repeated the simulations using a fifth order Chebyshev lowgiG. 6. Increasing the severity of low-pass filtering drastically reduced fil-
pass filter that provided attenuation of 62 dB/decade. Thigerbank accuracyA) When the order of the low-pass filter was increased
more severe Iow—pass filtering removed most of the I‘ipplérom 2 to 5, the analog sum method'’s results shifted by about 25BIB.
L , Same agA), but for the Saillant method.

riding on each frequency channel’'s envelope. Consequently,
the filterbank performance decreased by 25 dB for all three

methods(Fig. 6; Hackbarth method not shoyrin addition,  signal-to-noise ratio of 36 dB, is also plotted for comparison.
the loss of any significant ripple meant that the SaillantAt this signal-to-noise ratio, the best filterbank methiiada-
method no longer could trigger multiple spikes for the pulselog sum with a second-order low-pass fijtdrad a jitter

or echo. Consequently, the Saillant and Hackbarth methodéireshold of 82.9 ns. The analog sum method required a
converged on using the same single local peak for the puls&@ther high SNR, 50 dB, in order to achieve 16.6-ns jitter
and for the echo to generate their spike events, and thegetection performance based on the two pairs of echoes as

yielded similar results. simulated stimuli.

B. Simulation of the jittering-echo experiment
) . IV. CONCLUSIONS
The performance of the analog sum filterbank model in

the jitter experiment is shown in Fig(X). At a signal-to- These modeling results show that low-pass filtering
noise ratio of 36 dB, as in the original behavioral experimentstrongly affects the accuracy of a filterbank receiver. For
(Simmonset al, 1990, the curves for percent correct show bats, this means that achieving 40-ns jitter acuity at a signal-
better performancéshift to the lefy with increasing cutoff  to-noise ratio 0f~36 dB requires that cochlear bandpass and
frequency for the low-pass filter. The threshold for jitter de-low-pass filtering properties adhere to the following two con-
tection, At,s, was taken at the value that resulted in a per-straints: First, the bandpass filters’ integration time should
formance of 75% corrediactual value was identified using match the sweep rate of the FM emissia@iscussed previ-
cubic spline interpolation ously in Menne, 1988 Second, the effective low-pass filter-

The thresholds for the cross correlation, analog sum, anthg that takes place before auditory-nerve spike generation
Saillant method are shown in Fig(B). The 40-ns threshold, should have, compared to typical mammalian values, a rather
which was measured in the behavioral experiments at &igh cutoff frequency and shallow slope.
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ditional assumptions and parameters that would have to be
A tested. Internal noisesuch as the variability isvhenor how
manyaction potentials are generated by auditory neurons, or
variability in the memory/decision procgdsas been consid-
ered elsewhere. For example, Suzuki and S($9]1) as-
sessed the theoretical accuracy for a topographically ar-
ranged pool of cortical neurons with variable delay-tuned
responses. Their best decoder of cortical activity achieved an

Percent correct

1 10 100 1000 echo delay acuity of 800 ns. Another model used to test
Jitter (ns) echo-delay accuracy, developed by Wottenhal. (2002,
B used a population of midbrain, thalamic, and cortical neurons

1000 —-- imbued with the latency variability and delay tuning re-
ol Saillant (8 kHz) :

_|..|—e— Analog sum (8 kHz)
100 :|—— XCORR

: sponse uncertainty observed in neurophysiological experi-
ments. Similar to Suzuki and Suga(499) results, this
: population model also had a jitter acuity fl us. Palakal
and Wong(1999 also developed a model that used cortical
delay-tuned neurons to estimate pulse—echo delay, but did
not systematically explore its accuracy beyond reporting that
: His y the typical error was about 2%, er20 microseconds, of the
0.01 4 : SRR j.} e tested target range. The distribution or variance of these er-
: : : § § rors was not reported. If possible, future models should in-
e e Sl S M e corporate both the effects of internal and external noise on
0 10 20 30 40 5 echo delay estimation precision for comparison to the pub-
_ ) ] lished behavioral data.
Signal to noise ratio (dB) This study was motivated in part by an earlier study that
documented the low accuracy of a filterbank in the echo-
FIG. 7. Jitter threshold for single echo delay. Filterbank delay estimateglelay estimation taskHackbarth, 1986 Those earlier re-
from the Monte Carlo trials were used to simulate the Simnedred. (1990 sults are worse than our filterbank with 1-kHz Iow-pass fil-
single echo jitter experimenisee the tejt (A) The performance of the tering (not shown. Several caveats must be mentioned
simulated bat in choosing the jittering echo at a signal-to-noise ratio of SE‘b . . . .
dB is plotted as percent corrett st. dev). The low-pass filter’s cutoff efore comparing th‘?se data to our simulation _results. First,
frequency is indicated next to each curve. Threshold was taken where tide pulse and echo signals were constructed using a recorded
curves crossed the 75%-correct lev#) The threshold for jitter detection ~ Eptesicusbroadcast, which had a smaller effective signal
fo_r several different methods. The fllterbank models used low-pass f”tersbandwidth(it spanned 9030 kHzhan our test signals. Sec-
with an 8-kHz cutoff frequency. The behavioral threshold measured at a . . . .
signal-to-noise ratio of 36 dB, from Simmoes al. (1990, is indicated by O'nd: among Se\/.el’6.1|. differences in the. ea”.'er filterbank Qe-
the gray symbol. sign, the most significant probably resides in the smoothing
procedure. After bandpass filtering, Hackbarth calculated the
The simulated jitter experiment assumes the model ba?nvelope In & two-step process: sig computed the amph- ,
. L ude envelope by taking the absolute value of the signal’s
uses theminimumnumber of emissions necessary for the . ! e
Hilbert transform(essentially a full-wave rectificationand

task. In the actual behavioral experiment, the bats certainIYZ) low-pass filtered the result at 5 kHz. No further details
took “multiple looks” at each side, using anywhere between ; : o
were provided about this low-pass filter.

6 and 15 or 20 emission per side before making a decision The low-pass filter’s effect was most deleterious for cut-

(Simmonset al, 1.990' Currently, there is limited .kn°W| ._off frequencies less than thmndpasdilter bandwidth(i.e.,
edge of how bats integrate information across multiple emis; .
. .below 4 kH2. When the low-pass filter cutoff was4 kHz,
sions. If the model bat was allowed to average delay esti:
the low-pass stage not only removes the ac component from

mates across six emissions, accuracy could improve b . :
y P Y fhe envelope, but more importantly begins to smear the ef-

fe_lctor of 2.4_5(|n the §|mulate_d J'tter_ task, six emissions per ective integration time established by the bandwidth of the
side results in three jitter estimates; therefore, the model b ;
andpass filter. For a low-pass cutoff abevé kHz, some of

assuming it had perfect memory storage of those estimateaﬁe ac component passes, and the effective integration time
would see an improvement of3). Applied to the analog N g . -
of the whole channel is unchanged, remaining at its mini

sum (second-orderresults in Fig. 7 at 36 dB, this would mum value(~250 us, which originates in thbandpasdil-

improve the accuracy frpm 82.9 to 47.9 ns, WhICh IS SIm”arters’ fixed bandwidth of 4 kHz This surviving ac phase
to the observed behavioral threshold. At higher signal-to- o . .
. ) : . information is crucial for pushing echo-delay accuracy closer
noise ratios, use of multiple sounds led to comparable im- : .
. to the cross-correlation resyfig. 4).
provements in performance.

» } 5™ order

Threshold t,. (us)
=

A. Implementation details for filterbank models B. Low-pass filtering and inner hair cells

We did not include the effects of internateceivey The results shown in Fig. 4 reveal the need to obtain
noise upon pulse—echo delay accuracy because modeling thenstraining empirical data on the bat's inner hair cell mem-
bat's nervous system and cognitive state requires many adbrane filtering properties. In order to move beyond the de-
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velopment of the present peripheral auditory filterbankin Eptesicughat imply (behavioral: Mennet al,, 1989; Sim-
model we need to know bottl) the shape of the effective mons et al, 1990; Moss and Simmons, 1998r require
integration time and2) the frequency at which ac ripple is (computational: Peremans and Hallam, 1998; Matsual.,
no longer detectable in the inner hair cell membrane poten2001; Nerettiet al, 2003; Saillantet al, 1993 phase sensi-
tial. The available data come from guinea pigs and @tg, tivity in the ultrasonic range.
Palmer and Russell, 19860t from bats. Recordings of the
inner hair cell receptor potential evoked by pure tones typi-
cally show two components: an ac component equal in freACKNOWLEDGMENTS
guency to the pure tone, and a dc component. The ac com-
ponent decreases in amplitude with increasing test-tone Grants from NSHBES-962229y and ONR(N0O0014-
frequency, while the dc component increases reciprocally?9-1-0350 to J.AS., an NIH Training grant, and a
The falloff in the ac amplitude, which for guinea pigs occursBurroughs-Wellcome grant to the Brown University Brain
between 0.5—2 kHgPalmer and Russell, 1986s due to the  Sciences Program supported this work.
inner hair cell's membrane time constaftussell and Sell-
ick, 1978. Because acquiring data from hair cells is techni-
cally difficult, many researchers have addressed this questiofites. R-hA- (1%8_4)L “Eclholqcationdag seen from tg_e IvieWPOLntE of radar/
instead in the auditory nerve. Although the relationship be- isnogr"aé dtit:(?g’)'/ ||3n \?;;JZ:‘;E’L?B. Scr;]enri‘tt;l%?)r'irr‘] ge": %géla? pp.nzgsize_er
tween receptor potential and auditory-nerve spike triggering 544
has not been well studied in a direct manner, for the mosBeedholm, K., and Mohl, B(1998. “Bat sonar: An alternative interpreta-
part it is reasonable to study phase sensitivity in the auditory tion of the 10-ns jitter result,” J. Comp. Physiol., 82, 259-266.
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