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Abstract

Curve subdivision schemes on manifolds and in Lie groups are constructed from linear subdivision s
by first representing the rules of affinely invariant linear schemes in terms of repeated affine averages,
replacing the operation of affine average either by a geodesic average (in the Riemannian sense or in a c
group sense), or by projection of the affine averages onto a surface. The analysis of these schemes is bas
proximity to the linear schemes which they are derived from. We verify that a linear schemeS and its analogou
nonlinear schemeT satisfy a proximity condition. We further show that the proximity condition implies the
vergence ofT and continuity of its limit curves, ifS has the same property, and if the distances of consec
points of the initial control polygon are small enough. Moreover, ifS satisfies a smoothness condition which
sufficient for its limit curves to beC1, and ifT is convergent, then the curves generated byT are alsoC1. Similar
analysis ofC2 smoothness is postponed to a forthcoming paper.
 2005 Elsevier B.V. All rights reserved.
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1. Introduction

This paper defines and analyzes a wide class of curve subdivision schemes on manifolds. Curv
vision schemes in general consist of repeated refinement of control polygons. Especially well stu
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the linear schemes with rules for defining the control points at the finer level as finite linear combin
of control points in the coarser level—see e.g. (Dyn, 1992) and (Warren and Weimer, 2001). Sin
such convergent curve subdivision scheme is affinely invariant (cf. (Dyn, 1992)), we prove that th
of the scheme can be expressed in terms of repeated affine averages. Explicit representations o
are given for the quadratic and cubic B-spline schemes, and for the 4-point interpolatory scheme
et al. (1987). This representation of affinely invariant linear subdivision schemes, which is not uni
used to define nonlinear schemes on manifolds in two different ways. One way is to replace affin
ages by geodesic averages. The second consists of projecting affine averages onto the manifo
constructions of nonlinear schemes from linear ones apply to surfaces, to Lie groups and in pa
to matrix groups such as the Euclidean motion group, and to abstract manifolds such as the hy
plane. Further applications of these two concepts can be found in (Wallner and Pottmann, 2004)

The analysis of such a nonlinear scheme is performed by its proximity to the corresponding
scheme which it was derived from. The proximity condition is proved to hold for all the above men
nonlinear schemes. It is shown that if the linear scheme is convergent, the proximity condition lead
convergence of any analogous nonlinear scheme, and to the continuity of its limit curves, provid
the distances of consecutive points in the initial control polygon are small enough. Moreover, if the
scheme satisfies a certain condition which is sufficient forC1 limit curves, then each of its analogo
convergent nonlinear schemes generateC1 limit curves. Furthermore, the limit curves generated fr
the same initial control polygon by different nonlinear schemes, all derived from the same linear s
are close to each other.

Analysis by proximity to a linear scheme is a technique which was used before in various situ
We mention the paper by Dyn and Levin (1995), which analyzes linear nonstationary schemes b
imity to linear stationary schemes. In the context of nonlinear schemes proximity is used in (Daub
et al., 2004), and in the analysis of median interpolating subdivision schemes and their extensions
and Yu, 2005), based on the paper of Oswald (2004). In the first two papers mentioned above,
ditions of proximity required for smoothness are too restrictive. In the last two papers the nonlin
is rather weak. Other papers related to median interpolating subdivision schemes are Donoho
(2000), Pang and Yu (2004), and Xie and Yu (2004).

Non-linear interpolatory schemes in Lie groups were constructed from linear schemes by D
(2001), and used in various applications such as in smoothly interpolating a motion given at disc
stances. A similar construction of spline-like subdivision schemes on manifolds is suggested by Du
(2003). Although these constructions are different from the constructions in this paper, we believe
analysis tools developed here and in the forthcoming paper concerningC2 smoothness (Wallner, 2005
apply to these nonlinear schemes.

A general analysis of certain subdivision schemes on abstract Riemannian manifolds is d
(Noakes, 1998, 1997, 1999). The geodesic analogues of the second and third degree B-splin
Riesenfeld algorithms are shown to converge to smooth curves with Lipschitz derivatives.

We would like to mention a few other kinds of nonlinear schemes. In the functional setting, inte
tory schemes based on the idea of essential non-oscillation are studied in (Cohen et al., 2003),
class of weakly nonlinear schemes are studied in (Oswald, 2003), and shape preserving sche
studied in (Kuijt and van Damme, 1998). In the geometric setting, examples of geometry driven sc
are presented in (Marinov et al., 2004). The analysis of the above schemes is along different lin
applies to the particular class of schemes studied.
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The outline of the paper is as follows. Section 2 discusses linear schemes and the construction
analogous nonlinear schemes on surfaces and in matrix groups. All the proofs of the results in this
are postponed to Appendix A. The results in Section 3 are rather general and are not confine
schemes of Section 2. Conditions for convergence of subdivision schemes and for theC1 smoothness o
the generated limit curves are formulated. These conditions are known for linear schemes. A pr
condition between two schemes is introduced. It is shown that convergence andC1 smoothness for a
schemeT follow from the proximity condition satisfied byT and a linear schemeS, which satisfies
conditions for convergence andC1 smoothness. The proofs of the results in this section are give
Appendix B. Section 4 returns to the schemes introduced in Section 2, and verifies that a pr
condition holds between a linear scheme and its analogous nonlinear scheme, constructed in o
ways described by Section 2. The proofs of the results in this section are presented in Appendix
results of Sections 2–4 are then combined in Section 5. Convergence andC1 smoothness is stated an
proved for the nonlinear schemes constructed in Section 2 from appropriate linear schemes, and
schemes on abstract Riemannian manifolds and in a certain class of Lie groups.

2. Linear and nonlinear subdivision rules based on averaging

2.1. Linear subdivision rules and averaging

We use the symbolp for a sequence of pointspi . A subdivision schemeS is a mapping which takes
point sequencep as input, and which has another point sequenceSp as output. For the sake of simplici
we consider only infinite sequencespi , where the indexi runs in the integers. Closed polygons a
modeled by periodic infinite sequences. An ‘ordinary’ finite polygonp1, . . . , pr is represented by th
sequence. . . , p1,p1,p2, . . . , pr,pr, . . . . We assume that there is an integer dilation factorN > 1 such
that for all polygonsp,q the relationqi = pi+1 for all i implies that(Sq)i = (Sp)i+N . The case of a
dilation factorN > 2 is important to us because sometimes in the analysis it is necessary to co
several applications of a binary subdivision scheme as one round of subdivision. For the sake of a
treatment, we allow thatN assumes any value greater or equal two.

We restrict our attention to subdivision schemes whose definition uses the notion ofaverageor affine
combination. We let

avα(x, y) := (1− α)x + αy. (1)

We write down the definition of some well-known subdivision rules in terms of the av operator
interpolatory four-point scheme of Dyn et al. (1987) has dilation factorN = 2 and is defined by

Sp2i = pi, Sp2i+1 = av1/2
(
av−2w(pi,pi−1),av−2w(pi+1,pi+2)

)
. (2)

Degreen B-spline subdivision “S(n)” according to (Lane and Riesenfeld, 1980) hasN = 2 and is recur-
sively defined by one splitting step andn averaging steps:

(S(0)p)2i = (S(0)p)2i+1 = pi,

(S(m)p)i = av1/2
(
(S(m−1)p)i, (S(m−1)p)i+1

)
, m = 1, . . . , n. (3)

We mention two cases explicitly: Quadratic B-spline subdivision (Chaikin’s algorithm) has the for

S(2)p2i = av1/4(pi,pi+1), S(2)p2i+1 = av3/4(pi,pi+1). (4)
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Cubic B-spline subdivision “S(3)” reads

S(3)p2i = av1/2(pi,pi+1),

S(3)p2i+1 = av1/2
(
av1/4(pi+1,pi),av1/4(pi+1,pi+2)

)
. (5)

For a linear scheme there exists a sequencea = (ai)i∈Z such that

Spj =
∑

i

aj−Nipi. (6)

a is called themaskof S, and is said to be finite if only finitely manyai ’s are nonzero. The subdivisio
scheme is affinely invariant, if∑

i

aj−Ni = 1, j = 0, . . . ,N − 1. (7)

It is trivial that a finite mask exists for subdivision schemes expressible via the av operator, and
scheme is affinely invariant. Indeed also the converse is true:

Theorem 1. Any affinely invariant linear subdivision ruleS with finite mask is expressible via the “av”
operator.

The proof is given in Appendix A.2.
The expression of a subdivision rule in terms of the averaging operator is not unique. It should b

that convergent linear subdivision schemes are either converging towards zero or are affinely in
see (Dyn, 1992).

Remark. Note that Theorem 1 guarantees only that each of theN rules of the linear schemeS is express-
ible by the av operator. Yet it does not imply that any affinely invariant scheme has a recursive de
by repeated averaging similar to (3).

2.2. Geodesic averages in surfaces and geodesic subdivision

We would like to replace the straight lines of affine space (which are the shortest curves ending
given points) by the geodesic lines in a surface (which again are the shortest curves, at least loca
the average of two points by a corresponding point on the geodesic. This concept belongs to Riem
geometry, but we study it first for surfaces. The reason for this is that our method of analyzing smo
of nonlinear schemes requires comparison with linear schemes, and for our proofs the ambie
where a surface is immersed in is necessary. We consider abstract Riemannian manifolds only in
end.

Geodesic lines of a surfaceM in R
n in the sense of elementary differential geometry are the solu

curvesc(t) of the symbolic differential equation

c̈ ⊥ M, (8)

and all of them are traversed with constant velocity. It is well known that for all surface curvesc(t) the
component of̈c(t) orthogonal toM depends only oṅc(t): With the tangential component “Dċ

dt
” of c̈, we

have

c̈(t) = Dċ + II c(t)

(
ċ(t), ċ(t)

)
, (9)
dt
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where IIc(t) is the vector-valued second fundamental form ofM in the pointc(t). IIp is a symmetric
bilinear mapping which takes tangent vectors at the pointp as input, and whose values are vect
orthogonal toM at p (cf. (do Carmo, 1992, §6.2)). It follows that geodesic lines in surfaces ar
solution curves of the differential equation

c̈ = II c(ċ, ċ). (10)

Eq. (10) implies that ifc(t) is a geodesic, then so is any curve of the formc(at +b). This property allows
us to re-parametrize a given geodesic such that it is traversed with unit speed. In that case th
of the curve segment between pointsc(t) andc(s) equals|t − s|. The reparametrization property abo
means that there is never a unique geodesic ending in given pointsp andq.

A convenient way to denote the geodesic starting atp with tangent vectorv is in terms of theexpo-
nential mapping, which is defined as follows: expp(w) means the pointc(t), if c(t) is the geodesic with
initial value c(0) = p and initial tangent vectorv = ċ(0), andw = tv. The decompositionw = tv is of
course not unique, but all possible ways of computing expp(w) yield the same result. The geodesicc(t)

has the property that expp(tv) = c(t), for all t .
If we are to replace straight lines by geodesics, we need the existence of a unique shortest g

which connects the two given points (unique up to reparametrization). For an introduction into thi
see e.g. (Milnor, 1969, §10), or Theorem 3.7 and Remark 3.8 of (do Carmo, 1992).

Basically, ifp andq are close enough, there is alwaysv, smoothly dependent onq, such that expp(v) =
q, andc(t) = exp(tv) is the shortest geodesic withc(0) = p andc(1) = q. Within a compact subset o
a complete surface this is true for all points which are closer than a given small maximum distan
properties enumerated above follow from the fact that geodesics fulfill the differential equation (1

Our geodesic averaging (see below) requires the existence of a continuation of the geodesicc(t) be-
yond the defining two points. This always exists locally, and for all parameterst if the surface is complet
(see the references above).

In this paper we are not concerned with the problem of existence of geodesics at all, we just
that we can carry out all necessary constructions. We define

Definition 1. If c is the unique shortest geodesic which joinsx andy, then we let

g-avα(x, y) := c(αt), if c(0) = x, c(t) = y. (11)

The g-av operator serves as a replacement of the av operator.
Note that both the affine average and the geodesic average fulfill the relations

av1−α(y, x) = avα(x, y), g-av1−α(y, x) = g-avα(x, y). (12)

This follows from the fact that for all geodesicsc(t), alsoc(t0 − t) is a geodesic. We should mention th
even if we use the word ‘average’ we do not restrict the factorα to the interval[0,1].

Definition 2. The geodesic analogueT of an affinely invariant linear schemeS, which is expressed i
terms of averages, is defined by replacing each occurrence of the av operator by the g-av operat

Fig. 1 shows the result of geodesic subdivision according to the algorithm of Lane–Riesenfeld
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Fig. 1. Geodesic B-spline subdivision of degree three. From left to right:Tp, T 2p, T 3p, T ∞p.

Fig. 2. Left: Helical motions (i.e., group geodesics) which connect a sequence of positions of a rigid body. Right: Two
of geodesic B-spline subdivision of degree three.

2.3. Geodesic averages in matrix groups

This section extends the concept of geodesic subdivision to the group of Euclidean motions, s
the helical motions appear as geodesic-like curves (cf. (Bottema and Roth, 1979) or (Karger and
1985)). This means e.g. that the geodesic midpoint of two positions of a rigid body is found b
determining the shortest helical motion which transforms the first position (at timet = 0) into the other
(at timet = τ ), and then evaluating this helical motion half way in between, i.e., att = τ/2. Fig. 2 shows
the helical motions which connect given positions of a rigid body, together with the result of subd
defined in this way.

The general concept we have to discuss here is that of a one-parameter subgroup of a matr
or more generally, of a Lie group. The relation between matrix groups and abstract Lie group
some ways similar to the relation between surfaces and abstract Riemannian manifolds. We con
abstract case only in the end. For an introduction into Lie groups, see e.g. (Onishchik and Vinberg

The curves we use for subdivision in a Lie group are called geodesics also, which will be justified
we show that they too satisfy a second order differential equation just like the geodesics in surfac

Let G be a linear Lie group, i.e., a smooth manifold immersed in the space ofn × n matrices, which
is closed with respect to matrix multiplication and matrix inversion. Prominent examples are On and
SOn, the groups of orthogonal matrices and of orientation-preserving orthogonal matrices. The g
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Euclidean motions, here denoted by SOn � R
n, is also a matrix group: a matrixg ∈ SOn and a translation

vectort ∈ R
n are composed, in block matrix notation, to the(n + 1) × (n + 1) matrix[

1 0
t g

]
. (13)

Multiplication of two such matrices yields the result[
1 0
t1 g1

]
·
[

1 0
t2 g2

]
=

[
1 0

t1 + g1 · t2 g1 · g2

]
(14)

which corresponds to the composition of transformations which are represented by the matrix
pairs(g1, t1) and(g2, t2). Thus also the group of Euclidean motions fits the matrix group formalism

The symbol “�” used in the definition of SOn � R
n means a certain semidirect product, and i

obvious how to defineG�R
n for any groupG of n×n matrices. For the general definition of ‘semidire

product’, see e.g. (Onishchik and Vinberg, 1990, p. 15).
One-parameter subgroups of matrix Lie groups are curves of the form

c(t) = exp(tv) =
∞∑

k=0

(tv)k

k! . (15)

The tangent vectoṙc(0) equalsv. We use those curves as the geodesics emanating from the id
element of the group. Geodesics emanating from any other elementg ∈ G are, by definition, the lef
translates

c(t) = g · exp(tv). (16)

Why we use left translates and why the curves defined by (16) represent the helical motions, i
ated for the Euclidean motion group, is the topic of Appendix A.3. The existence of a matrix loga
shows that there is a neighbourhood of the identity where for allg there is a one-parameter subgro
c(t) = exp(tv) with c(τ ) = g, such that bothv andτ depend smoothly ong. By left translation of this
neighbourhood, we get an analogous local statement for any point in the group. If a concrete gro
the Euclidean motion group is given, we often know how to find the shortest geodesic which ends
given points: For SOn �R

n, it is the shortest helical motion which connects two given positions of a
body.

We establish that for groups the geodesics fulfill a second order differential equation similar
differential equation of geodesics in surfaces, and we show cases where they are traversed with
velocity. This enables us to treat both the surface case and the Lie group case together.

Lemma 1. Assume thatG is a Lie group ofn × n matrices. Then the curves of(16) are precisely the
solution curves of the differential equation

c̈ = Bc(t)

(
ċ(t), ċ(t)

)
, (17)

with

Bg(v,w) = 1

2
(vg−1w + wg−1v). (18)

If G has the property that left translationsh �→ gh are isometric with respect to a Euclidean sca
product in the linear space ofn×n matrices, then the curves of(16)are traversed with constant velocit
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The proof is given in Appendix A.4.

Definition 3. A Lie group ofn × n matrices is called of constant velocity, if there is a Euclidean me
in then2-dimensional space of matrices, such that the curves of (16) are traversed with constant v

We endow then2-dimensional vector spaceRn×n of matrices with the scalar product

〈v,w〉 = tr(vwT). (19)

We have〈v,w〉 = 〈w,v〉 because of tr(vwT) = tr((vwT)T) = tr(wvT).

Lemma 2. With the scalar product(19), bothG andG � R
n are of constant velocity, ifG is a subgroup

of the orthogonal groupOn. Any compact matrix group becomes a subgroup ofOn after a suitable
coordinate transform.

The proof is given in Appendix A.4.
Lemma 2 directly applies to the (special) orthogonal groups On (SOn), and also to the Euclidea

motion group.

2.4. Projecting averages and projection subdivision

The method of projection is a very general way of introducing nonlinearity.

Definition 4. A generalized projectionP onto a submanifoldM of Euclidean space is a smooth mapp
ontoM defined in a neighbourhood ofM , such thatP(x) = x for all x ∈ M .

How smooth exactlyP must be depends on the application. We later require that the norms of fir
second derivatives ofP are bounded by some constants. One example of a projection is the ortho
projection ontoM .

Definition 5. The projection analogueT of an affinely invariant linear schemeS, which is expressed i
terms of averages, is defined by replacing each occurrence of the av operator by “Pav”.

In this way we get projection variants of the B-spline schemes and the interpolatory 4-point s
defined by Eqs. (3), (4), (5), and (2), respectively.

Remark. Instead of adding a projection after each occurrence of “av”, as in Definition 5, we could
defined an analogous projection schemeT by simply definingTpi = PSpi . There is no reason why th
results of this paper should not be true for this simpler definition, but the analysis is no longer ana
to the geodesic case. This is the reason why we use Definition 5 here.

Examples of projections which are readily computable are the gradient flow towards genera
set surfaces, and orthogonal projection onto selected surfaces like spheres, tori, or the Euclidea
group. Orthogonal projections onto that group are treated by Belta and Kumar (2002) and Wallner
We briefly mention that ifA is ann × n matrix with positive determinant, a possible projection of
affine transformationx �→ A · x + a onto the Euclidean motion group is the Euclidean motionx �→
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Fig. 3. Projection onto the Euclidean motion group.(A,a) and(B,b) are two positions of the teapot, withA,B ∈ SO3 and
a, b ∈ R

3. Left: Positions avα((A,a), (B,b)), Right: PositionsP avα((A,a), (B,b)). α has the values 0,1/4,1/2,3/4,1.

Fig. 4. Projection subdivision in the Euclidean motion group according to the interpolatory four-point scheme of (2).p.
Right:T 2p.

PQ · x + a, whereAJ = PDQ is a singular value decomposition, andJ is a positive definite matrix
In applications,J is chosen as the inertia matrix of the rigid body being transformed. This proje
procedure is illustrated in Fig. 3, which shows the result of both linear and projection averagin
former in general does not yield matrices which correspond to Euclidean positions. Fig. 4 sho
rounds of interpolatory subdivision according to the projection analogue of the four-point scheme

3. Convergence and smoothness analysis

3.1. Convergence and smoothness conditions

This section introduces conditions called ‘convergence’ and ‘smoothness’ conditions. It will b
later that indeed they are the main ingredients in our proofs concerning the convergence of a sub
scheme, and the continuity and smoothness of its limit curves.
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If p is a sequence of points, we use the symbol�p for the sequence of differences:�pi = pi+1 − pi.

Further we define

d(p) = sup
i

‖pi+1 − pi‖, ‖p‖∞ = sup
i

‖pi‖. (20)

Obviously,

d(p) = ‖�p‖∞. (21)

Definition 6. A subdivision schemeS is said to satisfy a convergence condition with factorµ0 < 1, if

d(Slp) � µl
0d(p) for all l, p; (22)

and it is said to satisfy a smoothness condition with factorsµ0,µ1 < 1 and the dilation factorN , if in
addition to (22) for alll, p,

d(Nl�Slp) � µl
1d(�p). (23)

A mixed smoothness condition is satisfied if (22) holds and there isµ1 < 1 as above such that for alll, p

d(Nl�Slp) � µl
1P1(l)d(p), (24)

whereP1 is a linear polynomial with nonnegative coefficients.

There are schemes where (22) or (23) is true only for alll greater or equal a certain numberL. For
example, the interpolatory 4-point scheme of (2) hasL = 2, as is explained in more detail later. In th
case we define a new subdivision ruleS := SL, which then fulfills both (22) and (23). We subsequen
analyzeS instead ofS.

Mixed conditions of the type (24) occur naturally in our smoothness analysis of nonlinear sch
This is the reason why we consider them, instead of more familiar conditions of the formd(Nl�Slp) �
C1µ

l
1d(p).

Most of our statements consider polygons whose points are contained in some subsetM of R
n, and

fulfill the condition d(p) < ε. Such a class of polygons is denoted byPM,ε. The statements emplo
a scheme “S”, which is linear and whose properties are known, and another scheme “T ”, which is to
be analyzed (S is to help with the analysis). In the following we impose the additional condition
Tp ∈PM,ε if p ∈PM,ε, but we don’t require the same forSp.

For instance, we will encounter the case that the smoothness conditions are true only forp ∈PM,δ for
someδ > 0.

3.2. Convergence and smoothness of linear schemes

In this section we verify that convergence and smoothness conditions actually hold for the
schemes mentioned above. Following (Dyn, 1992), we use the concept ofkth derived schemeSk of a
linear subdivision schemeS, which is recursively defined by

S0 = S, Si(�p) = N�Si−1p. (25)

There may be no derived schemes. IfS is affinely invariant, thenS1 exists (cf. (Dyn, 1992)). For th
convenience of the reader, we repeat some definitions here, especially because the caseN > 2 is not so
familiar. It is customary to use the terms in the sequencesa (the mask of the scheme)p (the polygon),Sp
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(the subdivided polygon),�p (the difference polygon) as coefficients of the formal Laurent seriesa(z),
p(z) Sp(z), and�p(z), respectively, such that e.g.a(z) = ∑

aiz
i . Such functions in general are call

generating functions of the respective sequences, anda(z) is called thesymbolof S. By definition, and
in view of (6)

Sp(z) = a(z)p(zN), �p(z) = (1− z)p(z)z−1. (26)

(25) implies that the symbola[1](z) of the derived schemeS1 satisfies

a[1](z)p(zN)
1− zN

zN
= Na(z)p(zN)

1− z

z

⇒ a[1](z) = a(z)

NzN−1

1+ · · · + zN−1
. (27)

For any subdivision schemeS two rounds of subdivision yield yet another scheme,S2. If S has dilation
factorN , then the dilation factor ofS2 equalsN2. The maskc and symbolc(z) of S2 are given by

cj =
∑

i

aj−Niai, c(z) = a(z)a(zN). (28)

The norm‖S‖ of S is defined by

‖S‖ = sup
‖p‖∞�1

‖Sp‖∞. (29)

In terms of the maska, we have

‖S‖ = max
j

∑
i

|aj−Ni |. (30)

Knowledge of the norms of derived schemes yields factorsµ0, µ1 as required by (22):

d(Sp) = ‖�Sp‖∞ = 1

N
‖S1�p‖∞ � ‖S1‖

N
d(p) 
⇒ µ0 = 1

N
‖S1‖; (31)

and similarly for (23): We used(�p) = ‖�2p‖∞ and compute

d(N�Sp) = 1

N
‖(N�)2Sp‖∞ � 1

N
‖S2‖d(�p) 
⇒ µ1 = 1

N
‖S2‖. (32)

B-spline subdivision of degreen according to (3) hasN = 2 and the symbol

a(z) = (1+ z)n+1/(2z)n (n � 0). (33)

Its first derived scheme is the(n − 1)-st degree B-spline scheme. Ifn � 2, Eqs. (30), (31), and (32) sho
that convergence and smoothness conditions are fulfilled with factorsµi = 1/2.

If the symbola(z) of a linear schemeS with dilation factorN has the form

zl(1+ z + · · · + zN−1)

k∏
j=1

(
(1− αj )z + αj

)
(l ∈ Z, k � 0), (34)

thenS is defined, apart from an index shift, by a splitting step, andk averaging steps with factorsαj . An
example of such a symbol forN = 2 is furnished by the B-spline schemes defined by (3), whose sy
is given by (33). The symbol of the interpolatory four-point scheme of (2) has the form

a(z) = −w

(
1
3

+ z3

)
+

(
1 + w

)(
1 + z

)
+ 1. (35)
z 2 z
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For 0< w � 1/16,a(z) has the form (34) withl = −3, N = 2, and

α1,2 = −2w + γ ± σ1

2w − γ ∓ σ1
, α3,4 = −2w − γ ± σ2

2w + γ ∓ σ2
, α5 = 1

2
,

where

γ = √
2w(1+ 2w), σ1,2 = √

2w(1− 4w ± 2γ ).

It follows that the four-point scheme of (2) has a recursive definition similar to (3). It satisfies a c
gence condition, but not a smoothness condition. It is known (see (Dyn, 1992, Eqs. (3.22)ff)) tha
case 0< w < 1/8, the iterated schemeS2 has the required properties. We have‖(S2)1‖ = 8w + 1, and
‖(S2)2‖ < 4. In view of (32), it follows that for 0< w < 1/8, S2 fulfills a smoothness condition wit
factorsµ0 < 1/2, µ1 < 1, andN = 4.

3.3. Proximity conditions

In this section we present the inequalities which we use to quantify the differences between
subdivision schemes of known properties and nonlinear ones, in order to conclude similar prope
the nonlinear schemes. Following (Pottmann, 2003), we define

Definition 7. Subdivision schemesS,T satisfy a proximity condition for a classPM,δ of polygonsp, if
there is a constantC such that for allp ∈ PM,δ,

‖Sp − Tp‖∞ � Cd(p)2. (36)

A higher order proximity condition which involvesd(�p) can be used to showC2 smoothness of limi
curves. This will be the subject of (Wallner, 2005).

As has been mentioned before, it is possible that a subdivision schemeS does not fulfill (22) or (23),
and we have to considerS := SL instead. IfS andT are in proximity, then obviously this is true forSL

andT L also. So the smoothness analysis will be applied toS andT := T L.

3.4. Convergence from proximity and an approximation result

It is our aim to show that a convergence condition satisfied by a linear subdivision schemeS together
with a proximity condition satisfied byS andT implies thatT also satisfies a convergence condition, a
generates continuous limit curves.

Theorem 2. Suppose thatS,T satisfy a proximity condition for allp ∈ PM,ε, andS satisfies a conver
gence condition with factorµ0 < 1. Then there isδ > 0 andµ0 < 1 such thatT satisfies a convergenc
condition with factorµ0 for all p ∈ PM,δ. By choosingδ small enough, we can achieve thatµ0 − µ0 is
arbitrarily small.

The proof is given in Appendix B.1.
It is not difficult to show that a convergence condition together with proximity ensures conver

even of a nonlinear subdivision algorithm. In order to define what that means exactly, we introdu
following auxiliary functions:



J. Wallner, N. Dyn / Computer Aided Geometric Design 22 (2005) 593–622 605

-
s

There

p

.

t

known
obser-
of
Assume thatT is a subdivision scheme and thatp is a polygon. For eachT jp we consider the piece
wise linear functionT jf , which is linear in the intervals[iN−j , (i + 1)N−j ] (i ∈ Z), and whose value
at the integer multiples ofN−j are given by the points ofT jp. We use the notation

f = F0(p), Tf = F1(Tp), T 2f = F2(T
2p), . . . (37)

Then

T ∞f = lim
j→∞

T jf (38)

parametrizes the limit curve “T ∞p”. It is obvious by construction that

‖p − q‖∞ = ∥∥Fj (p) −Fj (q)
∥∥∞. (39)

Theorem 3. We assume thatS is a convergent linear subdivision scheme of finite mask, and thatT is
as required by Theorem2. With the notation of Theorem2, we letf = F0(p) for p ∈ PM,δ. Then the
sequenceT jf converges to a continuous limit in the maximum norm.

The proof is given in Appendix B.1.

Remark. It is difficult to find examples where geodesic or projection subdivision do not converge.
are nonlinear schemes which fulfill a convergence condition for allp with d(p) finite: It is easy to
show that the geodesic analogueT of a schemeS with symbol (34), which works by one splitting ste
andk rounds of averaging, has the property thatd(Tp) � max(|α1|, |1 − α1|)d(p), if 0 � αj � 1 for
j = 2, . . . , k. In the case 0< α1 < 1 this implies a convergence condition forT , and Theorem 3 applies

When doing subdivision in a surface, we want to ensure that the limit curveT ∞p is contained in tha
surface, if the surface is closed.

Lemma 3. Suppose thatT converges in the sense of Theorem3. If there is a closed setK such thatT jp

is contained inK for all j , then so is the limit curveT ∞p.

The proof is given in Appendix B.1.
Our next result concerns the distance of the limit curves of a nonlinear scheme which is in

proximity to a linear scheme, from the limit curves generated by the linear scheme. The following
vation is used in the statement of the theorem: IfS is affinely invariant and convergent, then the norms
the iterates ofS converge to 1, implying that the norms‖Si‖ are uniformly bounded.

Theorem 4. We use the requirements and notation of Theorem2, and we assume thatS has the property
that‖Si‖ � A. Then for any polygonp ∈ PM,δ,

‖S∞p − T ∞p‖∞ � AC

1− µ2
d(p)2. (40)

The proof is given in Appendix B.1.

Remark. Theorem 4 allows to transfer stability properties ofS to T . If e.g.‖S∞(p + ε) − S∞(p)‖∞ �
D · ‖ε‖∞, then
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∥∥T ∞(p + ε) − T ∞(p)
∥∥∞ � AC

1− µ2

(
d(p + ε)2 + d(p)2

) + D‖ε‖∞

� AC

1− µ2

(
2d(p)2 + 4d(p)‖ε‖∞ + 4‖ε‖2

∞
) + D‖ε‖∞.

3.5. Smoothness from proximity

The following theorem establishes that smoothness conditions as defined by Definition 6 follow
the proximity conditions as defined in Definition 7.

Theorem 5. Suppose thatS, T satisfy the proximity condition forp ∈PM,ε, and thatS satisfies a smooth
ness condition of type(23)with factorsµ0, µ1 such that

µ0 < µ∗
0 = 1√

N
, µ1 < 1. (41)

Then there isδ > 0 such thatT satisfies a mixed smoothness condition of type(24)with factorsµi which
also satisfy(41), for all p ∈PM,δ.

The proof is given in Appendix B.2.
With this result, it is possible to show that the curvesT ∞p areC1 if d(p) is small enough.

Theorem 6. Under the conditions of Theorem5, with S of finite mask, the limit curvesT ∞p are C1 for
all polygonsp such thatT lp converges.

The proof is given in Appendix B.2.

Remark. The completeness of the norm of the space we are working in is essential for the proofs
Theorems 3 and 6. But we neither used the finite dimension of the space, nor the fact that the
induced by a scalar product.

4. Verification of proximity conditions

4.1. Geodesic subdivision

We show that a linear subdivision scheme and its analogous geodesic scheme (both for a sur
for a matrix group of constant velocity) fulfill a proximity condition.

We consider a surfaceM contained in a Euclidean vector space, which is equipped with geodes
either in the sense of elementary differential geometry, or in the matrix group sense. In both
geodesics are the solution curves of a differential equation of the form

c̈(t) = Bc(t)

(
ċ(t), ċ(t)

)
, (42)

whereB is either the second fundamental form of (10) or the expression defined by (18).Bp is supposed
to depend continuously on the pointp. This is trivial for the group case, and follows fromC2 smoothness
of the surface under consideration in the Riemannian case. Recall thatB in both cases is symmetr
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and bilinear. Moreover, solution curves are traversed with constant velocity, and the reparamet
properties of Section 2.2 hold true.

We use the symbolTxM for the tangent space ofM at the pointx. We consider such open subsetsV

of M where there exists a constantD with the property that

x ∈ V, v,w ∈ TxM, ‖v‖ � 1,‖w‖ � 1 
⇒ ‖Bx(v,w)‖ � D. (43)

Clearly all points inM have a neighbourhoodV where there existsD > 0 such that (43) holds true
A globalD exists ifM is compact. In the surface case, the fact that there exists a globalD for the entire
surfaceM means that the normal curvatures ofM are bounded.

In the case of a matrix group of constant velocity, the constantD can be computed explicitly: LetD =
max‖v‖,‖w‖�1 ‖vw‖. Then for‖v‖,‖w‖ � 1 we have‖Bg(v,w)‖ � D

2 (‖v‖‖g−1w‖ + ‖w‖‖g−1v‖) = D.
The following is easy to show:

Lemma 4. Assume that(43)holds true withD > 0 and an open setV , and that the pointsx, y are joined
by a unique shortest geodesic of length� 1/D. If the geodesic segment used ing-avα(x, y) is contained
in V , then∥∥avα(x, y) − g-avα(x, y)

∥∥ � 2D min
(|α| + α2, |β| + β2

)‖x − y‖2, (44)

with β = 1− α.

The proof is given in Appendix C.2.
By using the elementary estimate of Lemma 4 several times, we are able to prove the following

result:

Lemma 5. Let V and D be as in(43). Consider an affinely invariant subdivision schemeS and its
analogous geodesic schemeT . Let the classP ′

V,δ consist of all polygonsp in V with d(p) < δ and which
have the property that all geodesic segments used in subdividing according toT are contained inV .

ThenS andT fulfill a proximity condition for all polygonsp ∈ P ′
V,δ. The constantC in the proximity

condition depends onT , D, andδ.

The proof is given in Appendix C.2.

Remark. As a consequence of the proof of Lemma 5 we see that it holds also for nonstationary sch
the factors used in averaging are bounded: The upper bound on‖Sp−Tp‖∞ as required by the proximit
condition then is of the formCd(p)2, whereC depends on an upper bound of these factors.

4.2. Taylor’s formula

In proving the proximity condition for projection subdivision schemes, we represent the proj
operator by its Taylor expansion. For the convenience of the reader, we write down Taylor’s form
the form we use it. IfP is a mapping of sufficient smoothness fromRn to R

m, then for allx,h such that
the line segment with endpointsx andx + h is contained inP ’s domain,

P(x + h) = P(x) + dxP (h) + · · · + dk
xP (h, . . . , h) + dk+1

x+θhP (h, . . . , h)
, (45)
1! k! (k + 1)!
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for someθ ∈ [0,1]. Thekth derivative ofP in the pointx, dk
xP , is ak-linear mapping(Rn)k → R

m of
the form

dk
xP (u1, . . . , uk) =

∑
ij ∈{1,...,n}

u
i1
1 · · ·uik

k

∂kP (x)

∂xi1 · · · ∂xik
, (46)

where the vectorsui have coordinatesuj

i . Its norm is defined by

‖dk
xP ‖ := max

{∥∥dk
xP (u1, . . . , uk)

∥∥: ‖ui‖ � 1
}
. (47)

If the domain ofP is an interval, thendk
xP (u, . . . , u) = ukP (k)(x), and‖dk

xP ‖ = |P (k)(x)|.

4.3. Projection subdivision

In order to show proximity results for projection subdivision, we require the existence of upper b
for the norms of the projection’s derivatives. In compact subsets, upper bounds always exist in a
to the constantD of (43).

We consider an open subsetU of R
n (the space where the surface under consideration is cont

in), where there are constantsD,D′ � 0 such that

x ∈ U 
⇒ ‖dxP ‖ � D, ‖d2
xP ‖ � D′. (48)

If P is the orthogonal projection ontoM , thenD measures a certain curvature ofM , andD′ has an
interpretation as a change of curvature.

The following is a simple application of Taylor’s formula. It is similar to Lemma 4.

Lemma 6. Assume thatU , D, D′ are as in(48), and that the straight line segment which contains
pointsx, y, (1− α)x + αy is contained inU . Then

∥∥avα(x, y) − P avα(x, y)
∥∥ � D′

2
min

(|α| + α2, |β| + β2
)‖x − y‖2, (49)

whereβ = 1− α.

The proof is given in Appendix C.3.
Similar to the geodesic case, we have

Lemma 7 (the projection analogue of Lemma 5). Let U , D, andD′ be as in(48). Consider an affinely
invariant subdivision schemeS and its analogous projection schemeT . Let the classP ′

U,δ consist of all
surface polygonsp with d(p) < δ, and such that the line segments used in averaging in the applic
of T are insideU .

ThenS andT fulfill a proximity condition for all polygonsp ∈ P ′
U,δ. The constantC in the proximity

condition depends onT , D, D′, andδ.

The proof is given in Appendix C.3.
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5. Results

We give a definition, which collects the requirements we impose on a linear subdivision schemS.

Definition 8. We call a linear subdivision schemeS 0-admissible, if it is affinely invariant and fulfill
the convergence condition (22) with a factorµ0 < 1. S is called 1-admissible if in addition a smoothne
condition (23) holds true, such that the factorsµ0,µ1 are bounded according to (41).

By the analysis of linear schemes (cf. (Dyn, 1992)) ak-admissible subdivision schemeS producesCk

limit curves (k = 0,1).

Theorem 7. If S is ak-admissible scheme,k = 0,1, andT is its analogous geodesic scheme in a surf
in the sense of Section2.2, thenT converges andT ∞p is aCk curve for allp with d(p) small enough.

Proof. Lemma 5 says thatS andT meet a proximity condition. In the casek = 0, Theorem 2 togethe
with Theorem 3 shows the convergence ofT and the continuity of its limit curves. In the casek = 1,
Theorem 5 shows a mixed smoothness condition forT , and Theorem 6 shows that the limit curves oT

areC1. �
We say a few words concerning the sentence “allp with d(p) small enough” in the statement

Theorem 7. It does not mean that for a given surface there is a global constantδ such that for allp with
d(p) < δ the theorem holds. Such aδ in general exists only in a compact subset ofM , but can exist
globally if there exists a global constantD such that (43) holds.

One inference however can safely be made: If a nonlinear subdivision scheme happens to con
applied to a given finite polygon, then the limit curve is smooth, if the appropriate conditions as se
in Theorem 7 are met. This is becausep itself is contained in a compact set, for which there existsδ > 0
such that the theorem applies; and in the process of subdivision,d(p) converges towards zero.

In Section 2.2 we defined geodesic averaging and the geodesic analogue of an affinely invaria
scheme by expressing it in terms of averages, and by replacing the affine average by the geodesic
The same definition applies to Riemannian manifolds, if geodesics and the exponential mapp
understood in the Riemannian sense, see (do Carmo, 1992). We give an example below.

Corollary 1. Theorem7 applies to geodesic subdivision in Riemannian manifolds.

Proof. By the global embedding theorem of Nash (1956), any Riemannian manifold can be emb
as a surface of the same smoothness into a Euclidean space of sufficiently high dimension. Th
applies to this surface.�
Example. Fig. 5 shows four points connected by geodesics in the conformal disk model of the hype
planeH 2. It consists of the points of the open unit disk in EuclideanR

2. For an introduction into this
topic, see e.g. (Alekseevskij et al., 1993). The vector model ofH 2 consists of the points of the upp
sheet of the two-sheeted hyperboloid with equationz2 = x2 + y2 + 1 in R

3, which is one half of the uni
sphere with respect to the pseudo-euclidean scalar product〈(x1, y1, z1), (x2, y2, z2)〉 = x1x2+y1y2−z1z2.
Mapping a point(x, y) from the disk model to the vector model is defined by projecting the point(x, y,0)
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Fig. 5. Geodesic B-spline subdivision of degree three in the hyperbolic plane. Left: Polygonsp andT 4p. Right: Polygons�p

and 24�T 4p.

from the point(0,0,−1) onto the hyperboloid. The scalar product and norm of tangent vectors i
vector model is defined via the scalar product above.H 2 is thus equipped with a Riemannian metr
So far it is not a surface in a Euclidean space, because the scalar product we use is not Euclidea
pieces ofH 2 are realizable as a surface of Gaussian curvature−1 in R

3, but it has been shown that there
noC2 immersion of the entire hyperbolic plane intoR

3. For that, we have to resort to higher dimensio
We never actually use this embedding except by referring to its existence in the proof of Corollary

Recall that in the Euclidean unit sphere ofR
3, geodesics are defined via expp(tv) = cost ·p +sint ·v,

if v is a unit vector; and the geodesic distanceδ(p, q) of pointsp,q fulfills cosδ(p, q) = 〈p,q〉. In the
vector model ofH 2, this is similar: expp(tv) = cosht · p + sinht · v, if 〈v, v〉 = 1; and coshδ(p, q) =
|〈p,q〉|. In the disk model, geodesics appear as circles which intersect the unit circle orthogonally

We demonstrate the geodesic analogue of the cubic B-spline scheme in the hyperbolic plane i

Theorem 7 not only applies to geodesic subdivision in surfaces as defined in Section 2.2 b
for the case of matrix groups treated in Section 2.3. We will however be able to show a stronge
(Theorem 8 below). The difference between these two theorems is that now there is a global c
δ > 0, depending only on the scheme and the group, which ensures convergence ofT lp if d(p) < δ. The
reason for this is that in the matrix group case, there is a global constantD for (43).

Theorem 8. Assume thatG is a matrix group of constant velocity. IfS is a k-admissible scheme wit
k = 0 or k = 1, andT the analogous geodesic scheme inG, then there existsδ > 0 such thatT converges
andT ∞p is aCk curve for allp with d(p) < δ.

Proof. The result is based on Lemma 5 (which establishes proximity ofS andT ), Theorems 2 and 3 (fo
convergence and continuity), and Theorems 5 and 6 (forC1 smoothness). �

In order to extend this result to abstract Lie groups, we give the following definition, which ex
the definition of matrix groups of constant velocity.
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Definition 9. A Lie group is called of constant velocity, if it is locally isomorphic to a matrix Lie gro
of constant velocity.

Remark. The condition regarding constant velocity refers to the Lie algebra of a Lie group, be
this is the object shared by all Lie groups which are locally isomorphic. In particular, all real Lie g
whose Lie algebra is compact (cf. (Onishchik and Vinberg, 1990)), are locally isomorphic to a co
Lie group (loc. cit., p. 228), which in turn is realizable as a matrix Lie group (loc. cit., p. 241). So in
of Lemma 2, all real Lie groups with compact Lie algebra are of constant velocity.

Corollary 2. Theorem8 holds withG replaced by a Lie group of constant velocity, with geodesics de
by (16), and with geodesic averages as in Definition1.

Proof. Geodesics are invariant with respect to left translation in the group, and therefore so is ge
subdivision. Both continuity and smoothness are local properties. It is therefore sufficient to con
neighbourhood of the identity in the group. By the constant velocity assumption, we may assume,
loss of generality, that such a neighbourhood is realized in a matrix group. Geodesics are invaria
respect to this local embedding of the group, so Theorem 8 regarding matrix groups applies.�

There is a result very similar to Theorem 7, which concerns projection subdivision:

Theorem 9. If S is a k-admissible scheme,k = 0,1, andT is its analogous projection scheme, thenT

converges andT ∞p is aCk curve for allp with d(p) small enough.

Proof. Lemma 7 establishes proximity ofS andT . Then we invoke Theorems 2 and 3 to show conv
gence ofT and the continuity of its limit curves (in the casek = 0), and Theorems 5 and 6 to showC1

smoothness (in the casek = 1). �
Remark. In Theorems 7, 8, and 9, proximity was essential for the convergence ofT . Yet T depends on
a particular representation ofS in terms of averages, and proximity holds for all possible choices oT .
By Theorem 4, any two schemesT andT , which are analogues ofS, satisfy

‖T ∞p − T ∞p‖∞ � 2AC

1− µ2
0

d(p)2, (50)

wherep is such that proximity holds. This shows that the actual choice of the representation in te
averages has a very small influence on the limit curves.
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Appendix A. Proofs of results in Section 2

A.1. Preliminary results

To begin with, we enumerate some simple properties of norms of polygons.

‖p − q‖∞ � ε 
⇒ d(p) � d(q) + 2ε. (A.1)

This follows from the triangle inequality, because max‖pi − qi‖ � ε implies that

‖pi+1 − pi‖ � ‖pi+1 − qi+1‖ + ‖qi+1 − qi‖ + ‖qi − pi‖ � ε + ‖p − q‖∞ + ε.

Likewise it is obvious that

‖�p − �q‖∞ � 2‖p − q‖∞, d(�p) � 2d(p). (A.2)

Note that because of (A.2), Eq. (24) is also a weaker form of (23) with a constant polynomial.

A.2. Proof of Theorem 1

The proof of Theorem 1 is elementary linear algebra: The affine combination of (6) defines, for ej ,
a ruleFj(p) for computing the pointSpj . There are essentially onlyN differentFj ’s, becauseFj+N(p) =
Fj(σp), whereσ is the right shift operator(σp)i = pi+1. We would like to express the rulesFj (j =
1, . . . ,N) in terms of averages. As the mask is finite, only finitely manypi ’s contribute toFj(p), so we
haveFj(p) = Fj(ps, . . . , pr).

It is well known from linear algebra that for pointspi in someR
d , repeatedly computing affine com

binations by (1) yields all the points of the smallest affine subspaceU which contains the pointspi ; and
it is also well known thatU equals the set of all affine combinations

∑
bipi with

∑
bi = 1.

This means that for allj andp there is a ruleGj,p, whose definition employs only averages, and w
the property thatGj,p(p) = Fj(p). The statement of this lemma is that we can chooseGj,p independen
of p, i.e.,Gj is a rule for computingFj(p) whose definition employs only averages.

BothFj andGj,p are affinely invariant in the sense that for all affine mappingsα we have

α
(
Fj(pr, . . . , ps)

) = Fj

(
α(pr), . . . , α(ps)

) = Gj,p

(
α(pr), . . . , α(ps)

)
. (A.3)

If we chooses − r pointspr, . . . , ps as a basis ofRs−r , then for anypr, . . . , ps there is an affine mappin
α with α(pi) = pi . It follows that for allp, we have

Fj(p) = Fj

(
α(pr), . . .

) = Gj,p

(
α(pr), . . .

) = Gj,p(p). (A.4)

Note that the ruleGj,p is independent ofp. �
A.3. Lie groups: Why left translates?

We want to convince ourselves that left translates of one-parameter subgroups are indeed
want for applications. In particular we want to see the connection with the helical motions.

Let G be a group ofn × n matrices. For reasons which will become clear later,G is to act onRn by

g−1 · x, (A.5)
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if g ∈ G andx ∈ R
n. The fact that we do not use the more canonical actiong · x does not make an

difference for applications. We could say that instead of representing a linear mapping by its ma
represent it by the inverse matrix.

Group multiplication is defined as matrix multiplication. Because of

(gh)−1 · x = h−1 · g−1 · x (A.6)

the meaning of the productgh in terms of the group’s action is to applyg first andh afterwards.
The action of a matrix/vector pair(g, t) with g ∈ SOn andt ∈ R

n is given by[
1
x

]
�→

[
1 0
t g

]−1

·
[

1
x

]
. (A.7)

The product of the matrix/vector pairs(g1, t1) and(g2, t2) acts by applying(g1, t1) first and then(g2, t2):[
1
x

]
�→

[
1 0
t2 g2

]−1

·
[

1 0
t1 g1

]−1

·
[

1
x

]
=

[
1 0

t1 + g1 · t2 g1 · g2

]−1 [
1
x

]
. (A.8)

Wee see that the multiplication of matrices in (14) is consistent with the action (A.7).
One-parameter subgroups of the motion group of EuclideanR

3 are the helical motionsα(t), which in
a suitable Cartesian coordinate system are represented by the matrices

c0(t) =



1 0 0 0
0 cos(ωt) −sin(ωt) 0
0 sin(ωt) cos(ωt) 0
pt 0 0 1


 = exp


t




0 0 0 0
0 0 −ω 0
0 ω 0 0
p 0 0 0





 . (A.9)

c0(0) is the identify transformation, and it is clearly seen thatc0(−t) is the transformation inverse t
c0(t). The general form of a helical motionc(t) emanating from the identity att = 0 then is of the form

c(t) = β−1c0(t)β = exp(t · β−1vβ), (A.10)

whereβ represents a change of coordinate system. Obviously,c(−t) is the transformation inverse t
c(t). This means that inverting all matrices changes the sense in which the one-parameter subgr
traversed. For a general introduction to the kinematics of Euclidean space, see (Karger and Nová

Now suppose that we are given pointsxi , and two “positions”g andh of these points. We write simpl
g andh here, even ifg andh are block matrices. The points at “positiong” and “positionh” are the
points

g−1xi, h−1xi. (A.11)

If c(t) is a helical motion which transforms positiong (for t = 0) into positionh (for t = τ ), then
necessarily

c(τ )−1g−1xi = h−1xi, or
(
gc(τ)

)−1
xi = h−1xi. (A.12)

This means that left translatesg · c(t) of one-parameter subgroups are the curves which have a me
in applications, if we adopt the inverted action (A.5).

A.4. Lie groups: The differential equation of geodesics

This section is devoted to the proof of the statements of Section 2.3.
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Proof of Lemma 1. We first verify that (17) holds. Assume thatc(t) = g exp(tv). By differentiating Eq.
(15) we getċ(t) = g exp(tv)v, c̈(t) = g exp(tv)v2, which implies thaẗc = cv2 = cvc−1cv = Bc(ċ, ċ).

We verify that‖ċ‖ = const: Left multiplication in the group was supposed to be isometric, so
relationċ = cv implies that‖ċ‖ = ‖v‖, i.e., is constant. �
Proof of Lemma 2. We show that left translationsh �→ g ·h in the group are isometric ifG is a subgroup
of On. We have to show that a tangent vectorv attached to the pointg does not change its norm if
undergoes the linear mappingv �→ g · v. We use the relationgT = g−1.

‖gv‖2 = tr(gvvTgT) = tr(gTgvvT) = tr(vvT) = ‖v‖2. (A.13)

A similar computation is performed for the groupG � R
n. We apply left translation by the element

[
1 0
t g

]
to the tangent vector

[
0 0
u v

]
:∥∥∥∥

[
1 0
t g

][
0 0
u v

]∥∥∥∥2

=
∥∥∥∥
[

0 0
gu gv

]∥∥∥∥2

= tr

[
0 0
0 (gu)(gu)T + (gv)(gv)T

]

= tr(ggTuuT) + tr(ggTvvT) = tr(uuT) + tr(vvT) =
∥∥∥∥
[

0 0
u v

]∥∥∥∥2

.

As to compact matrix groups acting on a Euclidean vector space, it is well known that the defini
‖x‖2

new as the average (with respect to a left invariant measure onG) over‖gx‖2 yields a positive definite
quadratic form, such thatG is a subgroup of the orthogonal group defined by‖ · ‖new. So also in this
case we may assume (by changing the coordinate system to a basis which is orthonormal with re
‖ · ‖new) thatG is a subgroup of On. This concludes the proof.�
Remark. In groupsG � R

n, right multiplication usually is not isometric with respect to the scalar p
uct (19). It is therefore necessary to consider left translates of one-parameter subgroups, and
translates. This is achieved by letting the group act by inversion.

Appendix B. Proofs of results in Section 3

B.1. Convergence and continuity

The proof of Theorem 2 concerning the convergence condition which follows from proximity w
by induction:

Proof of Theorem 2. We start from (22) and want to show that there isµ0 < 1 such that

d(T lp) � µl
0d(p) for all l, p with d(p) < δ. (B.1)

We letdl := d(T lp). By (A.1) and (36),

dl � d(ST l−1p) + 2Cd(T l−1p)2. (B.2)

We use (22) to get the recursion formula

dl � µ0dl−1 + 2Cd2
l−1. (B.3)
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We chooseδ > 0 such that

µ0 := µ0 + 2Cδ < 1. (B.4)

We show that ifd(p) = d0 < δ, then

dl+1 � µ0dl. (B.5)

Clearly (B.5) implies (B.1). (B.5) is clear forl = 0 because of the choice ofδ:

d1 � d0(µ0 + 2Cd0) � (µ0 + 2Cδ)d0 = µ0d0. (B.6)

If we assume that (B.5) holds true fordl−1, then

dl � µ0dl−1 + 2Cd2
l−1 � µl−1

0 d(p)
(
µ0 + 2Cµl−1

0 d(p)
)

� µl−1
0 d(p)(µ0 + 2Cδ) � µl

0d(p). (B.7)

This shows that (B.5) must also be true fordl . Thus, by induction we have shown (B.1). The statem
about the differenceµ0 − µ0 is clear from (B.4). �

The fact that convergence conditions ensure convergence, as they do for linear schemes, is
Theorem 3. Its proof depends on the fact that for a linear convergent schemeS of finite mask the rate o
convergence towards its limit is well known: There is a constantC, depending only onS and neither on
j nor onp, such that∥∥Fj+1(Sp) −Fj (p)

∥∥∞ � Cd(p). (B.8)

This follows e.g. from Eqs. (3.8)–(3.10) of (Dyn, 1992).

Proof of Theorem 3. We use (B.8) and (36) together with (39) to compute

‖T j+1f − T jf ‖∞ �
∥∥Fj+1(T

j+1p) −Fj+1(ST jp)
∥∥∞ + ∥∥Fj+1(ST jp) −Fj (T

jp)
∥∥∞

� C0d(T jp)2 + Cd(T jp).

By Theorem 2, this expression is bounded by a factor timesµj , with µ < 1. It follows thatT jf is a
Cauchy sequence with respect to the maximum norm, i.e., the limit curve exists and is continuou�
Proof of Lemma 3. We use the functionsT kf with f = F0(p) and want to show thatT ∞f (t) ∈ K for
all t in the parameter domain.

Choose a sequencetk with lim tk = t such that|tk − t | < N−k andT kf (tk) is one of the points ofT kp.
Our construction is such thatT kf (tk) ∈ K . We have∥∥T ∞f (t) − T kf (tk)

∥∥ �
∥∥T ∞f (t) − T kf (t)

∥∥ + ∥∥T kf (t) − T kf (tk)
∥∥

�
∥∥T ∞f (t) − T kf (t)

∥∥ + d(T kp). (B.9)

Because both‖T ∞f (t) − T kf (t)‖ andd(T kp) converge to zero, we have

T ∞f (t) = lim T kf (tk). (B.10)

It follows thatT ∞f (t) ∈ K , asK is closed. �
We come to the proof of the approximation result of Theorem 4:
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Proof of Theorem 4. We assume thatS meets a convergence condition of the form (22) with factorµ0.
By Theorem 2,T does likewise, with factorµ. We show that

‖Slp − T lp‖∞ � Cd(p)2
l−1∑
i=0

‖Si‖µ2(l−1−i). (B.11)

This is obvious forl = 0, if we define an empty sum to be zero. Forl > 0, we assume that (B.11) hold
for l − 1 and perform an induction step:

‖Slp − T lp‖∞ � ‖Slp − Sl−1Tp‖∞ + ‖Sl−1Tp − T l−1Tp‖∞

� ‖Sl−1‖ ‖Sp − Tp‖∞ + Cd(Tp)2
l−2∑
i=0

‖Si‖µ2(l−2−i)

� ‖Sl−1‖Cd(p)2 + Cµ2d(p)2
l−2∑
i=0

‖Si‖µ2(l−2−i), (B.12)

which equals the right hand side of (B.11). Thus we have

l−1∑
i=0

‖Si‖µ2(l−1−i) � A

l−1∑
i=0

µ2(l−1−i) � A

∞∑
i=0

µ2(l−1−i) = A

1− µ2


⇒ ‖Slp − T lp‖∞ � CA

1− µ2
d(p)2 (B.13)

for all l. Now (40) follows and the proof is complete.�
B.2. Smoothness properties

Proof of Theorem 5. We assume that (23) holds. By Theorem 2, we know that there isδ > 0, such that

d(T lp) � µl
0d(p), (B.14)

if d(p) < δ. We want to show that there isµ1 < 1, and a linear polynomialP 1 with nonnegative coeffi
cients such that

d(Nl�T lp) � µl
1P 1(l)d(p) (B.15)

for all p with d(p) < δ. Analogous to the proof of Theorem 2, we let

dl = d(Nl�T lp), q = T l−1p. (B.16)

Eqs. (A.1) and (A.2) together with the proximity condition show that

dl = d(Nl�T q) � d(Nl�Sq) + 2 · Nl‖�Sq − �T q‖∞
� d(Nl�Sq) + 2 · 2 · Nl‖Sq − T q‖∞
� µ1d(Nl−1�q) + 4NlCd(q)2. (B.17)

In view of Theorem 2, we can now replaced(q) by an upper bound, and obtain

4NlCd(q)2 � 4NlC
(
µl−1d(p)

)2 = 4NC(Nµ2
0)

l−1d(p)2. (B.18)
0
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Convergence of the subdivision process was an assumption, so we can without loss of generality
thatd(p) is arbitrarily small. In view of Theorem 2, we may also assume that|µ0 − µ0| is so small that
with (41) we haveµ0 < 1/

√
N . This implies that

Nµ2
0 =: µ̃1 < N

(
1√
N

)2

= 1. (B.19)

Thus

4CNld(q)2 � µ̃l−1
1 d(p)2P0, (B.20)

with a positive constantP0. From (B.17), we get

dl � dl−1µ1 + P0d(p)2µ̃l−1
1 . (B.21)

Repeated application of (B.21), starting withl = 1, implies that

dl � µl
1d0 + P0d(p)2

l−1∑
j=0

µ
l−j−1
1 µ̃

j

1. (B.22)

Defining

µ1 := max{µ1, µ̃1} < 1, (B.23)

we get

dl � µl
1d0 + d(p)2µl−1

1 lP0. (B.24)

There isC ′ > 0 such thatδC ′ < µ1, so that we haved(p)2µl−1
1 � d(p)C ′µl

1. Now (B.24) implies the
inequality

dl � µl
1

[
d(�p) + C ′d(p)lP0

]
� µl

1(2+ C ′lP0)d(p), (B.25)

for d(p) < δ. We letP 1(x) = 2+ P0C
′x, and the proof is complete.�

The smoothness condition (23) does not express the existence of a first derivative as such, b
its continuity. For linear schemes, however, it is known that these conditions ensuresC1 smoothness o
limit curves. We show now that this is true also for nonlinear schemes, provided they are in proxim
linear ones.

It is well known thatC1 smoothness of the limit curveT ∞f as defined by (38) follows from existen
of the limit

lim
l→∞

Fl(N
l�T lp), (B.26)

with respect to the maximum norm, provided this limit is continuous. It then equals the derivative
curveT ∞f (cf. (Warren and Weimer, 2001, §3.1.4)). For the convenience of the reader, we giv
result in a form which directly applies to our setting.

Lemma B.1. Assume that the sequencepl of polygons has the property thatliml→∞ Fl(p
l) = f with

respect to the maximum norm. We let

gl :=Fl(N
l�pl). (B.27)

If gl is a Cauchy sequence, andlim d(Nl�pl) = 0, thenf is C1 with f ′ = liml→∞ gl (with respect to the
maximum norm).
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Proof. The derivativesf ′
l are piecewise constant and in general not continuous. The functionsgl linearly

interpolate the values(fl)
′+ at each point of discontinuity of(fl)

′, and

‖f ′
l − gl‖∞ � d(Nl�pl). (B.28)

The sequencegl is a Cauchy sequence by our assumption, and the previous equation shows thf ′
l is

also. Especially for allt the pointwise limit limf ′
l (t) exists. Thus, for any finitea, b, the dominated

convergence theorem yields (see (Rudin, 1987)):

f (b) − f (a) = lim
(
fl(b) − fl(a)

) = lim

b∫
a

f ′
l =

b∫
a

lim f ′
l . (B.29)

Eq. (B.29) expresses the fact thatf ′ = lim f ′
l . Eq. (B.28) implies thatf ′ = lim gl , sof ′ is continuous. �

Proof of Theorem 6. The casek = 0 is Theorem 3. Fork = 1 we consider the derived schemeS1 and
proceed analogously. The defining equation (25) implies that the smoothness condition of (23) w
supposed to hold forS, is nothing but a convergence condition of the form (22) for the derived schemS1.
Analogous to the proof of Theorem 3 we rewrite (B.8) forS1:∥∥Fj+1(S1�p) −Fj (�p)

∥∥∞ � Cd(�p). (B.30)

By Theorem 5, a mixed smoothness condition of the form (24) holds forT . We verify that Lemma B.1
applies to the polygonsT lp. We defineβl by∥∥Fl+1(N

l+1�T l+1p) −Fl(N
l�T lp)

∥∥∞
�

∥∥Fl+1(N�T − S1�)NlT lp
∥∥∞ + ∥∥(Fl+1S1 −Fl)�NlT lp

∥∥∞
� (2N)

∥∥(T − S)(Nl�T lp)
∥∥∞ + Cd(�NlT lp)

� (2N)C ′Nl
(
µ0d(p)

)2l + Cµl
1P1(l)d(p) =: βl. (B.31)

For (B.31), we have used (36), (22), and (24). By (41),µ2
0N < 1, and

∑
l βl < ∞. This shows that the

sequencegl := Fl(N
l�T lp) is a Cauchy sequence.T satisfies a smoothness condition by Theorem

which implies thatd(Nl�T lp) → 0. Thus Lemma B.1 applies, and the limit curveT ∞f is C1. �

Appendix C. Proofs of results in Section 4

C.1. Preliminary results

We first show some simple lemmas, which are needed later. The first one is concerned with the
of endpoints of a curve which is traversed with unit velocity:

Lemma C.1. Assume thatc is a curve with‖ċ‖ = 1 and‖c̈‖ � C. Then

∥∥c(0) + t ċ(0) − c(t)
∥∥ � Ct2

2
, |t | − Ct2/2�

∥∥c(t) − c(0)
∥∥, (C.1)

t < 1/C 
⇒ |t | � 2
∥∥c(t) − c(0)

∥∥. (C.2)



J. Wallner, N. Dyn / Computer Aided Geometric Design 22 (2005) 593–622 619

ics

ssed
Proof. Taylor’s formulac(t) = c(0) + t ċ(0) + t2

2 c̈(θ t) with θ ∈ [0,1] implies that

∥∥c(t) − c(0) − t ċ(0)
∥∥ =

∥∥∥∥ t2

2
c̈(θ t)

∥∥∥∥, (C.3)∥∥c(t) − c(0)
∥∥ = ∥∥t ċ(0) − c̈(θ t)

∥∥ � ‖t · c‖ − ∥∥c̈(θ t)
∥∥. (C.4)

Eqs. (C.3) and (C.4) immediately imply (C.1).
The functionφ(t) := t − Ct2/2 is monotonically increasing fort ∈ [0,1/C] with φ(1/C) = 1/2C =:

Lmax. φ is also concave in this interval (and its inverse functionφ−1 is convex), soφ(t) � t/2 if t ∈
[0,1/C], andφ−1(L) � 2L, if it exists in [0,1/C].

As ψ(t) := ‖c(t)−c(0)‖ has the property thatψ(t) > φ(t), it follows thatψ(t) � L impliesφ(t) � L,
and (by monotonicity and concavity)

t � min
(
φ−1(L),1/C

)
� min(2L,1/C).

This implies (C.2). �
The next lemma already points towards comparing linear and nonlinear averages.

Lemma C.2. Assume thatc is a curve with‖c̈‖ < C. Then

∥∥avα

(
c(0), c(t)

) − c(αt)
∥∥ � |α| + α2

2
Ct2. (C.5)

Proof. We use Taylor’s formula and find that the left hand side of (C.5) expands to1
2‖αt2c̈(θ t) −

α2t2c̈(θ ′αt)‖ with θ, θ ′ ∈ [0,1], which implies the upper bound given by (C.5).�
C.2. Geodesic subdivision

The next lemma uses the norm of the bilinear mappingB used in the differential equation of geodes
to give a simple upper bound of their second derivatives. It follows directly from (42) and (43).

Lemma C.3. If c(t) = expp(tv) with ‖ċ‖ = 1, then

‖c̈‖ � D, (C.6)

with D from (43).

We the above lemmas, the proof of Lemma 4 is easy.

Proof of Lemma 4. We assume thatc is the minimal geodesic withc(0) = x, c(t) = y. By (C.5) and
(C.6), an upper bound is given byD |α|+α2

2 t2. Because of the symmetry of the geodesic average expre
by (12), this relation remains true if we replaceα by 1− α. Thanks to Lemma C.1,t � 2‖x − y‖, which
completes the proof. �

The proof of Lemma 5 proceeds by induction.
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t

Fig. C.1. Proof of Lemma 5.

Proof of Lemma 5. By Theorem 1, the schemeS is expressible in terms of averages. IfS is defined by
N different rules, each of which involves the average operator at most once in the form

SpiN+j = avαj
(pi+rj , pi+sj ), (C.7)

then Lemma 4 implies immediately that there is a constantC such that

‖TpiN+j − SpiN+j‖ � Cd(p)2.

As to two or more steps of averaging, we perform an induction step. We assume that pointsx andx ′ are
defined in a linear and a nonlinear way, respectively, by

x = avα(y, z), x ′ = g-avα(y
′, z′), (C.8)

as illustrated by Fig. C.1. We also assume that

‖y − z‖ � Cd(p), ‖y − y ′‖,‖z − z′‖ � C ′d(p)2. (C.9)

Our aim is to show that alsox andx ′ meet a proximity condition. By induction, this would show thaS
andT are in proximity.

We introducex ′′ = avα(y
′, z′) (see Fig. C.1) and use Lemma 4 again:

‖x − x ′‖ � ‖x ′ − x ′′‖ + ‖x − x ′′‖ � C ′′‖y ′ − z′‖2 + ‖avα(y − y ′, z − z′)‖
� C ′′(‖y − y ′‖ + ‖y − z‖ + ‖z − z′‖)2 + C ′′′ max

(‖y − y ′‖,‖z − z′‖).
Thus, by (C.9) andd(p) < δ,

‖x − x ′‖ � C ′′′′d(p)2.

This is what we wanted to show.�
C.3. Projection subdivision

The following is an immediate consequence of the definition ofD′ by (48):

Lemma C.4. If c(t) = P(x + tv) with ‖v‖ = 1, then‖c̈‖ < D′.

We now turn to the proof of the lemmas already stated above.

Proof of Lemma 6. We consider the curvec(t) = P(x +vt) with x +vτ = y andτ = ‖y −x‖ and apply
Lemma C.1. It follows that the left hand expression of (49) is bounded by(|α| + α2)D′ τ2

2 . Exchangingx
andy yields an analogous estimate with 1− α instead ofα. �
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Proof of Lemma 7. This is very similar to the proof of Lemma 5. We replace the reference to Lem
by a reference to Lemma 6.�
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