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Abstract

Laws of large numbers guarantee that given a large enough sample from some population,
the measure of any fixed sub-population is well-estimated by its frequency in the sample.
We study laws of large numbers in sampling processes that can affect the environment they
are acting upon and interact with it. Specifically, we consider the sequential sampling model
proposed by Ben-Eliezer and Yogev (2020), and characterize the classes which admit a uniform
law of large numbers in this model: these are exactly the classes that are online learnable.
Our characterization may be interpreted as an online analogue to the equivalence between
learnability and uniform convergence in statistical (PAC) learning.

The sample-complexity bounds we obtain are tight for many parameter regimes, and as
an application, we determine the optimal regret bounds in online learning, stated in terms
of Littlestone’s dimension, thus resolving the main open question from Ben-David, Pál, and
Shalev-Shwartz (2009), which was also posed by Rakhlin, Sridharan, and Tewari (2015).
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1 Introduction

When analyzing an entire population is infeasible, statisticians apply sampling methods by select-
ing a sample of elements from a target population as a guide to the entire population. Thus,
one of the most fundamental tasks in statistics is to provide bounds on the sample size which
is sufficient to soundly represent the population, and probabilistic tools are used to derive such
guarantees, under a variety of assumptions. Virtually all of these guarantees are based on clas-
sical probabilistic models which assume that the target population is fixed in advance and does not
depend on the sample collected throughout the process. Such an assumption, that the setting is offline
(or oblivious or static), is however not always realistic. In this work we explore an abstract frame-
work which removes this assumption, and prove that natural and efficient sampling processes
produce samples which soundly represent the target population.

Situations where the sampling process explicitly or implicitly affects the target population
are abundant in modern data analysis. Consider, for instance, navigation apps that optimize
traffic by routing drivers to less congested routes: such apps collect statistics from drivers to
estimate the traffic-load on the routes, and use these estimates to guide their users through faster
routes. Thus, such apps interact with and affect the statistics they estimate. Consequently, the
assumption that the measured populations do not depend on the measurements is not realistic.

Similar issues generally arise in settings involving decision-making in the face of an ever-
changing (and sometimes even adversarial) environment; a few representative examples include
autonomous driving [SBM+18], adaptive data analysis [DFH+15, WFRS18], security [NY15], and
theoretical analysis of algorithms [CGP+18]. Consequently, there has recently been a surge of
works exploring such scenarios, a partial list includes [MNS11, GHR+12, GHS+12, HW13, NY15,
BJWY20, CN20, HRS20, HKM+20, WZ20]. In this work, we focus on the sequential sampling
model recently proposed by Ben-Eliezer and Yogev [BEY20].

1.1 The Adversarial Sampling Model

We next formally describe the sampling setting and the main question we investigate. Ben-Eliezer
and Yogev [BEY20] model sampling processes over a domain X as a sequential game between
two players: a sampler and an adversary. The game proceeds in n rounds, where in each round
i = 1, . . . , n:

• The adversary picks an item xi ∈ X and provides it to the sampler. The choice of xi might
depend on x1, . . . , xi−1 and on all information sent to the adversary up to this point.

• Then, the sampler decides whether to add xi to its sample.
• Finally, the adversary is informed of whether xi was sampled by the sampler.

The number of rounds n is known in advance to both players.1 We stress that both players can
be randomized, in which case their randomness is private (i.e., not known to the other player).
Oblivious Adversaries. In the oblivious (or static) case, the sampling process consists only of
the first two bullets. Equivalently, oblivious adversaries decide on the entire stream in advance,
without receiving any feedback from the sampler. Unless stated otherwise, the adversary in this
paper is assumed to be adaptive (not oblivious).

1Though we will also consider samplers which are oblivious to the number of rounds n.
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Uniform Laws of Large Numbers. Uniform laws of large numbers (ULLN) quantify the min-
imum sample size which is sufficient to uniformly estimate multiple statistics of the data. (Rather
than just a single statistic, as in standard laws of large numbers.) This is relevant, for instance, in
the example given above regarding the navigation app: it is desirable to accurately compute the
congestion along all routes (paths). Otherwise, one congested route may be regarded as entirely
non-congested, and it will be selected for navigation.

Given a family E of subsets of X, we consider ULLNs that estimate the frequencies of each
subset E ∈ E within the adversarial stream. Formally, let x = {x1, . . . , xn} denote the input-
stream produced by the adversary, and let s = {xi1 , . . . , xik} denote the sample chosen by the
sampler. The sample s is called an ε-approximation of the stream x with respect to E if:

(∀E ∈ E) :
∣∣∣∣ |s̄ ∩ E|
|s̄| −

|x̄ ∩ E|
|x̄|

∣∣∣∣ ≤ ε. (1)

That is, s is an ε-approximation of x if the true-frequencies |x̄ ∩ E|/|x̄| are uniformly approximated
by the empirical frequencies |s̄ ∩ E|/|s̄|. The following question is the main focus of this work:

Question (Main Question). Given a family E , an error-parameter ε > 0, and k ∈N, is there a sampler
that, given any adversarially-produced input stream x, picks a sample s of at most k items which forms an
ε-approximation of x̄, with high probability?

The Story in the Statistical Setting. It is instructive to compare with the statistical setting in
which the sample s is drawn independently from an unknown distribution over X. Here, ULLNs
are characterized by the Vapnik-Chervonenkis (VC) Theory which asserts that a family E satisfies
a ULLN if and only if its VC dimension, VC(E), is finite [VC71].

This fundamental result became a corner-stone in statistical machine learning. In particular,
The Fundamental Theorem of PAC Learning states that the following properties are equivalent for
any family E : (1) E satisfies a uniform law of large numbers, (2) E is PAC learnable, and (3) E has
a finite VC dimension. Quantitatively, the sample size required for both ε-approximation and for
PAC learning with excess-error ε is Θ((VC(E) + log(1/δ))/ε2).

Spoiler: Our main result (stated below) can be seen as an online/adversarial analogue of this
theorem where the Littlestone dimension replaces the VC dimension.

2 Main Results

2.1 Adversarial Laws of Large Numbers

The main result in this paper is a characterization of adversarial uniform laws of large numbers
in the spirit of VC theory and The Fundamental Theorem of PAC Learning. We begin with the
following central definition.

Definition 2.1 (Adversarial ULLN). We say that a family E satisfies an adversarial ULLN if for any
ε, δ > 0, there exist k = k(ε, δ) ∈ N and a sampler S satisfying the following. For any adversarially-
produced input-stream x (of any size), S chooses a sample of at most k items, which form an ε-approximation
of x with probability at least 1− δ. We denote by k(E , ε, δ) the minimal such value of k.
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Note that this definition requires the sample complexity k = k(ε, δ) to be a constant indepen-
dent of the stream size n. Another reasonable requirement is k = o(n). It turns out that these
two requirements are equivalent.

Which families E satisfy an adversarial law of large numbers? Clearly, E must have a finite
VC-dimension, as otherwise, basic VC-theory implies that any sampler will fail to produce an ε-
approximation even against oblivious adversaries which draw the input-stream x independently
from a distribution on X. However, finite VC dimension is not enough in the fully adversarial
setting: [BEY20] exhibit a family E with VC(E) = 1 that does not satisfy an adversarial ULLN.

Our first result provides a characterization of adversarial ULLN in terms of Online Learnability,
which is analogous to the Fundamental Theorem of PAC Learning. In this context, the role of
VC dimension is played by the Littlestone dimension, a combinatorial parameter which captures
online learnability similar to how the VC dimension captures PAC learnability. (See Section 5.1
for the formal definition.)

Theorem 2.2 (Adversarial ULLNs – Qualitative Characterization). Let E be a family of subsets of X.
Then, the following statements are equivalent:

1. E satisfies an adversarial ULLN;

2. E is online learnable; and

3. E has a finite Littlestone dimension.

The proof follows from Theorems 2.3 and 13.1 (and from the well-known equivalence between
online learnability and finite Littlestone dimension [Lit88, BPS09]). Our quantitative upper bound
for the sample-complexity k(E , ε, δ), which is the main technical contribution of this paper, is
stated next.

Theorem 2.3 (Adversarial ULLNs – Quantitative Characterization). Let E be a family with Little-
stone dimension d. Then, the sample size k(E , ε, δ), which suffices to produce an ε-approximation satisfies:

k(E , ε, δ) ≤ O
(

d + log(1/δ)

ε2

)
.

The above upper bound is realized by natural and efficient samplers; for example it is
achieved by: (i) the Bernoulli sampler Ber(n, p) which retains each element with probability
p = k/n; (ii) the uniform sampler Uni(n, k) that draws a subset I ⊆ [n] uniformly at random
from all the subsets of size k and selects the sample {xt : t ∈ I}; and (iii) the reservoir sampler
Res(n, k) (see Section 2.3) that maintains a uniform sample continuously throughout the stream.

2.1.1 Lower Bounds

The upper bound in Theorem 2.3 cannot be improved in general. In particular, it is tight in
all parameters for oblivious samplers: a sampler is called oblivious if the indices of the chosen
subsample are independent of the input-stream. (The Bernoulli, Reservoir, and Uniform sam-
plers are of this type.) A lower bound of Ω((d + log(1/δ))/ε2) for oblivious samplers directly
follows from VC-theory, and applies to any family E for which the VC dimension and Little-
stone dimension are of the same order.2 For unrestricted samplers we obtain bounds of Ω(d/ε2)

2E.g., projective spaces, Hamming balls, lines in the plane, and others.
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for ε-approximation and Ω(d log(1/ε)/ε) for ε-nets. We state these results and prove them in
Section 13.

The above lower bound proofs hold for specific “hard” families E . This is in contrast with
the statistical or oblivious settings in which a lower bound of Ω((VC(E) + log(1/δ))/ε2) applies
to any class. We do not know whether an analogous result holds in the adversarial sampling
setting and leave it as an open problem. We do show, however, that the linear dependence in d is
necessary for any E , as part of proving Theorem 2.2.

2.2 Online Learning

We continue with our main application to online learning. Consider the setting of online pre-
diction with binary labels; a learning task in this setting can be described as a guessing game
between a learner and an adversary. The game proceeds in rounds t = 1, . . . , T, each consisting
of the following steps:

• The adversary selects (xt, yt) ∈ X× {0, 1} and reveals xt to the learner.
• The learner provides a prediction ŷt ∈ {0, 1} of yt and announces it to the adversary.
• The adversary announces yt to the learner.

The goal is to minimize the number of mistakes, ∑t 1(yt 6= ŷt). Given a class E , the regret of the
learner w.r.t. E is defined as the difference between the number of mistakes made by the learner
and the number of mistakes made by the best E ∈ E :

∑
t
1(yt 6= ŷt)−min

E∈E ∑
t
1
(

yt 6= 1(xt ∈ E)
)

.

A class E is online-learnable if there exists an online learner whose (expected) regret w.r.t. every
adversary is at most R(T), where R(T) = o(T). (The amortized regret R(T)/T vanishes as
T → ∞.) Ben-David, Pál, and Shalev-Shwartz [BPS09] proved that for every class E , the optimal
regret RT(E) satisfies

Ω(
√

d · T) ≤ RT(E) ≤ O(
√

d · T log T), (2)

where d is the Littlestone dimension of E , and left closing that gap as their main open question.
Subsequently, Rakhlin, Sridharan, and Tewari [RST10, RST15a, RST15b] defined the notion of
Sequential Rademacher Complexity, proved that it captures regret bounds in online learning in a
general setting, and used it to re-derive Equation (2). They also asked as an open question
whether the logarithmic factor in Equation (2) can be removed and pointed on difficulties to
achieve this using some known techniques [RS14, RST15b].

We show that the sequential Rademacher complexity also captures the sample-complexity of
ε-approximations and bound it in the proof of Theorem 2.3. This directly implies a tight bound
on online learning: (See Section 12 for more details.)

Theorem 2.4 (Tight Regret Bounds in Online Learning). Let E be a class with Littlestone dimension d.
Then the optimal regret bound in online learning E is Θ(

√
d · T).

The lower bound was shown by [BPS09]. We prove the upper bound in Section 12.

2.3 Applications and Extensions

We next discuss applications and extensions of our results.
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Epsilon Nets. We also provide sample complexity bounds for producing ε-nets: a subsample s
of the stream x is an ε-net if whenever E ∈ E satisfies |E ∩ x| ≥ εn, then s ∩ E 6= ∅. I.e. the
subsample s hits every E ∈ E which contains at least an ε-fraction of the items in the stream.

Epsilon nets are a fundamental primitive in computational geometry and in learning theory.
In computational geometry this notion underlies fundamental algorithmic techniques, and in
learning theory it is tightly linked to the learnability in the realizable setting. In that sense, it is
analogous to ε-approximations, which correspond to learnability in the agnostic setting.

In Section 7 we show that, like ε-approximations, ε-nets are also characterized by the Little-
stone dimension; and similarly, our results here provide tight sample-complexity bounds.

Maintaining An ε-Approximation Continuously. Some natural applications require that the
sampler continuously maintains an ε-approximation with respect to the prefix of the stream
observed thus-far. To address such scenarios we slightly modify the adversarial sampling setting
by allowing the sampler to delete items from its sample. In this modified setting, we prove
that the classical Reservoir sampler [Vit85], Res(n, k) (see Section 5 for the precise definition),
enjoys similar guarantees to those of Theorem 2.3 above. Concretely, the exact same bound of
Theorem 2.3 is achieved by reservoir sampling if one is only interested in ε-approximation at
the end of the process; for continuous ε-approximation, the same bound with an added term of
O(log log(n)) in the numerator suffices (see Theorem 11.1).

Notably, allowing deletions does not add significant power to the sampler, and in particular
Theorem 2.2 still applies in this setting.

ALLNs for Real-Valued Function Classes The adversarial sampling setting naturally extends
to real-valued function classes E . Moreover, much of the machinery developed in this paper read-
ily applies in this case. In particular, the relationship with the sequential Rademacher complexity
is retained. Therefore, since the sequential Rademacher complexity captures regret bounds in
online learning, this allows an automatic translation of regret bounds from online learning to
sample complexity bounds in adversarial ULLNs w.r.t. real-valued function classes.3

Algorithmic Applications Part of the reason that the Fundamental Theorem of PAC Learning
became a corner-stone in machine learning theory is due to its algorithmic implications. In
particular, because it justifies the Empirical Risk Minimization Principle (ERM), which asserts that
in order to learn a VC class, it suffices to minimize the empirical loss w.r.t. a random sample. This
principle reduces the learning problem (of minimizing the loss w.r.t. an unknown distribution)
to an optimization problem of minimizing the loss w.r.t. the (known) input sample.

It will be interesting to explore such implications in the adversarial setting. One promising
direction is to use these sampling methods to design lazy streaming/online algorithms. That is,
algorithms that update their internal state only on a small (random) substream. Intuitively, if
that substream represents the entire stream in an appropriate way, then the performance of the
algorithm will be satisfactory, and the gain in efficiency can be significant. In fact, our proof of
Lemma 9.5 identifies and exploits such a phenomenon in online learning: we use a lazy online
learner that updates its predictor rarely, only in a small random subsample of examples.

3The reduction from bounds on ε-approximations to bounds on the sequential Rademacher complexity appear in
Section 6. They rely on concentration inequalities for {0, 1} valued random variables that have analogues for [0, 1]
valued random variables with the same guarantees. This enables a direct extension of this reduction.
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3 Technical Overview

We next overview the technical parts in this work. We outline the proofs of the main theo-
rems, and try to point out which technical arguments are novel, and which are based on known
techniques. A more detailed overview of particular proofs is given in the dedicated sections.

3.1 Upper Bounds

We begin with the sample-complexity upper bound, Theorem 2.3 (which is the longest and most
technical derivation in this work).

Reductions Between Samplers. Our goal is to derive an upper bound for the Bernoulli, uni-
form, and reservoir samplers. In order to abstract out common arguments, we develop a general
framework which serves to methodically transform sample-complexity bounds between the dif-
ferent samplers via a type of “online reductions”. This framework allows us to bound the sample-
complexity with respect to one sampler, and automatically deduce them for the other samplers.
The reduction relies on transforming one sampling scheme into another in an online fashion,
and from a technical perspective, this boils down to coupling arguments, similar to coupling
techniques in Markov Chains processes [LP17]. Section 10 contains a more detailed overview
followed by the formal derivations.

Upper Bounds for The Uniform Sampler. Thus, for the rest of this overview we focus the
sampling scheme to be the uniform sampler which uniformly draws a k-index-set I ⊆ [n], and
selects the subsample xI = (xi : i ∈ I). Our goal is to show that with probability ≥ 1− δ,

sup
E∈E

∣∣∣∣ |xI ∩ E|
k

− |x ∩ E|
n

∣∣∣∣ ≤ O
(√d + log(1/δ)

k

)
, (3)

where d is the Littlestone dimension of E and x is the adversarially produced sequence. The proof
consists of two main steps which are detailed below.

3.1.1 Step 1: Reduction to Online Discrepancy via Double Sampling

The first step in the proof consists of an online variant of the celebrated double-sampling argument
due to [VC71]. This argument serves to replace the error w.r.t. the entire population by the error
w.r.t. a small test-set of size k, thus effectively restricting the domain to the 2k items in the union
of the selected sample and the test-set. In more detail, let J ⊆ [n] be a uniformly drawn ghost
subset of size k which is disjoint from I, and is not known to the adversary. Consider the maximal
deviation between the sample xi and the “test-set” x J :

sup
E∈E

∣∣∣∣ |xI ∩ E|
k

− |x J ∩ E|
k

∣∣∣∣ . (4)

The argument proceeds by showing that for a typical J, the deviation w.r.t. the entire population x
in the LHS of Equation (3) has the same order of magnitude like the deviation w.r.t. the test-set x J
in Equation (4) above. Hence, it suffices to bound (4).
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In order to bound Equation (4), consider sampling I, J according to the following process:
(i) First sample the 2k indices in I ∪ J uniformly from [n], and reveal these 2k indices to both
players (in advance). (ii) Then, the sampler draws I from these 2k indices in an online fashion
(i.e., the adversary does not know in advance the sample I). Intuitively, this modified process
only helps the adversary who has the additional information of a superset of size 2k, which
contains I. What we gain is that the modified process is essentially equivalent to reducing the horizon
from n to 2k. The case of n = 2k can be interpreted as an online variant of the well-studied
Combinatorial Discrepancy problem, which is described next.

Online Combinatorial Discrepancy. The online discrepancy game w.r.t. E is a sequential game
played between a painter and an adversary which proceeds as follows: at each round t = 1, . . . , 2k
the adversary places an item xt on the board, and the painter colors xt in either red or blue. The
goal of the painter is that each set in E will be colored in a balanced fashion; i.e., if we denote by
I the set of indices of items colored red, her goal is to minimize the discrepancy

Disc2k(E , x, I) := max
E∈E

∣∣∣|xI ∩ E| − |x[2k]\I ∩ E|
∣∣∣ .

One can verify that minimizing the discrepancy is equivalent to minimizing Equation (4). More-
over, each of the samplers Ber(2k, 1/2) and Uni(2k, k) corresponds to natural coloring strategies
of the painter; in particular, Uni(2k, k) colors a random subset of k of the items in red (and
the rest in blue.) Thus, we focus now on analyzing the performance of Uni(2k, k) in the online
discrepancy problem.

3.1.2 Step 2: From Online Discrepancy to Sequential Rademacher

Instead of analyzing the discrepancy of Uni(2k, k), it will be more convenient to consider the
discrepancy of Ber(2k, 1/2), which colors each item in red/blue uniformly and independently
of its previous choices. Towards this end, we show that these two strategies are essentially
equivalent, using the reduction framework described at the beginning of this section.

The discrepancy of Ber(2k, 1/2) connects directly to the Sequential Rademacher Complexity [RS15],
defined as the expected discrepancy Rad2k(E) = EDisc2k(E , x, I), where the expectation is taken
according to a uniformly drawn I ⊆ [2k]. (Which is precisely the coloring strategy of Ber(2k, 1/2).)

3.1.3 Step 3.1: Bounding Sequential Rademacher Complexity – Oblivious Case

In what follows, it is convenient to set n = 2k. Our goal here is to bound Radn(E) ≤ O(
√

d · n).
As a prelude, it is instructive to consider the oblivious setting where the items x1, . . . , xn are fixed
in advance, before they are presented to the painter. Here, the analysis is exactly as in the stan-
dard i.i.d. setting, and the sequential Rademacher complexity becomes the standard Rademacher
complexity. Consider the following three approaches, in increasing level of complexity.

First Approach: a Union Bound. Assume E is finite. Then, for each E ∈ E it is possible to show
by concentration inequalities that with high probability, the discrepancy ||xI ∩ E| − |x[n]\I ∩ E|| is
small. By applying a union bound over all E ∈ E , one can derive that Radn(E) ≤ O(

√
n log |E |).
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Second Approach: Sauer-Shelah-Parles Lemma. Since E can be very large or even infinite, the
bound in the previous attempt may not suffice. An improved argument relies on the celebrated
Sauer-Shelah-Perles (SSP) Lemma [Sau72], which asserts that the number of distinct intersection-
patterns of sets in E with {x1, . . . , xn} is at most ( n

≤VC(E)) ≤ O(nVC(E)). The proof then follows by
union bounding the discrepancy over {x ∩ E : E ∈ E}, resulting in a bound of

O
(√

n log
(
nVC(E))) ≤ O

(√
VC(E)n log n

)
,

which is off only by a factor of
√

log n.

Third Approach: Using Approximate Covers and Chaining. Shaving the extra logarithmic
factor is a non-trivial task which was achieved in the seminal work by Talagrand [Tal94] using a
technique called chaining [Dud87]. It relies on the notion of approximate covers:

Definition 3.1 (Approximate Covers). A family C is an ε-cover of E with respect to x1, . . . , xn if for
every E ∈ E there exists C ∈ C such that E and C agree on all but at most ε · n of the xi’s.

In a nutshell, the chaining approach starts by finding covers C0, C1, . . . where Ci is a 2−i-cover
for E w.r.t. x, then writing the telescopic sum

Discn(E , x, I) = Discn(C0, x, I) +
∞

∑
i=1

(Discn(Ci, x, I)−Discn(Ci−1, x, I))

and bounding each summand using a union bound.
Note that the SSP Lemma provides a bound of |C| ≤ ( n

≤VC(E)) in the case of ε = 0, where d
is the VC-dimension of E . For ε > 0, a classical result by Haussler [Hau92] asserts that every
family admits an ε-cover of size (1/ε)O(d). The latter bound allows via chaining to remove the
redundant logarithmic factor and bound Radn(E) ≤ O(

√
VC(E)n).

3.1.4 Step 3.2: Bounding Sequential Rademacher Complexity – Adversarial Case

We are now ready to outline the last and most technical step in this proof. Our goal is twofold:
first, we discuss how previous work [BPS09, RST10] generalized the above arguments to the
adversarial (or the online learning) model, culminating in a bound of the form Radn(E) =

O(
√

dn log n). Then, we describe the proof approach for our improved bound of O(
√

dn).

An O(
√

dn log n) Bound via Adaptive SSP. First, the union bound approach generalizes di-
rectly to the adversarial setting. However, the second approach, via the SSP lemma, does not.
The issue is that in the adversarial setting, the stream x can depend on the coloring that the
painter chooses, and hence {E ∩ {x1, . . . , xn} : E ∈ E} depends on the coloring as well. In
particular, it is not possible to apply a union bound over a small number of such patterns. More-
over, it is known that a non-trivial bound depending only on the VC dimension and n does not
exist [RST15a]. To overcome this difficulty we use an adaptive variant of the SSP Lemma due
to [BPS09], which is based on the following notion:
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Definition 3.2 (Dynamic Sets). A dynamic set B is an online algorithm that operates on a sequence
x = (x1, . . . , xn). At each time t = 1, . . . , n, the algorithm decides whether to retain xt as a function of
x1, . . . , xt. Let B(x) denote the set of elements retained by B on a sequence x.4

Ben-David, Pál, and Shalev-Shwartz [BPS09] proved that any family E whose Littlestone
dimension is d can be covered by ( n

≤d) dynamic sets. That is, for every n there exists a family C of
( n
≤d) dynamic sets such that for every sequence x = (x1, . . . , xn) and for every E ∈ E there exists

a dynamic set B ∈ C which agrees with E on the sequence x, namely, B(x) = E ∩ x.
Using this adaptive SSP Lemma, one can proceed to bound the discrepancy as in the oblivious

case by applying a union bound over the (2k)d dynamic sets, and bounding the discrepancy with
respect to each dynamic set using Martingale concentration bounds. Implementing this reasoning
yields a bound of Radn(E) ≤ O(

√
dn log n) which is off by a logarithmic factor.

Removing the Logarithmic Factor. To adapt the chaining argument to the adversarial setting
we first need to find small ε-covers. This raises the following question:

Can every Littlestone family be ε-covered by (1/ε)O(d) dynamic sets?

Unfortunately, we cannot answer this question and leave it for future work. In fact, [RST15b]
identified a variant of this question as a challenge towards replicating the chaining proof in the
online setting. To circumvent the derivation of dynamic approximate covers, we introduce a
fractional variant which we term fractional-covers. It turns out that any Littlestone family admits
“small” approximate fractional covers and these can be used to complete the chaining argument.

Definition 3.3 (Approximate Fractional-Covers). A probability measure µ over dynamic sets B is
called an (ε, γ)-fractional cover for E if for any x = (x1, . . . , xn) and any E ∈ E ,

µ ({B : E and B(x) agree on all but at most εn of the xis}) ≥ 1/γ.

The parameter γ should be thought of as the size of the cover. Observe that fractional-covers
are relaxations of covers: indeed, if C is an ε-cover for E then the uniform distribution over C is
an (ε, γ)-fractional cover for E with γ = |C|.

Small Approximate Fractional-Covers Exist. We prove Lemma 9.5 which asserts that every
Littlestone family E admits an (ε, γ)-fractional cover of size

γ = (O(1)/ε)d.

This fractional cover is essentially a mixture of non-fractional covers for subsets of the sequence x
of size d/ε. In more detail, the distribution over dynamic sets is defined by the following two-
step sampling process: (1) draw a uniformly random subset s of x of size d/ε, and let Cs denote
the (non-fractional) cover of E with respect to s, which is promised by the dynamic variant of the
SSP-Lemma. (2) Draw B from the uniform distribution over Cs.

We outline the proof that this is an (ε, γ)-fractional cover with γ = O(1/ε)d. Fixing E and x,
our goal is to show that with probability at least 1/γ over µ, the drawn B agrees with E on all
but at most ε · n elements of x. This relies of the following two arguments: (1) For every s there

4[BPS09] refers to dynamic-sets as experts, which is compatible with the terminology of online learning.
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exists Bs ∈ Cs that agrees with E on s; and (2) it can be shown that with high probability over
the selection of the subset s, Bs agrees with E on all but at most εn of the stream x. We call such
values of s as good, and conclude from the two steps above that

Pr
B∼µ

[B agrees with E on (1− ε)n of the xi’s] ≥ Pr[s is good] Pr
B∼uniform(Cs)

[B = Bs]

≥ 1
2
· 1
|Cs|
≥ 1

2(d/ε
≤d )
≥ Ω(ε)d ≥ 1

γ
.

We further comment on the proof that s is good with high probability: the proof relies on analyz-
ing a lazy online learner that updates its internal state only once encountering elements from s.
We show that if s is drawn uniformly, then with high probability such a learner will make ≤ ε · n
mistakes and this will imply that w.h.p. Bs agrees with E on (1− ε)n stream elements. We refer
the reader to Section 9.2.2 for the proof.

Chaining with Fractional Covers: Challenges and Subtleties. Here, we discuss how approx-
imate fractional covers are used to bound the sequential Rademacher complexity. We do so by
describing how to modify the bound that uses 0-covers to use (0, γ)-fractional covers instead.
Recall that this argument goes by two steps: (1) bounding the discrepancy for each dynamic set
in the cover, and (2) arguing by a union bound that, with high probability the discrepancies of all
dynamic sets in the cover are bounded. In comparison, with fractional covers, the second step is
modified to: (2’) arguing that with high probability (over the random coloring), the discrepancies
of nearly all the dynamic sets are bounded. In particular, if more than a (1− γ)-fraction of the
dynamic sets have bounded discrepancies, then the discrepancies of all sets in E are bounded.
Indeed, this follows since every E ∈ E is covered by at least a γ-fraction of the dynamic-sets, and
therefore, the pigeonhole principle implies that at least one such dynamic set also has bounded
discrepancy, and hence E has bounded discrepancy as well.

We note that multiple further technicalities are required to generalize the chaining technique
for fractional covers and refer the reader to Section 9.3 for a short overview of this method
followed by its adaptation to the adversarial setting.

3.2 Lower Bounds

Beyond the Ω((d + log(1/δ))/ε2) lower bound for oblivious samplers, which follows immedi-
ately from the VC literature, we prove several non-trivial lower bounds in other contexts. We
distinguish between two types of approaches used to derive our lower bounds, described below.
As the proofs are shorter than those of the upper bounds and more self-contained, we omit the
exact technical details of the proofs in this overview and refer the reader to Section 13.

Universal Lower Bound by Adversarial Arguments. The main lower bound in [BEY20] exhibits
a separation between the static and adversarial setting by proving an adversarial lower bound
for the family of one-dimensional thresholds. We identify that their proof implicitly constructs a
tree as in the definition of the Littlestone dimension, and generalize their argument to derive an
Ω(d) lower bound for all families of Littlestone dimension d. For more details, see Theorem 13.1.
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Lower Bounds on the Minimum Sizes of ε-Approximations/Nets. These lower bounds actu-
ally exhibit a much stronger phenomenon, showing that small ε-approximations/nets do not exist
for some families E . Thus, obviously, these cannot be captured by a sample of the same size.

It is natural to seek lower bounds of this type in the VC-literature. The main challenge is that
many of the known lower bounds apply for geometric VC classes whose Littlestone dimension is
unbounded. To overcome this, we present two lower bounds where Ldim can be controlled: one
for ε-approximation, which carefully analyzes a simple randomized construction, and another for
ε-nets, which combines intersection properties of lines in the projective plane with probabilistic
arguments. For more details, see Theorems 13.2 and 13.3 respectively.

4 Related Work

4.1 VC Theory

As suggested by the title, the results presented by this work are inspired by uniform laws of
large numbers in the statistical i.i.d. setting and in particular by VC theory. (A partial list of basic
manuscripts on this subject include [VC71, VC74, Dud84, Vap98].) Moreover, the established
equivalence between online learning and adversarial laws of large numbers is analogous to the
the equivalence between PAC learning and uniform laws of large numbers in the i.i.d. setting.
(See e.g. [VC71, BEHW89, Bou04, SSSSS10, SSBD14].) From a technical perspective, our approach
for deriving sample complexity upper bound is based on the chaining technique [Dud73, Dud78,
Dud87], which was analogously used to establish optimal sample complexity bounds in the
statistical setting [Tal94]. (The initial bounds by [VC71] are off by a log(1/ε) factor.)

From the lower bound side, our proofs are based on ideas originated from combinatorial
discrepancy and ε-approximations. (E.g., [MWW93]; see the book by Matoušek [Mat09] for a
text-book introduction.)

4.2 Online Learning

The first works in online learning can be traced back to [Rob51, Bla56, Bla54, Han57]. In terms
of learning binary functions, Littlestone’s dimension was first proposed in [Lit88] to characterize
online learning in the realizable (noiseless) setting. The agnostic (noisy) setting was first proposed
by [Hau92] in the statistical model and later extended to the online setting by [LW94] who studied
function-classes of bounded cardinality and then by [BPS09] and [RST10] who provided both
upper and lower bounds with only a logarithmic gap.

We note that Rakhlin, Sridharan, and Tewari [RST10, RST15a, RST15b], in the same line of
work that proved the equivalence between online learning and sequential Rademacher complex-
ity, analyzed uniform martingales laws of large numbers in the context of online learning. These
laws of large numbers are conceptually different from ours: roughly, they assert uniform con-
centration of certain properties of martingales, where the uniformity is over a given family of
martingales. In particular, in contrast with our work, there is no aspect of sub-sampling in these
laws. Below, we compare their techniques to those of this paper:

• [RST10] used a symmetrization argument to reduce from Martingale quantities relating to
online learning to the Rademacher complexity. This does not reduce the effective sample
size, which is what we achieve using the double sampling argument.
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• [RST10] developed methods for analyzing the sequential Rademacher complexity. In par-
ticular, they developed a notion of covering numbers that is generally more powerful than
the non-fractional cover that uses dynamic sets, which was developed by [BPS09] and was
the baseline for our analysis. Yet, obtaining tight bound on the sequential Rademacher of
Littlestone classes remained open.

• Reductions between sampling schemes did not appear in the above work as they did not
study sampling.

4.3 Streaming Algorithms

The streaming model of computation is useful when analyzing massive datasets [AMS99]. There
is a wide variety of algorithms for solving different tasks. One common method that is useful for
various approximation tasks in streaming is random sampling. To approximate a function f , each
element is sampled with some small probability p, and at the end, the function f is computed
on the sample. For tasks such as computing a center point of a high-dimensional dataset, where
the objective is (roughly speaking) preserved under taking an ε-approximation, this can result
in improved space complexity and running time. Motivated by streaming applications, Ben-
Eliezer and Yogev [BEY20] proposed the adversarial sampling model that we study in this paper,
and proved preliminary bounds on it. Their main result, a weaker quantitative analogue of our
Theorem 2.3, is an upper bound of O((log(|E |) + log(1/δ))/ε2) for any finite family E .

Streaming algorithms in the adversarial setting is an emerging topic that is not well under-
stood. Hardt and Woodruff [HW13] showed that linear sketches are inherently non-robust and
cannot be used to compute the Euclidean norm of its input (where in the static setting they are
used mainly for this reason). Naor and Yogev [NY15] showed that Bloom filters are suscepti-
ble to attacks by an adversarial stream of queries. On the positive side, several recent works
[BJWY20, HKM+20, WZ20] present generic compilers that transform non-robust randomized
streaming algorithms into efficient adversarially robust ones, for various classical problems such
as distinct elements counting and Fp-sampling, among others.

5 Preliminaries

5.1 Basic Definitions: Littlestone Dimension and Sampling Schemes

Littlestone Dimension Let X be a domain and let E be a family of subsets of X. The definition
of the Littlestone Dimension [Lit88], denoted Ldim(E), is given using mistake-trees: these are
binary decision trees whose internal nodes are labelled by elements of X. Any root-to-leaf path
corresponds to a sequence of pairs (x1, y1), . . . , (xd, yd), where xi is the label of the i’th internal
node in the path, and yi = 1 if the (i + 1)’th node in the path is the right child of the i’th
node, and otherwise yi = 0. We say that a tree T is shattered by E if for any root-to-leaf path
(x1, y1), . . . , (xd, yd) in T there is E ∈ E such that xi ∈ R ⇐⇒ yi = +1, for all i ≤ d. Ldim(E)
is the depth of the largest complete tree shattered by E , with the convention that Ldim(∅) = −1.
See Figure 1 for an illustration.

Sampling Algorithms Our results are achieved by three of the simplest and most commonly
used sampling procedures: Bernoulli sampling, uniform sampling, and reservoir sampling.
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Figure 1: A tree shattered by the class E containing all thresholds Ei ⊆ {1, 2, . . . , 7}, where Ei = {1, . . . i}.

• Bernoulli sampling: Ber(n, p) samples the element arriving in each round i ∈ [n] indepen-
dently with probability p.

• uniform sampling: Uni(n, k) randomly draws k indices 1 ≤ i1 < . . . < ik ≤ n and samples
the elements arriving at rounds i1, . . . , ik.5

• Reservoir sampling: Res(n, k) [Vit85] maintains a sample of size k at all times using inser-
tions and deletions: the first k elements are always added to the sample, and for any i > k,
with probability k/i the element arriving in round i is added to the sample while one of
the existing elements (picked uniformly) is removed from the sample.

5.2 Notation

• Random variables are denoted in a bold font.

• Universal constants: let C, c, C′, . . . denote universal numerical constants, that are inde-
pendent of the problem parameters. Further, the values of these constants can change from
the left-hand side to the right-hand side of some inequalities. We use C0, C1, . . . to denote
universal constants whose values are fixed.

• Sampling schemes: We use I to denote the set of indices of elements sampled by the
algorithm if they are sampled from a scheme with no deletions (e.g. Bernoulli or uniform
sampling), and use I = (I1, . . . , In) to denote a sampling scheme with deletions, where I j
is the set of indices of elements retained after round j ∈ [n].

• Adversaries: We denote the set of adversaries that generate a stream of size n by Advn and
commonly denote adversaries by A. We assume the adversary to be deterministic: since the
sampler has a fixed strategy, we can make this assumption without limiting the generality
of the theorem.

• The stream and subsets of it: Let x = (x1, . . . , xn) denote the stream where xi ∈ X. We
set x(A, I) to denote the stream presented by the adversary when the sampler samples
elements indexed by I. Notice that x(A, I)t depends only on A and I ∩ [t − 1], since the
t-th stream element is presented before the adversary knows if element t is added to the

5Note that the uniform sampler can be implement efficiently in an online way: after i rounds, the probability that
the next element xi+1 will be sampled depends only on i, n, and the number of elements sampled so far.
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sample. Given a subset J ⊆ [n] we let x J = {xj : j ∈ J}. By abuse of notation, we may use x
also to denote the multiset {x1, . . . , xn}, allowing operations such as set intersection.

5.3 Additional Central Definitions

We define the central notions used in this proof, starting with the approximation rate in ε-
approximations:

Definition 5.1. Given an arbitrary family E over a domain X, an adversary A ∈ Advn and a subset
I ⊆ [n], let x = x(A, I) and define

AppA,I(E) = AppA,I := max
E∈E

∣∣∣∣ |E ∩ x|
n
− |E ∩ xI |

k

∣∣∣∣ .

Secondly, define the notion of online discrepancy:

Definition 5.2. Let E denote an arbitrary family over X, let A ∈ Advn, let I ⊆ [n] and let x = x(A, I).
The online discrepancy is defined by:

DiscA,I(E) = DiscA,I := max
E∈E

∣∣∣|E ∩ xI | − |E ∩ x[n]\I |
∣∣∣ .

The sequential Rademacher complexity is just the expected discrepancy:

Definition 5.3. The sequential Rademacher complexity is defined as

RadT(E) := EI∼Ber(n,1/2)[DiscA,I(E)].

The next definition is used in the proof for ε-nets. It defines an indicator to whether there
exist E ∈ E that is well represented in the stream but not sufficiently represented in the sample.

Definition 5.4. Fix n, m, m ∈ N such that 0 ≤ m ≤ m ≤ n, let A ∈ Advn and I ⊆ [n]. Denote
x = x(A, I). Define

Netn
A,I,m,m(E) = Netn

A,I,m,m =

{
1 ∃E ∈ E , |x ∩ E| ≥ m and |xI ∩ E| ≤ m
0 otherwise

Notice that Netn
A,I,εn,0 is an indicator to whether xI fails to be an ε-net for x.

5.4 Sampling Without Replacement

Here we present technical probabilistic lemmas for sampling without replacement that are used
in the proof. The proofs of these lemmas appear in Appendix A.2.

For a sample I ∼ Uni(n, k) chosen without replacement, one would like to estimate the size
of the intersection of I with any fixed set U ⊆ [n]. The next lemma bounds the variance of the
intersection:

Lemma 5.5. Let n, k such that n ≥ k, let U ⊆ [n], and let I ∼ Uni(n, k). Then, E[|U ∩ I|] = |U|k/n
and Var(|U ∩ I|) ≤ |U|k/n.
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Further, exponential tail bounds can also be obtained:

Lemma 5.6 ([Cha05],[BM15]). Let n, k ∈N such that n ≥ k. Let U ⊆ [n]. Then, the following holds:

1. For any t ≥ 0,

Pr
I∼Uni(n,k)

[∣∣∣∣ |I ∩U|
k
− |U|

n

∣∣∣∣ ≥ t
]
≤ 2 exp

(
−2t2k

)
.

2. For any α ∈ [0, 1],

Pr
I∼Uni(n,k)

[∣∣∣∣ |I ∩U|
k
− |U|

n

∣∣∣∣ ≥ α
|U|
n

]
≤ 2 exp

(
−α2k|U|

6n

)
.

6 Epsilon Approximations

Below, we prove Theorem 2.3. We start with a more formal statement of the theorem:

Theorem 6.1. Let E denote a family of Littlestone dimension d, let δ, ε ∈ (0, 1/2), n ∈ N, A ∈ Advn
and p ∈ [0, 1]. Define k = bnpc. If n ≥ 3k then, for any δ > 0,

Pr
I

[
AppA,I(E) ≥ C

√
d + log(1/δ)

k

]
≤ δ,

where I is drawn either from Uni(n, k), Ber(n, p) or Res(n, k) and C > 0 is a universal constant.

Note that the requirement n ≥ 3k is merely technical; when n is smaller than that, one can
just add all n elements to the sample and obtain a 0-approximation trivially.

Here we prove that the uniform sample Uni(n, k) is an ε-approximation and in Section 10
we show a reduction to Bernoulli and reservoir sampling. The bound for the uniform sampler
consists of three steps (see Section 3). The first step utilizes the double sampling argument, to
bound the approximation error AppA,I in terms of the discrepancy corresponding to a sampler
Uni(2k, k):

Lemma 6.2. Let E denote an arbitrary family of subsets from some universe. Fix k, n ∈ N such that
n ≥ 2k. Then, for any t ≥ 0 and δ ∈ (0, 1),

max
A∈Advn

Pr
I∼Uni(n,k)

[AppA,I(E) > t] ≤ 2 max
A′∈Adv2k

Pr
I ′∼Uni(2k,k)

[
DiscA′,I ′(E) > tk−

√
Ck
]

. (5)

The technique of double sampling is presented in Section 8 and the proof of Lemma 6.2 is in
Section 8.1.

Applying Lemma 6.2, we are left with bounding DiscA,I whereA ∈ Adv2k and I ∼ Uni(2k, k).
However, it is easier to analyze a random sample I ′ ∼ Ber(2k, 1/2) due to the independence of
the coordinates. Hence, we prove the following lemma:

Lemma 6.3. Let E denote an arbitrary family. Then, for any t > 0 and δ > 0,

max
A∈Adv2k

Pr
I∼Uni(2k,k)

[DiscA,I(E) > t] ≤ max
A′∈Adv2k

Pr
I ′∼Ber(2k,1/2)

[
DiscA′,I′(E) > t−

√
Ck log(1/δ)

]
+ δ.

(6)
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The technique of reducing between sampling schemes is in Section 10 and the proof of
Lemma 6.3 is in Section 10.5.1.

The last step is to bound DiscA,I for a sample I that is drawn Bernoulli 1/2, for classes of
bounded Littlestone dimension.

Lemma 6.4. Let E be of Littleston dimension d and let A ∈ Adv2k. Then, for all δ > 0,

Pr
I∼Ber(2k,1/2)

[
DiscA,I(E) > C

√
k(d + log(1/δ))

]
≤ δ.

Lemma 6.4 is proved in Section 9.1.1. Combining Lemma 6.2, Lemma 6.3 and Lemma 6.4, We
conclude that the uniform sample as an ε-approximation, as summarized below:

Theorem 6.5. Let E denote a family of Littlestone dimension d, let δ, ε ∈ (0, 1/2), n ∈ N, A ∈ Advn
and k ∈N such that n ≥ 2k. Then, for any δ > 0,

Pr
I∼Uni(n,k)

[
AppA,I(E) ≥ C

√
d + log(1/δ)

k

]
≤ δ,

where C > 0 is a universal constant.

7 Epsilon Nets

We prove that the three sampling schemes discussed in this paper sample ε-nets with high prob-
ability, as stated below:

Theorem 7.1. Let E denote a family of Littlestone dimension d, let ε ∈ (0, 1/2), n ∈N, A ∈ Advn and
p ∈ [0, 1]. Define k = bnpc. If n ≥ 3k then

Pr
I
[Netn

A,I,εn,0(E) = 1] ≤
(

Ck
d

)d

exp(−cεk)

where I is drawn either Uni(n, k), Ber(n, p) or Res(n, k) and C > 0 is a universal constant.

In this section, we prove Theorem 7.1 for the uniform sampler. Reductions to the other
sampling schemes are given in Section 10.

Below the main lemmas are presented, starting with a reduction from a stream of size n to
2k, via the technique of double sampling, presented in Section 8:

Lemma 7.2. Let E be some family and n, k ∈N be integers such that n ≥ 2k and k ≥ C/ε. Then,

max
A∈Advn

Pr
I∼Uni(n,k)

[
Netn

A,I,ε·n,0(E) = 1
]
≤ 2 max

A′∈Adv2k

Pr
I ′∼Uni(2k,k)

[
Net2k

A′,I ′,ε/4·2k,0(E) = 1
]

.

The proof appears in Section 8.2. It would be desirable to replace the uniform sample
Uni(2k, k) with a Bernoulli sample, since it selects each coordinate independently. In particu-
lar, we will show that the probability of Uni(2k, k) to fail to be an ε-net is bounded in terms
of the probability of Ber(2k, 1/8). Intuitively, this follows from the fact that a sample drawn
Uni(2k, k) nearly contains a sample Ber(2k, 1/8) in some sense. The formal statement is below:
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Lemma 7.3. Let E denote some family, ε ∈ (0, 1), and k ∈N. Then,

max
A∈Adv2k

Pr
I∼Uni(2k,k)

[Net2k
A,I,ε·2k,0(E) = 1]

≤ max
A′∈Adv2k

Pr
I ′∼Ber(2k,1/8)

[Net2k
A′,I ′,ε·2k,ε/16·2k(E) = 1] + 2 exp(−cεk).

The framework to reduce between sampling schemes is presented in Section 10 and the proof
of Lemma 7.3 is presented in Section 10.5.2. Lastly, we bound the error probability correspond-
ing to Bernoulli sampling, for classes of bounded Littelstone dimension, using the technique of
covering numbers presented in Section 9.

Lemma 7.4. Let E denote a family of Littlestone dimension d, let m, k ∈ N such that m ≤ 2k, and let
p ∈ (0, 1). Then,

Pr
I∈Ber(2k,p)

[Net2k
A,I,m,mp/2(E) = 1] ≤

(
Ck
d

)d

exp(−cmp).

The three lemmas stated above imply the following theorem, that is a special case of Theo-
rem 7.1 for the uniform sampler:

Theorem 7.5. Let E denote a family of Littlestone dimension d, let ε ∈ (0, 1/2), n ∈N, A ∈ Advn and
k ∈N that satisfies n ≥ 2k. Then

Pr
I∼Uni(n,k)

[Netn
A,I,εn,0(E) = 1] ≤

(
Ck
d

)d

exp(−cεk),

where C > 0 is a universal constant.

Proof. By Lemma 7.2,

max
A∈Advn

Pr
I∼Uni(n,k)

[
Netn

A,I,ε·n,0(E) = 1
]
≤ 2 max

A′∈Adv2k

Pr
I ′∼Uni(2k,k)

[
Net2k

A′,I ′,ε/4·2k,0(E) = 1
]

.

Applying Lemma 7.3 while substituting ε with ε/4,

max
A′∈Adv2k

Pr
I ′∼Uni(2k,k)

[
Net2k

A′,I ′,ε/4·2k,0(E) = 1
]
≤ max
A′∈Adv2k

Pr
I ′∼Ber(2k,1/8)

[Net2k
A′,I ′,ε/4·2k, 2kε

64
= 1]

+ 2 exp(−cεk).

Applying Lemma 7.4 with p = 1/8 and m = ε/4 · 2k,

max
A′∈Adv2k

Pr
I ′∼Ber(2k,1/8)

[Net2k
A′,I ′,ε/4·2k,ε/64·2k = 1] ≤

(
Ck
d

)d

exp(−cεk).
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8 Double Sampling

Let n ∈ N denote the stream length and assume that the sample is of size k ≤ n/2. If n �
k, it may be difficult to analyze the sample directly, since each element is selected with small
probability and the universe is very large. This section presents a framework to replace the
stream of size n with a stream of size 2k. Then, this framework is used to prove Lemma 6.2 and
Lemma 7.2 in Section 8.1 and Section 8.2, respectively.

Let x ∈ Xn denote the stream and I ⊆ [n] be the index set of the sample, that has cardinality
|I| = k. Let f : Xk × Xn → {0, 1} denote some function and we view f (xI , x) as some indicator
of whether xI fails to approximate the complete sample x. For example, f (xI , x) could indicate
whether xI fails to be an ε-approximation for x with respect to some family E . Denote by
x = x(A, I) the stream generated by the adversary A ∈ Advn when the sample is indexed by I
and we would like to bound PrI∼Uni(n,k)[ f (xI , x) = 1]. We would like to bound it by a different
term that corresponds to only 2k elements. For this purpose, let f ′ : Xk × Xk → {0, 1} be another
function, where f (xI , x J) is an indicator of whether xI fails to approximate x J . For example,
f ′(xI , x J) can indicate whether xI fails to be an ε-approximation for x J .

Let A′ ∈ Adv2k, I ′ ∼ Uni(2k, k) and x′ = x(A′, I ′) denote the stream of size 2k generated by
A′ with sample-index I ′. The following lemma gives a condition under which the probability
that f (xI , x) = 1 can be bounded in terms of the probability that f (x′I ′ , x′[n]\I ′) = 1.

Lemma 8.1. Let I ∼ Uni(n, k) and let J be distributed uniformly over all subsets of [n] \ I of size k,
conditioned on I. Let f : Xk × Xn → {0, 1}. Let I ′ ∼ Uni(2k, k) and f ′ : Xk × Xk → {0, 1}.

Assume that for every x and I that satisfy f (xI , x) = 1, it further holds that

Pr
J

[
f ′(xI , xJ) = 1 | I = I

]
≥ 1/2. (7)

Then,

max
A∈Advn

Pr
I
[ f (x(A, I)I , x(A, I)) = 1] ≤ 2 max

A′∈Adv2k

Pr
I ′
[ f ′(x(A′, I ′)I ′ , x(A′, I ′)[2k]\I ′) = 1].

To give some intuition on the condition (7), assume again that f (xI , x) denotes an indicator of
whether xI fails to be an ε-approximation to x and f ′(xI , x J) denotes whether xI fails to be an ε′-
approximation to x J , where ε′ is slightly larger than ε. By concentration properties, if f (xI , x) = 1
then with high probability over J, f ′(xI , xJ) = 1 as well.

The proof of Lemma 8.1 consists of two steps. In the first step, an index-set J is drawn
uniformly at random from all the subsets of [n] \ I of size k, conditioned on I. The set J is called
a ghost sample, as it is used only for the analysis and in particular, the adversary is unaware of
J. The following lemma shows that under the condition (7), we can bound f (xI , x) in terms of
f ′(xI , xJ).

Lemma 8.2. Let f : Xk × Xn → {0, 1}, f ′ : Xk × Xk → {0, 1} and A ∈ Advn. Assume that for every x
and I that satisfy f (xI , x) = 1, it further holds that

Pr
J

[
f ′(xI , xJ) = 1 | I = I

]
≥ 1/2. (8)

Then,
Pr
I
[ f (x(A, I)I , x(A, I)) = 1] ≤ 2 Pr

I,J
[ f ′(x(A, I)I , x(A, I)J) = 1]. (9)
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Proof. By (8),

Pr
I,J

[
f ′(x(A, I)I , x(A, I)J) = 1

]
= EI

[
Pr

J

[
f ′(x(A, I)I , x(A, I)J) = 1 | I

]]
≥ EI

[
f (x(A, I)I , x(A, I))Pr

J

[
f ′(x(A, I)I , x(A, I)J) = 1 | I

]]
≥ EI [ f (x(A, I)I , x(A, I))/2] = Pr

I
[ f (x(A, I)I , x(A, I)J) = 1] /2.

Notice that the right hand side of (9) corresponds to drawing two subsets of size k from a
stream of size n. It is desirable to bound this with a quantity that corresponds to partitioning a
sample of size 2k to two subsets of size k. Essentially, this amounts to ignoring the elements out
of I ∪ J. Formally:

Lemma 8.3. Let f ′ : Xk × Xk → {0, 1}, let I and J be random subsets of [n] as defined above and let
I ′ ∼ Uni(2k, k). Then,

max
A∈Advn

Pr
I,J
[ f ′(x(A, I)I , x(A, I)J)] ≤ max

A′∈Adv2k

Pr
I ′
[ f ′(x(A′, I ′)I ′ , x(A′, I ′)[2k]\I ′) = 1]. (10)

Proof. Let A denote the maximizer on the left hand side of (10). Let U ⊆ [2n] be a set of size 2k,
and we will prove that

Pr
I,J
[ f ′(x(A, I)I , x(A, I)J) | I ∪ J = U] ≤ max

A′
Pr
I ′
[ f ′(x(A′, I ′)I ′ , x(A′, I ′)[2k]\I ′)]. (11)

The proof of Lemma 8.3 will then follow by taking an expectation over U.
The main idea to proving (11) is to match the subsets I ⊆ U with the subsets I′ ⊆ [2k]. One

can define an adversary AU ∈ Adv2k that simulates the behavior of A on U, hence matching
the probability that f ′ = 1. In particular, AU simulates the selections of A on the set U, while
skipping all the elements not in U. Formally, denote U = (i1, . . . , i2k) where i1 < i2 · · · < i2k and
UI′ = {ij : j ∈ I′}. Then AU is defined to satisfy x(AU , I′) := x(A, UI′)U . This implies that

x(AU , I′)I′ = x(A, UI′)UI′ ; x(AU , I′)[2k]\I′ = x(A, UI′)U[2k]\I′ .

Hence,
f ′(x(A, UI′)UI′ , x(A, UI′)U[2k]\I′ ) = f ′(x(AU , I′)I′ , x(AU , I′)[2k]\I′). (12)

Notice that the joint distribution of (UI ′ , U[n]\I ′) taken over I ′ ∼ Uni(2k, k), is the same as the
joint distribution of (I, J), conditioned on I ∪ J = U. In combination with (12), this implies that

Pr[ f ′(x(A, I)I , x(A, I)J) = 1 | I ∪ J = U] = Pr[ f ′(x(A, UI ′)UI′ , x(A, UI ′)U[2k]\I′ ) = 1]

= Pr[ f ′(x(AU , I ′)I ′ , x(AU , I ′)[2k]\I ′) = 1] ≤ max
A′

Pr[ f ′(x(A′, I ′)I ′ , x(A′, I ′)[2k]\I ′) = 1].

This proves (11), and concludes the proof.

The proof of Lemma 8.1 follow directly from Lemma 8.2 and Lemma 8.3.
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8.1 Proof of Lemma 6.2

We start with the following auxiliary probabilistic lemma:

Lemma 8.4. Let I ⊆ [n] of size |I| = k, let x and let t ≥ 0 be such that

max
E∈E

∣∣∣∣ |E ∩ xI |
k

− |E ∩ x|
n

∣∣∣∣ ≥ t. (13)

Let J be distributed uniformly over all subsets of [n] \ I of size k. Then, with probability at least 1/2,

max
E∈E

∣∣∣∣ |E ∩ xI |
k

− |E ∩ xJ |
k

∣∣∣∣ ≥ t− C/
√

k.

Proof. Let E0 be a maximizer of (13). We will assume that

|E0 ∩ x|
n

≥ |E0 ∩ xI |
k

. (14)

and the proof follows similarly in the other case. Applying Lemma 5.6 (item 1) with U = {i ∈
[n] \ I : xi ∈ E0}, n = n− k and I = J, we have that with probability at least 1/2 over J,

|E0 ∩ xJ |
k

=
|U ∩ J|

k
≥ |U|

n− k
− C
√

1/k =
|E0 ∩ x[n]\I |

n− k
− C
√

1/k ≥
|E0 ∩ x[n]|

n
− C
√

1/k,

where the last inequality follows from (14). In particular,

|E0 ∩ x J |
k

− |E0 ∩ xI |
k

≥ t− C/
√

k,

which concludes the proof.

Proof of Lemma 6.2. First, apply Lemma 8.1 with the function f (xI , x) that is the indicator of the
event

max
E∈E

∣∣∣∣ |E ∩ xI |
k

− |E ∩ x|
n

∣∣∣∣ ≥ t

and f ′(xI , x J) that is the indicator of

max
E∈E

∣∣∣∣ |E ∩ xI |
k

− |E ∩ x J |
k

∣∣∣∣ ≥ t− C0/
√

k,

where C0 > 0 corresponds to the constant C in Lemma 8.4. The condition in Lemma 8.1 is
satisfied from Lemma 8.4 and one derives that

max
A∈Advn

Pr
I
[AppA,I ≥ t] = max

A∈Advn
Pr
I
[ f (x(A, I)I , x(A, I)) = 1]

≤ 2 max
A′∈Adv2k

Pr[ f ′(x′(A′, I ′)I ′ , x′(A′, I ′)[2k]\I ′)]

= 2 max
A′∈Adv2k

Pr[DiscA′,I ′/k ≥ t− C0/
√

k].
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8.2 Proof of Lemma 7.2

We start with the following probabilistic lemma:

Lemma 8.5. Let ε ∈ (0, 1), k ≥ C/ε, x ∈ Xn and I ⊆ [n], |I| = k, be such that

∃E ∈ E , |x ∩ E| ≥ εn and xI ∩ E = ∅.

Let J be drawn uniformly from the subsets of [n] \ I of size k. Then, with probability at least 1/2,

∃E ∈ E , |xI∪J ∩ E| ≥ εk/2 and xI ∩ E = ∅.

Proof. Let E0 ∈ E be any set such that |x ∩ E0| ≥ εn and xI ∩ E0 = ∅. It suffices to show that with
probability at least 1/2, |xJ ∩ E0| ≥ εk/2. To prove this, apply Lemma 5.6 (item 2) with I = J,
U = {i ∈ [n] \ I : xi ∈ E0}, n = n − k and α = 1/2. Notice that |U| ≥ εn ≥ ε(n − k) and we
derive that

Pr
[
|xJ ∩ E0| <

εk
2

]
= Pr

[
|J ∩U|

k
<

ε

2

]
≤ Pr

[
|J ∩U|

k
≤ |U|

2(n− k)

]
≤ Pr

[∣∣∣∣ |J ∩U|
k
− |U|

n− k

∣∣∣∣ ≥ |U|
2(n− k)

]
≤ 2 exp

(
− k|U|/4

6(n− k)

)
≤ 2 exp

(
− kε/4

6

)
≤ 1/2,

where the last inequality follows from the assumption that k ≥ Cε for a sufficiently large C >
0.

Proof of Lemma 7.2. We will apply Lemma 8.1 with f (xI , x) being the indicator of

∃E ∈ E , |x ∩ E| ≥ εn and xI ∩ E = ∅

and f ′(xI , x J) the indicator of

∃E ∈ E , |xI∪J ∩ E| ≥ εk/2 and xI ∩ E = ∅.

The condition of Lemma 8.1 holds from Lemma 8.5 and the proof follows.

9 Covering Numbers

9.1 Overview

While studying online algorithms, it is natural to consider the following objects:

Definition 9.1 (Dynamic-Set.). A dynamic set is an online algorithm B which is defined on input
sequences x ∈ Xn. At each time-step t ≤ n, the algorithm decides whether to retain xt or to discard it.
The decision whether to retain/discard xt may depend on the elements x1, . . . , xt which were observed up
to time t. The trace of B with respect to an input sequence x is defined by

B(x) = {xt : xt was retained by B, t ≤ n}.

and is viewed either as a set or as an ordered set. Further, we say that |B| ≤ m if B cannot retain more
than m elements. We stress that the decision whether to retain/discard an item is not reversible: retained
(discarded) items can not be discarded (retained) in the future.
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Given a family E , we would like to cover it using dynamic sets, as defined below:

Definition 9.2. Let E be some family and let N denote some finite collection of dynamic sets. We say that
N is an ε-cover for E if for every input sequence x and every E ∈ E there exists B ∈ N such that

|(E ∩ {x})4B(x)| ≤ ε2n

where ∆ is the symmetric difference of sets. Further, define the covering number at scale ε, N(E , ε), as
the smallest cardinality of an ε-cover for E .

We can obtain bounds on the covering numbers at scale 0 for Littlestone families, via a known
argument:

Lemma 9.3 (Covering Littlestone Families with Few Dynamic Sets). Let E be a family of subsets of
X with Ldim(E) = d and let n ∈ N. Then, N(E , 0) ≤ ( n

≤d). Moreover, this is tight for n = d, where
N(E , 0) = 2d = ( n

≤d).

While covering numbers at scale 0 can be used to derive bounds for ε-approximation and
ε-nets for the Bernoulli sampler Ber(n, p) with p constant, these bounds are sub-optimal for
epsilon-approximations. Improved bounds can be obtained by computing covering numbers at
scale ε > 0. While we do not know how derive better than ( n

≤d) even for scales ε > 0, it is possible
to obtain improved bounds on fractional covering numbers, which is a notion that we define below
and can replace the covering numbers:

Definition 9.4. Let µ denote a probability measure over dynamic sets. We say that µ is an (ε, γ)-
fractional cover for E if for every sequence x and every E ∈ E ,

µ
({

B : |(E ∩ {x})4B(x)| ≤ ε2n
})
≥ 1/γ.

Define the fractional covering number at scale ε, N′(E , ε), as the minimal value of γ such that there
exists an (ε, γ) fractional cover for E .

Notice that N′(E , ε) ≤ N(E , ε): if C is an ε-cover, then N′(E , ε) ≤ |C|, by taking µ to be the
uniform distribution over C.

We can obtain the following bound on the fractional covering numbers for Littlestone classes:

Lemma 9.5. It holds that N′(E , ε) ≤ (C/ε)2d, for some universal C > 0.

Next, we apply bounds on covering numbers for epsilon approximation and epsilon nets:

9.1.1 Epsilon Approximation and Sequential Rademacher

The following bound can be derived based on 0-nets:

Lemma 9.6. LetA ∈ Adv2k, I ∼ Ber(2k, 1/2), δ ∈ (0, 1/2) and let E be any family over some universe.
Then, with probability 1− δ,

DiscA,I(E) ≤ C
√

k(log N(E , 0) + log 1/δ).
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The proof is via a simple union bound. In combination with the bound on the 0-cover of
Littlestone classes (Lemma 9.3), this derives that with probability 1− δ,

DiscA,I ≤
√

k(d log k + log(1/δ)),

which implies a sample complexity of

O
(

d log(1/ε) + log(1/δ)

ε2

)
.

To derive sharper bounds, one can use covering numbers at scales ε > 0. Since we only have
fractional covering numbers for Littlestone classes, we present the following lemma that derives
a bound based on them:

Lemma 9.7. Let A ∈ Adv2k, I ∼ Ber(2k, 1/2), δ ∈ (0, 1/2) and let E be some family. Then, with
probability 1− δ,

DiscA,I(E) ≤ C
√

k
(∫ 1

0

√
log N′(E , ε)dε +

√
log 1/δ

)
.

This has the same form as the celebrated Dudley’s integral but here we extend it to fractional
covering numbers.

Using Lemma 9.5 and Lemma 9.7, Lemma 6.4 immediately follows. Indeed,

DiscA,I√
k
≤ C

(∫ 1

0

√
log N′(E , ε)dε +

√
log 1/δ

)
≤ C

(∫ 1

0

√
d log 1/εdε +

√
log 1/δ

)
≤ C

(√
d +

√
log 1/δ

)
.

9.1.2 Epsilon Nets

We have the following statement:

Lemma 9.8. Let E be any family, A ∈ Adv2k, I ∼ Ber(2k, p) and let m ∈ [2k]. Then,

Pr
I

[
Net2k

A,I,m,mp/2 = 1
]
≤ N(E , 0) exp(−cmp).

Lemma 7.4 follows directly by applying the bound on the covering numbers at scale 0 for
Littlestone classes, presented in Lemma 9.3.

9.1.3 Organization

Section 9.2 contains the proofs of Lemma 9.3 and Lemma 9.5 on the covering numbers for
Littlestone classes; Section 9.3 contains the proofs of Lemma 9.6 and Lemma 9.7 on proving
ε-approximations via covering numbers; and Section 9.4 contains the proof of Lemma 9.8 on
proving ε-nets via covering numbers.
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9.2 Covering for Littlestone Classes

Section 9.2.1 contains the proof of Lemma 9.3 on the covering numbers at scale 0, that is based
on a known arguments; and Section 9.2.2 contains the proof of Lemma 9.5, that builds on the
machinery presented in Section 9.2.1.

9.2.1 Proof of Lemma 9.3

Before we prove Lemma 9.3, let us make a couple of comparisons to related literature.

Remark 9.9. It is fair to note that the proof of this proposition exploits standard and basic ideas from the
online learning literature. In particular, the constructed dynamic-sets hinge on variants of the Standard
Optimal Algorithm by [Lit88], and utilize its property of being a mistake-driven algorithm6. However,
for the benefit of readers who are less familiar with this literature, we provide here a self-contained proof
and modify some of the terminology/notation from the language of online learning to the language of
ε-nets/approximations.

Remark 9.10. This comment concerns a connection with the celebrated Sauer-Shelah-Perles (SSP) Lemma
[Sau72]. Note that the SSP Lemma is equivalent to a variant of Lemma 9.3 in which two quantifiers are
flipped. Indeed, the SSP Lemma asserts that for every x1, . . . , xn there are at most ( n

≤d) sets that realize
all possible intersection patterns of the sets in E with {x1, . . . , xn}. That is, if one allows the sets Bi to be
chosen after seeing the entire input-sequence x1, . . . , xn then the conclusion in Lemma 9.3 extends to VC
classes (which can have an unbounded Littlestone dimension, as witnessed by the class of thresholds).

Proof of Lemma 9.3. We begin with the upper bound. The definition of the dynamic sets Bi ex-
ploits the following property of Littlestone families. Let E be a family with Ldim(E) < ∞, let
x ∈ X, and consider the two “half-families”

E 63x = {E ∈ E : x /∈ E}, E3x = {E ∈ E : x ∈ E}.

The crucial observation is that if E 6= ∅ then for every x ∈ X:

Ldim(E 63x) < Ldim(E) or Ldim(E3x) < Ldim(E). (15)

Indeed, otherwise we have Ldim(E 63x) = Ldim(E3x) = Ldim(E) =: d which implies that E shatters
the following tree of depth d + 1: the root is labelled with x, and the left and right subtrees of
the root are trees which witness that the dimensions of E 63x and E3x equal d. However, since
Ldim(E) = d, this is not possible.

Littlestone Majority Vote. Equation (15) allows to define a notion of majority-vote of a (possibly
infinite) family E with a finite Littlestone dimension. The intuition is that if x is such that
Ldim(E3x) = d then by Equation (15) it must be that Ldim(E 63x) < d and therefore Ldim(E3x) >
Ldim(E 63x) which we interpret as if x is contained in a “majority” of the sets in E . Similarly,
Ldim(E 63x) = d is interpreted as if most sets in E do not contain x. This motivates the following
definition

Lmaj(E) = {x : Ldim(E3x) = d}, (16)

6A mistake-driven algorithm updates its internal state only when it makes mistakes.
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with the convention that Lmaj(∅) = ∅. Observe that Lmaj(E) shares the following property with
the standard majority-vote over finite families: let x ∈ X and assume E 6= ∅. Then,(

(∀E ∈ E) : x ∈ E
)

=⇒ x ∈ Lmaj(E) and
(
(∀E ∈ E) : x /∈ E

)
=⇒ x /∈ Lmaj(E). (17)

That is, if the sets in E agree on x unanimously, then Lmaj(E) agrees with them on x. We
comment that this definition is the basis of the Standard Online Algorithm which witnesses the
online-learnability of Littlestone classes in the mistake-bound model [Lit88].

We are now ready to define the required family of ( n
≤d) dynamic sets. Each dynamic set BI

is indexed by a subset I ⊆ [n] of size |I| ≤ d. (Hence there are ( n
≤d) dynamic sets.) Below is the

pseudo-code of BI for I ⊆ [n].

The Dynamic Set BI

Let E be a family with Ldim(E) = d, and let I ⊆ [n].
Let x1, . . . , xn denote the (adversarially-produced) input sequence.

1. Initialize E I
0 = E .

2. For t = 1, . . . , n:

(a) If t /∈ I then set E I
t = E I

t−1.

(b) Else, set

E I
t =

{
(E I

t−1) 63xt xt ∈ Lmaj(E I
t−1),

(E I
t−1)3xt xt /∈ Lmaj(E I

t−1).

(c) Retain xt if and only if xt ∈ Lmaj(E I
t ).

Observe the following useful facts regarding BI :

1. The sequence of families {E I
t }n

t=0 is a chain: E I
0 ⊇ E I

1 ⊇ . . . ⊇ E I
n.

2. A strict containment E I
t−1 ) E I

t occurs only if t ∈ I.

3. Whenever a strict containment E I
t−1 ) E I

t occurs then also Ldim(E I
t−1) > Ldim(E I

t ). (By
Equations (15) and (16).)

To complete the proof it remains to show that for every x and every E ∈ E there exists I ⊆ [n],
with |I| ≤ d such that

(∀t ≤ n) : xt ∈ E ⇐⇒ xt ∈ BI(x). (18)

We construct the set I = I(E) in a parallel fashion to the above process:
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The Index Set I = I(E)

Let E ∈ E and let x1, . . . , xn denote the input sequence.

1. Initialize EE
0 = E and I = ∅.

2. For t = 1, . . . , n:

(a) If E and Lmaj(EE
t−1) agree on xt (i.e. xt ∈ E ⇐⇒ xt ∈ Lmaj(EE

t−1)) then set EE
t = EE

t−1.

(b) Else, add t to I and set

EE
t =

{
(EE

t−1) 63xt xt ∈ Lmaj(EE
t−1) ∧ xt /∈ E,

(EE
t−1)3xt xt /∈ Lmaj(EE

t−1) ∧ xt ∈ E.

3. Output I = I(E).

Note that by construction, EE
t = E I

t for every t ≤ n, and E ∈ EE
t for all t. We need to show that

the constructed set I satisfies Equation (18) and that |I| ≤ d. For the first part, note that for every
t ≤ n :

xt ∈ BI(x) ⇐⇒ xt ∈ Lmaj(E I
t ) (by definition of BI)

⇐⇒ xt ∈ Lmaj(EE
t ) (since EE

t = E I
t )

⇐⇒ xt ∈ E, (see below)

where the last step follows because all the sets E′ ∈ EE
t agree with E on xt. Thus, by7 Equation

(17) also Lmaj(EE
t ) agrees with E on xt, which amounts to the last step.

To see that |I| ≤ d, consider the chain

EE
0 ⊇ EE

1 ⊇ . . . ⊇ EE
n .

Note that strict containments EE
t−1 ) EE

t occurs only if t ∈ I, and that whenever such a strict
containment occurs, we have Ldim(EE

t−1) > Ldim(EE
t ). Therefore, since Ldim(EE

0 ) = d and
Ldim(EE

n ) ≥ 0, it follows that |I| ≤ d as required.

It remains to prove the lower bound. Let D = {Bi : 1 ≤ i < 2d} be a family of less than
2d dynamic sets. Pick a tree T of depth d which is shattered by E and define an adversarial
sequence x1, . . . , xd as follows:

7Note that EE
t 6= ∅ because E ∈ EE

t .
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The Adversarial Sequence x1, . . . , xd

1. Set T1 = T , D1 = D, E1 = E , and i = 1.

2. For i = 1, . . . , d

(i) Set xi to be the item labelling the root of Ti.

(ii) If less than half of the dynamic sets Bj ∈ Di retain xi then continue the next iteration
with Ti+1 being the right subtree of Ti (which corresponds to the sets containing xi),
and with Ei+1 = {E ∈ Ei : x ∈ E} and Di+1 = {Bj ∈ Di : xi ∈ Bj}.

(iii) Else, continue to the next iteration with Ti+1 being the left subtree of Ti, and with
Ei+1 = {E ∈ Ei : x /∈ E} and Di+1 = {Bj ∈ Di : xi /∈ Bj}.

Note that Ei contains all the sets in E that are consistent8 with the path corresponding to
x1, . . . , xi−1, and similarly Di contains all dynamic sets in D which are consistent with that path.
Thus, since |D1| = |D| < 2d, it follows by construction that |Di| < 2i for every i < d, and in
particular that Dd = ∅ at the end of the process. Thus, the set E ∈ E which is consistent with
the path corresponding to x1, . . . , xd satisfies E ∩ {x1, . . . xd} 6= Bi(x1, . . . xd) for every i < 2d, as
required.

9.2.2 Proof of Lemma 9.5

For convenience, let us bound N′(E ,
√

ε) ≤ (C/ε)d. We start by defining the fractional cover B
and then prove its validity. Let p = 3d/(εn) for a sufficiently large universal constant C0, and
B ∼ B is sampled as follows:

1. Select a random subset I ′ ⊆ [n], where each i ∈ [n] is selected independently with proba-
bility p.

2. Select a subset I ⊆ I ′ of size |I| ≤ d, uniformly at random from the set of all (|I
′|
≤d) subsets.

3. Output B = BI .

To prove that B is an (ε, (C/ε)d)-fractional cover, fix some E ∈ E and sequence x. From
the proof of Lemma 9.3, for any I′, there exists I∗ = I∗(I′) ⊆ I′ of size |I∗| ≤ d such that
(BI∗(x))I′ = E ∩ xI′ . Denote I∗ = I∗(I ′) where I ′ is distributed as above.

We will bound for below the probability that I∗ satisfies

|BI∗(x)4(E ∩ x)| ≤ εn.

Further, we will bound from below the probability that I = I∗. Combining this two bounds, this
will give a lower bound on the probability that

|BI(x)4(E ∩ x)| ≤ εn,

8Bj is consistent with the path corresponding to x1, . . . , xd means that Bj(x1, . . . , xn) contains xi if and only if xi+1
labels the right child of the node labelled xi.
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that suffices to complete the proof.
To begin with the first step, notice that

|BI∗(x)4(E ∩ x)| = |{t ∈ [n] : xt ∈ Lmaj(E I∗
t )4E}|. (19)

To analyze the right hand side of the above quantity, place each time t ∈ [n] in one of four
categories:

1. xt ∈ Lmaj(E I∗
t−1)4E and t ∈ I ′.

2. xt ∈ Lmaj(E I∗
t−1)4E and t /∈ I ′.

3. xt /∈ Lmaj(E I∗
t−1)4E and t /∈ I ′

4. xt /∈ Lmaj(E I∗
t−1)4E and t ∈ I ′.

Notice that the above properties apply:

• It holds that Lmaj(E I∗
t ) 6= Lmaj(E I∗

t−1) if and only if t is in category (1).

– For t in category (1) it holds that t ∈ I ′ which implies that xt /∈ Lmaj(E I∗
t )4E, since

BI∗ is defined to agree with E on all t ∈ I ′. While any t in category (1) satisfies
xt ∈ Lmaj(E I∗

t−1)4E, this implies that Lmaj(E I∗
t ) 6= Lmaj(E I∗

t−1).

– For t in categories (2) and (3) it holds that t /∈ I ′. Since I∗ ⊆ I ′, then t /∈ I∗. By
definition of BI∗ it holds that Lmaj(E I∗

t ) = Lmaj(E I∗
t−1) whenever t /∈ I∗.

– For t in category (4), it holds that xt /∈ Lmaj(E I∗
t−1)4E. Since BI∗ agrees with E on I ′

and since t ∈ I ′, it holds that BI∗ agrees with E on xt, namely, xt /∈ Lmaj(E I∗
t )4E. This

implies that xt /∈ Lmaj(E I∗
t−1)4Lmaj(E I∗

t ). By definition of the dynamic set BI∗ it holds
that Lmaj(E I∗

t−1) = Lmaj(E I∗
t ) if and only if xt /∈ Lmaj(E I∗

t−1)4Lmaj(E I∗
t ). In particular,

Lmaj(E I∗
t−1) = Lmaj(E I∗

t ) as required.

• It holds that xt ∈ Lmaj(E I∗
t )4E if and only if t is in category (2):

– For categories (1) and (4) it holds that t ∈ I ′. By definition of I∗, BI∗ and E agree for
any xt for t ∈ I ′. This implies that xt /∈ Lmaj(E I∗

t )4E.

– For categories (2) and (3), it holds that t /∈ I ′ hence t /∈ I∗ which implies by def-
inition of BI∗ that Lmaj(E I∗

t ) = Lmaj(E I∗
t−1). Since for category (2) we have xt ∈

Lmaj(E I∗
t−1)4E, we further have xt ∈ Lmaj(E I∗

t )4E. Similarly, in category (3) we have
xt /∈ Lmaj(E I∗

t−1)4E hence xt /∈ Lmaj(E I∗
t )4E.

Let H (hit) denote the set of all indices t that correspond to case (1) and M (miss) denote the
set of indices in case (2). We view H and M as random variables that are functions of the random
variable I ′ (where x and E are fixed). Since only the elements in t ∈ M satisfy xt ∈ Lmaj(E I∗

t )4E,
the goal is to upper bound |M|. In fact, we will upper bound its expected value and then use
Markov’s inequality to derive tail bounds.

Before bounding E[|M|], notice that |H| ≤ d. This holds due to the fact that, as described
above, for each t ∈ H, Lmaj(E I∗

t ) 6= Lmaj(E I∗
t−1). And this can happen at most d times, since

Ldim(Lmaj(E I∗
t )) < Ldim(Lmaj(E I∗

t−1)) for any such t, as described in the proof of Lemma 9.3.
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We proceed with proving that E|M| ≤ d/p. Denote H = {t1, . . . , t|H|} let t0 = 0, and let yj
denote the number of elements of M between t j−1 and t j: yj = |M ∩ {t j−1 + 1, tt−1 + 2, . . . , t j −
1}|. Note that |M| = ∑d

j=1 yj.
We claim that E[yj] ≤ 1/p. Define

U j := {t : t > t j−1, xj ∈ Lmaj(E I∗
t j−1

)4E}; U−j = U j ∩ [t− 1].

Notice that for any t that satisfies t j−1 < t < t j it holds that Lmaj(E I∗
t j−1

) = Lmaj(E I∗
t ), since, as

stated above, Lmaj(E I∗
t ) only changes at iterations t ∈ H. This will imply the following:

M ∩ {t j−1 + 1, . . . , t j − 1} = U−j . (20)

For the first direction of (20), any t ∈ U−j satisfies t /∈ H by definition, and further it satisfies

xt ∈ Lmaj(E I∗
t j−1

)4E = Lmaj(E I∗
t )4E which implies that it is in M ∪ H. However, it cannot be

in H since H = {t1, . . . , t|H|}. Further, it satisfies t j−1 < t < t j by definition. For the second
direction, any t in the left hand side satisfies xt ∈ Lmaj(E I∗

t )4E = Lmaj(E I∗
t j−1

)4E which implies
that it is in U j. We derive (20) which implies that yj = |U

−
j |.

To estimate |U−j |, notice that the first element of U j that is also in I ′ is t j. This follows from

the fact that Lmaj(E I∗
t ) changes only once an element of H is observed. Further, conditioned

on t j−1 and I ′ ∩ [t j−1], the set U j is fixed, and conditionally, since any element of U j is in I ′

with probability p, the expected number of elements in U j that are encountered before the first
element of I ′ is bounded by 1/p. This quantity is exactly E[yj] = |U

−
j | ≤ 1/p, and we derive

that E[|M|] ≤ d/p. From Markov’s inequality, Pr[|M| ≤ 3d/p] ≥ 2/3.
We have proved that with probability 2/3, |M| ≤ 3d/p. This, from (19) and from the defini-

tions of M and p, implies that with probability 2/3, |BI∗(x)4(E ∩ x)| ≤ 3d/p ≤ εn. Further, we
want to lower bound the probability that I = I∗. Notice that Pr[I = I∗ | I ′] = 1/(|I

′|
≤d), hence it is

desirable to show that |I ′| is small with high probability. Indeed, since E|I ′| = np, by Markov’s
inequality, Pr[|I ′| ≤ 3np] ≥ 2/3. By a union bound,

Pr[|I ′| ≤ 3np, |BI∗(x)4(E ∩ x)| ≤ εn] ≥ 1/3.

We conclude that

Pr [|BI(x)4(E ∩ x)| ≤ εn] ≥ Pr
[
|I ′| ≤ 3np, |BI∗4(E ∩ x)| ≤ εn, I = I∗

]
= Pr

[
|I ′| ≤ 3np, |BI∗4(E ∩ x)| ≤ εn

]
Pr
[
I = I∗ | |I ′| ≤ 3np, |BI∗4(E ∩ x)|

]
≥ 1

3
·
(

3np
≤ d

)−1

=
1
3
·
(

9d/ε

≤ d

)−1

≥
(

C
ε

)−d

,

using the fact that I∗ is a function of I ′, and conditioned on any value of I ′, the probability that

I = I∗ is (|I
′|
≤d)
−1

; and further, that (n
k) ≤ (Cn/k)k for a universal C > 0.
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9.3 Deriving Bounds on ε-Approximation via Fractional Covering Numbers

In this section we prove the concentration results based on covering numbers, starting with re-
sults based on deterministic 0-covers and moving to fractional ε-covers. The following definition
will be useful: for any E ∈ E define YE = |E ∩ xI | − |E ∩ x[2k]\I |. Similarly, for any B, define
YB = |B∩ xI | − |B∩ x[2k]\I |. Notice that

DiscA,I = max
E∈E
|YE|.

9.3.1 Basic Lemmas for Deterministic Covers and Proof of Lemma 9.6

We start with concentration of a single dynamic set:

Lemma 9.11. Let B be a dynamic set with |B| ≤ m. Let I ∼ Ber(n, 1/2). Then, for any t ≥ 0,

Pr [|YB| ≥ t] ≤ 2 exp(−t2/(2m)).

Consequently, for any δ ∈ (0, 1/2), with probability 1− δ it holds that

|YB| ≤ C
√

m log(1/δ).

For the proof of Lemma 9.11, we need the following Martingale lemma (notice that an
overview on Martingales is given in Section A.1)

Lemma 9.12 ([dlPn99], Theorem 6.1). Let y0, . . . , yn be a Martingale adapted to the filtration F0, . . . , Fn,
such that ∑n

i=1 |yi − yi−1|2 ≤ s holds almost surely for some s > 0. Assume that for all i ∈ [n], condi-
tioned on Fi−1, yi − yi−1 is a symmetric random variable (namely, it has the same conditional distribution
as yi−1 − yi). Then, for any t > 0,

Pr [|yn − y0| ≥ t] ≤ 2 exp(−t2/(2s)).

Proof of Lemma 9.11. This follows directly from Lemma 9.12. Indeed, we apply this lemma with
yi = |B∩ I ∩ [i]| − |B∩ ([n] \ I) ∩ [i]| and s = m.

We are ready to prove Lemma 9.6.

Proof of Lemma 9.6. Notice that it suffices to prove that for any t ≥ 0,

Pr[DiscA,I > t] ≤ 2N(E , 0) exp(−t2/(4k)).

Let N be a minimal 0-net for E . Applying Lemma 9.11 with m = 2k, for any B ∈ N ,

Pr[|YE| > t] ≤ 2 exp(−t2/4k)

Applying a union bound over B ∈ N ,

Pr[DiscA,I > t] = Pr[max
E∈E
|YE| > t] ≤ Pr[max

B∈N
|YB| > t] ≤ 2N(E , 0) exp(−t2/(4k)).
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9.3.2 Basic Lemmas for Fractional Covers

To give intuition about fractional covers, we prove a variant of Lemma 9.6. First, we start with
an auxiliary lemma the replaces the union bound:

Lemma 9.13. Let {yj}j∈J denote random variables over {0, 1} where J is some index set, and assume that
for any j ∈ J, Pr[yj = 1] ≤ p, for some p > 0. Let µ denote some probability measure over J and let
α > 0. Then,

Pr
{yj} : j∈J

[
µ({j : yj = 1}) ≥ α

]
≤ p/α.

Proof. Notice that by linearity of expectation,

E[µ({j : yj = 1})] = E

∫
yjdµ =

∫
E[yj]dµ ≤

∫
pdµ = p.

The proof follows by Markov’s inequality.

The following lemma applies Lemma 9.13 specifically for distributions over dynamic sets.

Lemma 9.14. Let µ be a probability measure over dynamic sets with |B| ≤ m for all B in the support of
µ. Then, for any δ′ > 0, with probability at least 1− δ′ over I ∼ Ber(n, 1/2) it holds that

µ

({
B : |YB| ≤ C

√
m log(1/(δ′α))

})
≥ 1− α.

Proof. Apply Lemma 9.13 with yB being the indicator that |YB| ≤ C
√

m log(1/(δ′α)) and p = αδ′.
If C is a sufficiently large constant, it follows from Lemma 9.11 that Pr[yB = 1] ≤ αδ′ and
Lemma 9.13 can be applied to derive the desired result.

Using Lemma 9.14, one can derive bounds for epsilon approximation based on fractional
covering numbers at scale 0:

Lemma 9.15. Let A ∈ Advn, I ∼ Bin(n, 1/2) and δ > 0. Then, with probability 1− δ,

DiscA,I ≤ C
√

n (log N′(E , 0) + log(1/δ)).

Proof. Let µ be a (0, N′(E , 0))-fractional cover for E . We apply Lemma 9.14 with m = n, α =
1/(2N′(E , 0)), δ′ = δ and µ = µ to get that with probability 1− δ,

µ

(
B : |YB| ≤ C

√
n(log N′(E , 0) + log(1/δ))

)
≥ 1

2N′(E , 0)
.

Whenever this holds, for every E ∈ E there exists B ∈ E that E ∩ x = B(x) which implies that
YB = YE. Hence,

DiscA,I = max
E∈E
|YE| ≤ max

B∈N
|YB| ≤ C

√
n(log N′(E , 0) + log(1/δ)).
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9.3.3 Chaining for Non-Fractional Covers

The proof of Lemma 9.7 follows the technique of chaining. Before presenting the proof for
fractional covers, we start by presenting an outline of the proof for non-fractional covers, while
obtaining a similar bound with N(E , ε) instead of N′(E , ε). The proof follows from standard
techniques. Some technicalities are ignored for the sake of presentation.

Let 1 = ε0 > ε1 > · · · be a non-increasing sequence of values with limi→∞ εi = 0. We take
nets N0,N1, . . . , where each Ni is an εi net for E . Each E ∈ E we approximate using elements
from the different nets: for any E ∈ E , i ≥ 0 and x ∈ Xn, let BE,i,x denote an arbitrarily chosen
dynamic set B ∈ Ni that satisfies |BE,i,x(x)4(E ∩ x)| ≤ ε2

i n. Further, define the random variable
over dynamic sets BE,i = BE,i,x and notice that |BE,i(x)4(E ∩ x)| ≤ ε2

i n. Since εi → 0, we have
Y BE,i → YE, hence,

|YE| =
∣∣∣∣∣Y BE,0 +

∞

∑
i=1

(Y BE,i − Y BE,i−1)

∣∣∣∣∣ ≤ ∣∣Y BE,0

∣∣+ ∞

∑
i=1

∣∣Y BE,i − Y BE,i−1

∣∣ . (21)

The hope is for the sum in the right hand side of Equation (21) to converge. Indeed, notice that

|BE,i4BE,i−1| ≤ |BE,i4E|+ |E4BE,i−1| ≤ (ε2
i + ε2

i−1)n ≤ 2ε2
i−1n, (22)

hence, as i increases, the differences
∣∣Y BE,i − Y BE,i−1

∣∣ tend to decrease. Taking a maximum over
E ∈ E in (21), we have

max
E∈E
|YE| ≤ max

E∈E

∣∣Y BE,0

∣∣+ ∞

∑
i=1

max
E∈E

∣∣Y BE,i − Y BE,i−1

∣∣ . (23)

We show how to bound the summand corresponding to any i ≥ 1 while term maxE∈E
∣∣Y BE,0

∣∣ can
be similarly bounded. Since Y BE,i ∈ Ni and Y BE,i−1 ∈ Ni−1, there can be at most |Ni−1||Ni| =
N(E , εi−1)N(E , εi) distinct differences Y BE,i − Y BE,i−1 . Intuitively, as i increases, the maximum is
taken over more elements, however, the individual differences are smaller, and the hope is that
the sum in Equation (23) would converge.

Using Equation (22), we can apply Lemma 9.11 with m = 2ε2
i−1n to obtain that each distance

Y BE,i − Y BE,i−1 is bounded by Cεi
√

n log(1/δ′) with probability 1 − δ′. Taking δ′ smaller than
1/N(E , εi−1)N(E , εi) and applying a union bound over at most N(E , εi−1)N(E , εi) elements, we
derive that with high probability,

max
E∈E

∣∣Y BE,i − Y BE,i−1

∣∣ ≤ O
(

εi−1

√
n log N(E , εi)

)
. (24)

We further take a union bound over i ≥ 0 and derive by (23) and (24) that w.h.p,

max
E∈E
|YE| ≤ O

(
√

n
∞

∑
i=1

εi−1

√
log N(E , εi)

)
.

A standard choice for εi is εi = 2−i, and this yields

max
E∈E
|YE| ≤ O

(
√

n
∞

∑
i=1

2−i
√

log N(E , 2−i)

)
≤ O

(√
n
∫ 1

ε=0

√
log N(E , ε)

)
, (25)

where the last inequality is by approximating the sum with an integral. This, in fact, is the
celebrated Dudley’s integral.
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Remark 9.16. The choice of εi = 2−i can generally only yield bounds on E maxE∈E |YE|, rather than
high probability bounds. It is common in literature to obtain high probability bounds by first bounding the
expectation E maxE∈E |YE| and then showing that this maximum concentrates around its expectation, via
McDiarmid-like inequalities. However, such concentration inequalities cannot be applied in the adversarial
setting. Hence we use instead a different well-studied choice of εi that directly gives high probability
bounds.

9.3.4 Proof of Lemma 9.7

The proof is by the standard technique of chaining, with adaptations to handle fractional cov-
ering numbers. Our goal is to bound maxE∈E YE. The main ideas is to create finer and finer
approximations for E using fractional epsilon nets. Formally, let εj denote the minimal value of
ε such that N′(E , εj) ≤ 22j

. We will derive the following bound: with probability 1− δ,

max
E∈E
|YE| ≤ C

√
n

(√
log(1/δ) +

∞

∑
j=0

εj

√
log N′(E , εj)

)
≤ C
√

n

(√
log(1/δ) +

∞

∑
j=0

εj2j/2

)
. (26)

This series in the right hand side is known to be equal, up to constant factors, to the following
integral, which is known as Dudley’s integral. We include the proof for completeness.

Lemma 9.17.
∞

∑
j=0

εj2j/2 ≤
√

2√
2− 1

∫ 1

0

√
log N′(E , ε)dε.

Proof. Notice that

∞

∑
j=0

εj2j/2 ≤
∞

∑
j=0

∞

∑
i=j

(εi − εi+1)2j/2 =
∞

∑
i=0

∑
j≤i

(εi − εi+1)2j/2

=
∞

∑
i=0

(εi − εi+1)

√
2

i+1 − 1√
2− 1

≤
√

2√
2− 1

∞

∑
i=0

(εi − εi+1)2i/2.

Further, by definition of εi we have that for any ε < εi, N′(E , ε) > 22i
, hence√

log N′(E , ε) > 2i/2.

This implies that

∞

∑
i=0

(εi − εi+1)2i/2 ≤
∞

∑
i=0

∫ εi

εi+1

√
log N′(E , ε) ≤

∫ 1

0

√
log N′(E , ε).

We start with some definitions; for any dynamic sets B and B′ and E ∈ E :

• Let B \ B′ be defined by (B \ B′)(x1, . . . , xn) = B(x1, . . . , xn) \ B′(x1, . . . , xn). Notice that
B \B′, as defined, is a dynamic set.
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• Define B≤m as the dynamic sets that simulates B up to the point where B has m elements,
and then it stops adding elements.

• Let x = x(A, I) denote the stream that is output by the adversary A in interaction with the
sampler that samples the coordinates from I.

Let µj be a probability measure over dynamic sets that is a fractional (εj, N′(E , εj))-cover for E .
We will approximate each E ∈ E using dynamic sets πE,0, πE,1, πE,2, . . . , where πE,j ∈ support(µj)
is an ε-approximation for E, namely,

|(E ∩ x)4πE,j(x)| ≤ ε2n,

Notice that by definition of (fractional) covers, πE,j may depend on the stream x, which is a
random variable, hence πE,j is also a random variable. The following lemma shows that for a
sufficiently large j, πE,j(x) equals E ∩ x.

Lemma 9.18. Assume that N′(E , ε) < ∞ for all ε > 0. Then there exists j1 > 0 such that for all E ∈ E
and all j ≥ j1, E ∩ x = πE,j(x) holds with probability 1 over x. Consequently, YE = YπE,j for all j ≥ j1.

Proof. The assumption of the lemma implies that for some j, εj < n−1/2 and let j1 be the minimal
such value. By definition of πE,j we have that for all j ≥ j1, |(E ∩ x)4πE,j(x)| < 1, hence
E ∩ x = πE,j(x) as required.

We can assume that N′(E , ε) < ∞ for all ε > 0 otherwise Dudley’s integral (appearing in
Lemma 9.7) would diverge. Hence, by Lemma 9.18, for any j0 ≥ 0,

|YE| :=

∣∣∣∣∣YπE,j0
+

∞

∑
j=j0

(
YπE,j+1 − YπE,j

)∣∣∣∣∣ ≤ ∣∣∣YπE,j0

∣∣∣+ ∞

∑
j=j0

∣∣∣YπE,j+1 − YπE,j

∣∣∣ (27)

=
∣∣∣YπE,j0

∣∣∣+ ∞

∑
j=j0

∣∣∣YπE,j+1\πE,j
− YπE,j\πE,j+1

∣∣∣ ≤ ∣∣∣YπE,j0

∣∣∣+ ∞

∑
j=j0

∣∣∣YπE,j+1\πE,j

∣∣∣+ ∞

∑
j=j0

∣∣∣YπE,j\πE,j+1

∣∣∣ . (28)

We bound the supremum over E ∈ E by taking the supremum over each term separately:

sup
E∈E
|YE| ≤ sup

E∈E

∣∣∣YπE,j0

∣∣∣+ ∞

∑
j=j0

sup
E∈E

∣∣∣YπE,j+1\πE,j

∣∣∣+ ∞

∑
j=j0

sup
E∈E

∣∣∣YπE,j\πE,j+1

∣∣∣ . (29)

Each supremum will be bounded using the generalized union bound Lemma 9.13.
Next, we define measures over differences of dynamic sets, that will be used to bound the

right hand side of (29). For any j ≥ 1 we let µj,0 denote a probability measure over dynamic
sets such that B ∼ µj,0 is drawn by first drawing Bj ∼ µj and Bj+1 ∼ µj+1 and then outputting
B = (Bj \Bj+1)≤2ε2

j
. Similarly, let µj,1 denote the measure that outputs (Bj+1 \Bj)≤2ε2

j n. By the
generalized union bound, we have the following:

Lemma 9.19. Let j0 = dlog2 log2(1/δ)e. With probability at least 1− δ, the following holds:

• It holds that

µj0

({
B ∈ support(µj0) : |YB| > C0

√
log(1/δ)

√
n
})
≤ 1

3 · 22j0
.
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• For all j ≥ j0 and all b ∈ {0, 1},

µj,b

({
B ∈ support(µj,b) : |YB| > C0εj2j/2√n

})
≤ 1

18 · 22j · 22j+1 .

Proof. The proof follows directly from Lemma 9.14. First, we show that the first item holds with
probability 1− δ/2: it follows by substituting in Lemma 9.14 the values m = n, δ′ = δ/2 and
α = 1

3·22j0
, and notice that

log2(1/α) = log2 3 + 2j0 ≤ C · log(1/δ),

by definition of j0.
For the second item, we show that the term corresponding to a specific j ≥ j0 and b ∈ {0, 1}

holds with probability 1− 2−j−3δ. Indeed, we can substitute m = 2ε2
j n, δ′ = 2−j−3δ and α =

1
18·22j ·22j+1 , and notice that

log2
1
δ′

= log2
1
δ
+ j + 3 ≤ C · 2j,

since j ≥ j0 and by definition of j0. Further,

log2
1
α
= log2 18 + 2j+2 ≤ C · 2j.

By a union bound, the failure probability is bounded by

δ/2 + 2 ·
∞

∑
j=j0

2−j−3δ ≤ δ/2 + 2−j0−1δ ≤ δ/2 + δ/2 = δ.

For the remainder of the proof, we fix some stream x such that the condition in Lemma 9.19
holds when x = x. This fixes values {YE}E∈E and {YB}B dynamic set such that YE = YE and
YB = YB for all E and B. We will show that for any E ∈ E

|YE| ≤ C
√

n log(1/δ) + C
∞

∑
j=0

2j/2εj
√

n,

which suffices to complete the proof from Lemma 9.17. Fix E ∈ E ; we show how to define πE,j.
First, for any j ≥ j0, let Aj denote the set of elements B ∈ support(µj) such that |(E∩ x)4B(x)| ≤
ε2

j n. By the property of the fractional cover µj, we know that

µj(Aj) ≥ 1/22j
. (30)

The set Aj contains the candidates for πE,j. Notice that in order to bound (29), we would like
to bound YπE,j\πE,j−1

and YπE,j−1\πE,j
. For this purpose, we now define for any j ≥ j0 the function

R : support(µj)× support(µj+1)→ {0, 1}, that indicates which pairs of elements Bj, Bj+1 are not
suitable to be defined as πE,j and πE,j+1:

R(Bj, Bj+1) =

{
1 max

(
|YBj\Bj+1

|, |YBj+1\Bj
|
)
> C0εj2j/2√n, Bj ∈ Aj, Bj+1 ∈ Aj+1

0 otherwise
,
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where C0 is the constant from Lemma 9.19. Next, we further restrict the set of candidates by
creating a set A′j ⊆ Aj, that contains only dynamic sets Bj ∈ Aj such that for many elements
Bj+1 ∈ Aj+1, the pair (Bj, Bj+1) is suitable, which is formally defined as:

A′j =
{

Bj ∈ Aj : µj+1
({

Bj+1 : R(Bj, Bj+1) = 1
})
≤ 1

3 · 22j+1

}
.

Next, we lower bound the measure µj(A′j):

Lemma 9.20. Assume that the high probability event from Lemma 9.19 holds. Then, for any j ≥ j0,

µj(A′j) ≥
2

3 · 22j .

Proof. Fix some stream x such that the high probability event of Lemma 9.19 holds; this fixes the
values of YB for all B. If Bj ∼ µj and Bj+1 ∼ µj+1 are drawn independently, then

EBj∼µj EBj+1∼µj+1 [R(Bj, Bj+1)] = Pr
Bj∼µj,Bj+1∼µj+1

[R(Bj, Bj+1) = 1]

= Pr
Bj,Bj+1

[
max

(
|YBj\Bj+1

|, |YBj+1\Bj
|
)
> C0εj2j/2√n, Bj ∈ Aj, Bj+1 ∈ Aj+1

]
≤ Pr

Bj,Bj+1

[
|YBj\Bj+1

| > C0εj2j/2√n, Bj ∈ Aj, Bj+1 ∈ Aj+1

]
(31)

+ Pr
Bj,Bj+1

[
|YBj+1\Bj

| > C0εj2j/2√n, Bj ∈ Aj, Bj+1 ∈ Aj+1

]
, (32)

We focus on bounding (31); (32) is bounded in a similar fashion. For any Bj ∈ Aj and Bj+1 ∈ Aj+1
we have that by definition of Aj and Aj+1,

|(Bj \Bj+1)(x)| = |Bj(x) \Bj+1(x)| ≤ |Bj(x)4Bj+1(x)| ≤ |Bj(x)4E|+ |E4Bj+1(x)|
≤ ε2

j n + ε2
j+1n ≤ 2ε2

j n,

This implies that
|(Bj \Bj+1)(x)| = |(Bj \Bj+1)≤2ε2

j n(x)|,

hence by definition of µj,0 and by Lemma 9.19,

Pr
BjBj+1

[
|YBj\Bj+1

| > C0εj2j/2√n, Bj ∈ Aj, Bj+1 ∈ Aj+1

]
≤ Pr

Bj,Bj+1

[∣∣∣∣Y(Bj\Bj+1)≤2ε2
j

∣∣∣∣ > C0εj2j/2√n
]
= Pr

B∼µj,0

[
|YB| > C0εj2j/2√n

]
≤ 1

18 · 22j · 22j+1 .

Similarly, (32) is bounded by the same quantity, hence by (31) and (32) above,

EBj∼µj EBj+1∼µj+1 [R(Bj, Bj+1)] ≤
1

9 · 22j · 22j+1 .
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By Markov’s inequality,

Pr
Bj∼µj

[
Bj ∈ Aj \ A′j

]
= Pr

Bj∼µj

[
µj+1

({
Bj+1 : R(Bj, Bj+1) = 1

})
>

1
3 · 22j+1

]
= Pr

Bj∼µj

[
EBj+1∼µj+1 [R(Bj, Bj+1)] >

1
3 · 22j+1

]
≤

EBj∼µj EBj+1∼µj+1 [R(Bj, Bj+1)]

1/(3 · 22j+1)
≤ 1

3 · 22j .

By (30),

µj(A′j) ≥ µj(Aj)− µj(Aj \ A′j) ≥
1

22j −
1

3 · 22j =
2

3 · 22j .

To complete the proof, we show how to define πE,j inductively on j such that R(πE,j, πE,j+1) =

0 for all j ≥ j0. First, we select πE,j0 to be any element of A′j such that |YπE,j0
| ≤ C0

√
log(1/δ)

√
n;

such an element exists from Lemma 9.19 and Lemma 9.20. Next, assume for j ≥ j0 that πE,j was
already selected and select πE,j+1 to be any element Bj+1 ∈ A′j+1 such that R(πE,j, Bj+1) = 0.
Such an element exists since πE,j ∈ A′j, hence by definition of A′j,

µj+1
({

Bj+1 : R(πE,j, Bj+1) = 1
})
≤ 1

3 · 22j+1 ,

while µj+1(A′j+1) ≥ 2/(3 · 22j+1
) by Lemma 9.20. By (28) and since we defined πE,j such that

|YπE,j0
| ≤ C0

√
log(1/δ)

√
n, R(πE,j, πE,j+1) = 0 and πE,j ∈ Aj for all j, we have that

|YE| ≤
∣∣∣YπE,j0

∣∣∣+ ∞

∑
j=j0

∣∣∣YπE,j+1\πE,j

∣∣∣+ ∞

∑
j=j0

∣∣∣YπE,j\πE,j+1

∣∣∣ ≤ C0
√

n

(√
log(1/δ) + 2

∞

∑
j=j0

εj2j/2

)
.

This proves (26) as required.

9.4 Bounds on ε-Nets via Fractional Covering Numbers

The goal of this section is to prove Lemma 9.8. First, we use the following Martingale bound (see
Section A.1 for an introduction to Martingales):

Lemma 9.21 (Freedman’s inequality [Fre75]). Let y0, . . . , yn be a Martingale adapted to the filtration
F0, . . . , Fn, such that ∑n

i=1 E[(yi − yi−1)
2 | Fi−1] ≤ s holds almost surely for some s > 0. Further, assume

that |yi − yi−1| ≤ M for all i. Then, for any t > 0,

Pr [yn − y0 ≥ t] ≤ exp
(
− t2

2(s + Mt)

)
.

We derive the following concentration bound for a dynamic set:

Lemma 9.22. Let B be a dynamic set with |B| ≤ m. Let I ∼ Ber(n, p). Let x = x(A, I). Then, for any
t ≥ 0,

Pr [|B(x) ∩ xI | ≤ p|B(x)| − t] ≤ exp(−ct2/(mp + t)).
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Proof. This follows from Lemma 9.21. We apply this lemma with yi = |B(x) ∩ xI∩[i]| − p|B(x) ∩
x[i]| and Fi = σ(I ∩ [i]). We can substitute s = c′mp, due to the following reason: conditioned on
Fi−1, we know x[i], which implies that we know whether xi ∈ B(x). If this holds true, then,

yi − yi−1 =

{
1− p if i ∈ I (holds with probability p)
−p otherwise (holds with probability 1− p)

.

By simple calculations we have E[(yi − yi−1)
2 | Fi−1] ≤ c′p in this case. If xi /∈ B(x), then

yi = yi−1 and we have E[(yi − yi−1)
2 | Fi−1] = 0. Since xi ∈ B(x) can hold true for at most

m values of i, then ∑n
i=1 E[(yi − yi−1)

2 | Fi−1] ≤ c′mp. Further, we can substitute M = 1 in
Lemma 9.21, and the result follows.

We are ready to prove Lemma 9.8:

Proof of Lemma 9.8. Let N be a 0-net for E with minimal cardinality. For each B ∈ N , let B≤m
be the dynamic set that simulates B up to the point that it has retained m elements, and then it
discards all the remaining elements. We apply Lemma 9.22 on B≤m to obtain that

Pr[|B(x)| ≥ m, |B(x) ∩ xI | ≤ mp/2] ≤ Pr[|B≤m(x)| = m, |B≤m(x) ∩ xI | ≤ mp/2]
≤ Pr[|B≤m(x) ∩ xI | ≤ p|B≤m(x)| −mp/2] ≤ exp(−cmp).

The proof follows by a union bound over B ∈ N .

10 Reductions Between Different Sampling Schemes

This section establishes a framework that enables one to obtain bounds with respect to one
sampler in terms of bounds with respect to a different sampler. In particular, this shows how,
given bounds on ε-nets and ε-approximations for the uniform sampler, one can obtain bounds
for the Bernoulli and the reservoir sampler. Section 10.1 presents an overview of an abstract
method to reduce between two sampling schemes, that is formally presented in Section 10.2.
Section 10.3 shows how to obtain bounds with respect to the reservoir sampler given bounds for
the uniform sampler. Section 10.4 presents bounds on the Bernoulli sampler based on bounds for
the uniform sampler. Finally, Section 10.5 provides bounds with respect to the uniform sampler
based on the Bernoulli sampler, which proves the auxiliary Lemma 6.2 and Lemma 7.2. Both
Section 10.3 and Section 10.5 use the abstract reduction method of Section 10.2 while Section 10.4
utilizes the fact that the Bernoulli sampler can be presented as a mixture of uniform samplers
Uni(n, k) for different values of k.

10.1 Intuition for the Reduction Method

For convenience, we consider samplers with no deletions, that are characterized by some distri-
bution over subsets of [n], such as Uni(n, k), that is the uniform distribution over subsets of [n]
of size [k]. We use I and I ′ to denote such random variables over subsets of [n] (e.g., they can be
distributed Ber(n, p) or Uni(n, k)).

In these reductions, our goal is to show that one sampling scheme I is at least as good as a
different scheme I ′. For example, that I attains ε-approximations for values of ε smaller than
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those attained by I ′. In other words, we would like to say that I is resilient to the adversary at
least as well as I ′. The above is equivalent to saying that the worst adversary for I ′ is at least as
bad as the worst adversary for I. The above can be shown by reduction: given an adversary A
that is bad for I, we will construct an adversary A′ that is bad for I ′.

Here we define A′, that plays against a sampler that samples I ′. The general idea for A′ is
to simulate A. However, A is known to be bad against I while A′ plays against I ′. To tackle
this issue, A′ will simulate a sample J that has the same distribution as I and then simulate the
actions of A against J. Then, A′ will output the same stream output by the simulated A.

We would like to show that A′ is bad against I ′. In order to show that, we will have to
assume that the simulated sample J is very close to the true sample I ′ with high probability (say,
in symmetric difference of sets). Since A is bad against I and J ∼ I, the simulated actions of A
are bad against the simulated sample J. Since further J is very close to I ′, then the simulated A
is bad also against I ′. Since A′ outputs the same stream as the simulated A, this implies that A′
is bad against I ′, as required.

Notice that since A′ would like the simulated sample J to be similar to the true sample I ′,
it has to construct J based on I ′ and this defines a joint probability distribution between I ′ and
J. Such a joint distribution is called coupling. Further, the simulation has to be performed in
an online fashion: once A′ receives the actions taken by the sampler I ′ that it plays against, it
has to immediately simulate the actions of the simulated sample J. In particular, once A′ knows
whether t ∈ I ′, it has to decide whether t ∈ J. Since the coupling between J and I ′ is constructed
in an online fashion, we denote it an online coupling.

Using the notation above, the goal of A′ is to construct an online coupling of J and I ′ such
that J ∼ I and such that with high probability, the symmetric set difference between J and I ′ is
small. This can be done, for example, if J ∼ Uni(2k, k) and I ′ ∼ Ber(2k, 1/2): there, A′ will have
to omit or add a approximately O(

√
k) elements to I ′ to create J.

10.2 Abstract Reduction Method

We refer to sampling schemes that are oblivious to the adversary, namely that the choice to retain
or discard an element is independent of the stream. Formally, we denote by It the set of indices
of elements retained by the algorithm after seeing x[t], for t ∈ [n]. An oblivious sampling scheme
is one where I = (I1, . . . , In) are random variables jointly distributed, that are not a function of
the adversary A. This section compares one oblivious sampling scheme I := (I1, . . . , In) with
another, I ′ = (I ′1, . . . , I ′n). It will be shown that if the adversary, given an input stream I ′ can
simulate a stream that is distributed according to I such that with high probability, the input
stream is close to the output stream in some sense, then the sampling scheme I is at least as
resilient to the adversary as I ′. We begin with the following definition of online simulation:

Definition 10.1. An online simulator S is an algorithm that receives a stream I1, I2, . . . , In of subsets
of [n] and an unlimited pool of independent random bits and outputs a stream I ′1, . . . , I ′n, such that I ′t has
to be computed before seeing It+1, for t ∈ [n]. In other words, I ′t depends only on I1, . . . , It, I ′1, . . . , I ′t−1

and on the randomness of the simulator. The joint distribution of I and I ′ is called an online coupling of
I to I ′. Equivalent, we can say that I is online coupled to I ′.

Notice that an online coupling of I and I ′ is also a coupling of these two random variables,
which is any joint distribution between them. Further, notice that an online coupling is not a
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symmetric notion: an online coupling of I to I ′ is not necessarily an online coupling of I ′ to I.
In cases that the sampler cannot delete elements from its sample, notice that It = In ∩ [t].

To simplify the notation, we can write I = In and I ∩ [t] = It. Hence, we have the following
definition of online coupling for no-deletion samplers:

Definition 10.2. Let I and I ′ be jointly distributed random variables over [n]. We say that I is online
coupled to I ′ if (I ∩ [1], I ∩ [2], . . . , I ∩ [n]) is online coupled to (I ′ ∩ [1], I ′ ∩ [2], . . . , I ′ ∩ [n]).

In order to show that I is more resilient to the adversary than I ′, it suffices to find an online
coupling of I to I ′ such that In is similar to I ′n in some sense. To be more formal, let f (In, x)
be some {0, 1}-valued function that we view as an indicator denoting whether the sub-sample
xIn fails to represent the full stream x. For example, f can be an indicator of whether xIn is not
an ε-approximation of x. Our goal is to bound the failure probability with the worst adversary.
Namely, to bound maxA∈Advn PrI [ f (In, x(A, I)) = 1]. Say that we already know how to bound a
similar quantity for a different sampling scheme I ′. If we can online couple I to I ′, then we can
reduce between these two bounds:

Lemma 10.3. Let I be online coupled to I ′. Let f , g : {0, 1}n × Xn → {0, 1}. Then,

max
A∈Advn

Pr
I
[ f (In, x(A, I)) = 1]

≤ max
A′∈Advn

Pr
I ′
[g(I ′n, x(A′, I ′)) = 1] + Pr

I,I ′
[∃x ∈ Xn s.t f (In, x) = 1 and g(I ′n, x) = 0]. (33)

Notice the second term in the right hand side of (33): it equals zero if In = I ′n, and, it is
expected to be small if In ≈ I ′n with high probability.

Proof. Let Amax be the adversary that achieves the maximum on the left hand side of (33). Let
S denote the simulation adversary that given I ′ and some additional random string r, outputs
I = S(I ′, r). We will create the following adversary A′r that operates on the stream I ′ and has
additional randomness r: it creates the sample I = S(I ′, r), simulates Amax on this sample and
outputs the same stream as the simulated Amax. In particular, we have

x(Ar, I ′) = x(Amax, I). (34)

We view A′r as a distribution over deterministic adversaries {A′r}r∈support(r). Further, notice that
each A′r defines an appropriate adversary. By (34),

max
A∈Advn

Pr
I

[
f (In, x(A, I)) = 1

]
= Pr

I

[
f (In, x(Amax, I)) = 1

]
= Pr

I,I ′,r

[
f (In, x(Amax, I)) = 1 and g(I ′n, x(A′r, I ′)) = 1

]
+ Pr

I,I ′,r

[
f (In, x(Amax, I)) = 1 and g(I ′n, x(A′r, I ′)) = 0

]
= Pr

I,I ′,r

[
f (In, x(Amax, I)) = 1 and g(I ′n, x(A′r, I ′)) = 1

]
+ Pr

I,I ′,r

[
f (In, x(Amax, I)) = 1 and g(I ′n, x(Amax, I)) = 0

]
≤ Pr

I ′,r

[
g(I ′n, x(A′r, I ′)) = 1

]
+ Pr

I,I ′

[
∃x ∈ Xn s.t f (I, x) = 1 and g(I ′, x) = 0

]
,

as required.
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10.3 Bounds for Reservoir Sampling via Uniform Sampling

Next, we show how to obtain bounds for reservoir sampling based on uniform sampling. The
intuition is that the reservoir sampler gives less information than the uniform sampler: indeed,
when the reservoir sampler selects an element, the adversary does not know whether this element
will remain for the final sample, while this is not the case for the uniform sampler. The following
holds:

Lemma 10.4. The reservoir sampler I = (I1, . . . , In) ∼ Res(n, k) can be online coupled to the Uniform
sampler I ′ ∼ Uni(n, k) such that In = I ′ with probability 1.

Notice that we describe the uniform sampler using one index-set as it is an insertion-only
scheme, while the reservoir sample has deletions hence we describe it using n index-sets. Lemma 10.4,
in combination with Lemma 10.3, immediately implies that any high probability bound obtained
for the uniform sampling, also holds true for the reservoir sampler:

Proof of Theorem 6.1, reservoir sampling. Let f (I, x) = g(I, x) denote an indicator of whether xI
fails to be an ε-approximation for x. Let I denote the reservoir sampler and let I ′ denote the
uniform sampler. Then, by Lemma 10.4, we can online couple I to I ′ such that In = I ′. By
Lemma 10.3, we have

max
A∈Advn

Pr
I

[
f (In, x(A, I)) = 1

]
≤ max
A′∈Advn

Pr
I ′

[
g(I ′, x(A′, I ′)) = 1

]
.

By Theorem 6.5, the right hand side is bounded by δ, for a suitable value of δ. Hence, the left
hand side is bounded by the same quantity.

Lastly, notice that the assumption n ≥ 2k in Theorem 6.5 translates to n ≥ 3k in the reduction
Lemma 10.4.

Proof of Theorem 7.1, reservoir sampling. The proof follows the same steps as the proof for Theo-
rem 6.1, while replacing ε-approximations with ε-nets and using Theorem 7.5 for the bound on
the uniform sampler.

Finally, we prove Lemma 10.4. First, an auxiliary lemma:

Lemma 10.5. Let I ∼ Res(n, k) and fix t ∈ [n]. Then, conditioned on I1, . . . , It−1, In ∩ [t], it holds that
It is independent of In.

Proof. The proof follows from the following steps:

• First, the conditional distribution of In conditioned on I1 = I1, . . . , It = It is only a function
of It. That is due to the fact that I1 → I2 → · · · → In is a Markov chain.

• This implies that the conditional distribution of In conditioned on I1 = I1, . . . , It = It, In ∩
[t] = S is only a function of S and It.

• Conditioned on I1 = I1, . . . , It = It, In ∩ [t] = S, we can write It = S ∪ (It \ S). Notice that
due to the symmetry of deletion, namely, that the deleted element is chosen uniformly at
random, one derives that the conditional probability of In conditioned on I1 = I1, . . . , It =
It, In ∩ [t] = S is not dependent on It \ S, hence it is only a function of S.
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• The above implies that conditioned on In ∩ [t] = S, the random vector (I1, . . . , It) is inde-
pendent of In.

• This further implies that conditioned on I1, . . . , It−1, In ∩ [t], it holds that It is independent
of In.

The following is a well-known fact that can be proved by induction:

Lemma 10.6. Let I = (I1, . . . , In) ∼ Res(n, k). Then, In ∼ Uni(n, k).

Using only Lemma 10.5 and Lemma 10.6, we can prove Lemma 10.4:

Proof of Lemma 10.4. Let I ′ ∼ Uni(n, k) and I ∼ Res(n, k). We will define a random varible J
that is online coupled to I ′ and show that both Jn = I ′ with probability 1 and that J has the
same distribution as I. The sample J is created using the following inductive argument: for
t = 1, . . . , n, assume that we have already set J1 = J1, . . . , Jt−1 = Jt−1, and that I ′ = I′, and
recall that by definition of online simulation, we can set Jt to be any randomized function of
J1, . . . , Jt−1, I′ ∩ [t]. Specifically, Jt is drawn from the following conditional distribution: for any
Jt,

Pr
[

Jt = Jt | J1 = J1, . . . , Jt−1 = Jt−1, I ′ ∩ [t] = I′ ∩ [t]
]

= Pr
[
It = Jt | I1 = J1, . . . , It−1 = Jt−1, In ∩ [t] = I′ ∩ [t]

]
Using the fact that the random coins used by the algorithm are independent of the sample

I ′, we derive that conditioned on J1, . . . , Jt−1, I ′ ∩ [t], it holds that Jt is independent of I ′. In
combination with Lemma 10.5, it follows that

Pr
[

Jt = Jt | J1 = J1, . . . , Jt−1 = Jt−1, I ′ = I′
]

= Pr
[

Jt = Jt | J1 = J1, . . . , Jt−1 = Jt−1, I ′ ∩ [t] = I′ ∩ [t]
]

= Pr
[
It = Jt | I1 = J1, . . . , It−1 = Jt−1, In ∩ [t] = I′ ∩ [t]

]
= Pr

[
It = Jt | I1 = J1, . . . , It−1 = Jt−1, In = I′

]
. (35)

The following inductive argument shows that for t ∈ {0, . . . , n}, the conditional distribution
J1, . . . , Jt conditioned on I ′ = I′ equals the conditional distribution of I1, . . . , It conditioned on
In = I′. For the base of the induction, t = 0, there is nothing to prove. For the induction step,
assume that the above holds for t − 1 and we will prove for t. Indeed, by the chain rule, the
induction hypothesis, and (35),

Pr[J1 = J1, . . . , Jt = Jt | I ′ = I′] (36)
= Pr[J1 = J1, . . . , Jt−1 = Jt−1 | I ′ = I′]Pr[Jt = Jt | J1 = J1, . . . , Jt−1 = Jt−1, I ′ = I′] (37)
= Pr[I1 = J1, . . . , It−1 = Jt−1 | In = I′]Pr[It = Jt | I1 = J1, . . . , It−1 = Jt−1, In = I′] (38)
= Pr[I1 = J1, . . . , It = Jt | In = I′]. (39)

This concludes the induction. It follows that Jn = I ′ with probability 1, since the conditional
distribution of Jn conditioned on I ′ = I′ equals the conditional distribution of In conditioned on
In = I′, which constantly equals I′. This proves one of the guarantees on J. Further, it implies
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that Jn has the same distribution as I ′, which, by Lemma 10.6 implies that Jn is distributed as In.
In combination with (39), we derive that

Pr[J1 = J1, . . . , Jn = Jn] = Pr[Jn = Jn]Pr[J1 = J1, . . . , Jn−1 = Jn−1 | Jn = Jn]

= Pr[Jn = Jn]Pr[J1 = J1, . . . , Jn−1 = Jn−1 | I ′ = Jn]

= Pr[In = In]Pr[I1 = J1, . . . , In−1 = Jn−1 | In = Jn]

= Pr[I1 = J1, . . . , In = Jn],

as required.

10.4 Bounds for Bernoulli Sampling via Uniform Sampling

Here, our goal is to show that concentration guarantees on uniform sampling imply guarantees
on Bernoulli sampling. Notice that the latter can be viewed as a mixture of uniform sampling
schemes for different values of k. To be more precise, a Bernoulli sample Ber(n, p) can be obtained
by first drawing k ∼ Bin(n, p) and then drawing a uniform sample Uni(n, k), where Bin denotes
the binomial distribution. For this reason, it is harder to be adversarial against a Bernoulli sampler,
because the adversary there does not know in advance what value of k is drawn.

To formalize this notion, we use f (I, x) as some indicator of failure of the sample xI to repre-
sent x, for example, an indicator of whether xI is not an ε-approximation of x. One would like to
minimize the probability that f = 1, against any adversary. The following lemma compares the
failure probability of the Bernoulli sampling with that of the uniform sampling:

Lemma 10.7. Let n ∈N and p ∈ [0, 1]. Let f : {0, 1}n × Xn → {0, 1}. Then,

max
A∈Advn

Pr
I∼Ber(n,p)

[ f (I, x(A, I)) = 1]

≤ max
k∈N :

np/2≤k≤3np/2

max
Ak∈Advn

Pr
Ik∼Uni(n,k)

[
f (Ik, x(Ak, Ik)) = 1

]
+ 2 exp(−cnp).

The proof relies on a variant of Bernstein’s inequality, on the tail of the binomial random
variable:

Lemma 10.8 (Bernstein’s inequality). Let k ∼ Bin(n, p). Then, for any ε ∈ [0, 1],

Pr[|k− np| ≥ εnp] ≤ 2 exp(−ε2np/3).

Proof of Lemma 10.7. Let A denote the maximizer with respect to the Bernoulli sample. First, we
decompose the Bernoulli sample into a mixture of uniform samples. Let k ∼ Bin(n, p) drawn
from a binomial distribution; we have

Pr
I∼Ber(n,p)

[ f (I, x(A, I)) = 1] =
n

∑
k=0

Pr[k = k] Pr
Ik∼Uni(n,k)

[
f (Ik, x(A, Ik)) = 1

]
.

First, summing the terms corresponding to np/2 ≤ k ≤ 3np/2, we have

b3np/2c

∑
k=dnp/2e

Pr[k = k] Pr
Ik∼Uni(n,k)

[
f (Ik, x(A, Ik)) = 1

]
≤ max

k : np/2≤k≤3np/2
Pr

Ik∼Uni(n,k)

[
f (Ik, x(A, Ik)) = 1

]
≤ max

k : np/2≤k≤3np/2
max
Ak∈Advn

Pr
Ik∼Uni(n,k)

[
f (Ik, x(Ak, Ik)) = 1

]
.
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Next, the sum in the remaining terms is bounded by the probability that k /∈ [np/2, 3np/2],
or equivalently, the probability that |k − np| > np/2. From Lemma 10.8, this is bounded by
2 exp(−cnp).

As a direct application, we derive Theorem 6.1 and Theorem 7.1 for the Bernoulli sampling,
given the bounds corresponding to the uniform sampling:

Proof of Theorem 6.1, Bernoulli sampling. Let δ ∈ (0, 1/2). Define by f (I, x) the indicator of whether
xI fails to be an ε-approximation for x, where ε = C0

√
(d + log(1/δ))/(np) and C0 > 0 is a suf-

ficiently large constant. From Theorem 6.5, for any k such that np/2 ≤ k ≤ 3np/2 and any
A ∈ Advn, it holds that

Pr
I∼Uni(n,k)

[ f (I, x(A, I)) = 1] ≤ δ/2.

By Lemma 10.7, it follows that for any A ∈ Advn,

Pr
I∼Uni(n,k)

[ f (I, x(A, I)) = 1] ≤ δ/2 + exp(−c0np), (40)

for some universal constant c0 > 0. Notice that if ε > 1 then the result trivially follows and
otherwise, we have that

np ≥ C2
0 log(1/δ).

Assuming that C0 is sufficiently large, we have that

c0np ≥ log(2/δ),

which implies that
exp(−c0np) ≤ δ/2.

In combination with (40), this concludes the proof. Notice that the condition that 2k ≤ n in
Theorem 6.5 translates here to 3np ≤ n.

Proof of Theorem 7.1, Bernoulli sampling. The proof follows similar steps as the proof for Theo-
rem 6.1, while replacing ε-approximations with ε-nets and using Theorem 7.5 for the bound
on the uniform sampler.

10.5 Bounds for Uniform Sampling via Bernoulli Sampling

This section reduces bounds for the uniform sampler I ∼ Uni(2k, k) to bounds for the Bernoulli
sampler I ′ ∼ Ber(2k, p). This is done via the method of online coupling, presented in Section 10.2.
First, we present some simple well known properties of binary random variables, and then, we
describe an online coupling of I to I ′:

Lemma 10.9. If y and z are two random variables over {0, 1}, then there exists a coupling (i.e. joint
distribution) of them such that:

1. Pr[y 6= z] = |Pr[y = 1]− Pr[z = 1]|.

2. If Pr[y = 1] ≥ Pr[z = 1] then y ≥ z with probability 1.
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Proof. One can couple the following way: first, draw a random variable ξ uniformly in [0, 1] and
set y = 0 if ξ ≤ Pr[y = 0] and z = 0 if ξ ≤ Pr[z = 0]. This satisfies the requirements of the
lemma.

To online couple I to I ′ we use the coupling guaranteed from the next lemma:

Lemma 10.10. Fix k ∈ N and p ∈ (0, 1), and let I ∼ Uni(2k, k) and I ′ ∼ Ber(2k, p). Then, I can be
online-coupled to I ′ such that for any t ∈ [n] and any It−1, I′t−1 ⊆ [t− 1], the following holds:

1.

Pr
[
t ∈ I4I ′ | I ∩ [t− 1] = It−1, I ′ ∩ [t− 1] = I′t−1

]
=
∣∣Pr [t ∈ I | I ∩ [t− 1] = It−1]− Pr

[
t ∈ I ′ | I ′ ∩ [t− 1] = I′t−1

]∣∣
=

∣∣∣∣ k− |It−1|
2k− (t− 1)

− p
∣∣∣∣ , (41)

where 4 denotes the symmetric set difference A4B = (A \ B) ∪ (B \ A).

2. For any t ∈ [n] such that p ≤ (k− |I ∩ [t− 1]|)/(2k− t + 1), it holds that I ′ ∩ {t} ⊆ I ∩ {t}.
Proof of Lemma 10.10. By Lemma 10.9, conditioned on I ∩ [t− 1] = It−1, I ′ ∩ [t− 1] = I′t−1, there
is a joint probability distribution between the indicators 1t∈I and 1t∈I ′ such that

Pr
[
t ∈ I4I ′ | I ∩ [t− 1] = It−1, I ′ ∩ [t− 1] = I′t−1

]
= Pr

[
1t∈I 6= 1t∈I ′ | I ∩ [t− 1] = It−1, I ′ ∩ [t− 1] = I′t−1

]
=
∣∣Pr [1t∈I = 1 | I ∩ [t− 1] = It−1]− Pr

[
1t∈I ′ = 1 | I ′ ∩ [t− 1] = I′t−1

]∣∣
=
∣∣Pr [t ∈ I | I ∩ [t− 1] = It−1]− Pr

[
t ∈ I ′ | I ′ ∩ [t− 1] = I′t−1

]∣∣ .

Define the online sampler to obey this property, namely, while receiving the value of 1t∈I ′ , it can
sample 1t∈I from its conditional distribution, conditioned on the obtained value of 1t∈I ′ in the
above coupling. This proves property 1. Property 2 follows from property 2 in Lemma 10.9.

Notice that there is a unique way to define a coupling that satisfies the properties above and
we term it the online monotone coupling. We proceed with applying the monotone online coupling
to prove Lemma 6.3 and Lemma 7.3.

10.5.1 Proof of Lemma 6.3

We will in fact prove a more general lemma. We let ϕ(I, x) be some real valued function, that
we view as some loss corresponding to how the sample xI represents the complete stream x. We
have the following:

Lemma 10.11. Let ϕ : {0, 1}2k × X2k → R be a function that is L-Lipschitz in each coordinate of I,
namely, for all x ∈ Xn,

|ϕ(I, x)− ϕ(I′, x)| ≤ L|I4I′|.
Then, for any t ≥ 0 and δ ∈ (0, 1/2),

sup
A∈Adv2k

Pr
I∼Uni(2k,k)

[ϕ(I, x(A, I)) ≥ t]

≤ sup
A′∈Adv2k

Pr
I ′∼Ber(2k,1/2)

[
ϕ(I ′, x(A′, I ′)) ≥ t− CL

√
k log(1/δ)

]
+ δ.
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This directly implies Lemma 6.3:

Proof of Lemma 6.3. Apply Lemma 10.11 with

ϕ(I, x) = max
E∈E

∣∣∣∣∣ |E ∩ xI | − |E ∩ x[2k]\I |
k

∣∣∣∣∣ .

This function is L = 1/k-Lipschitz with respect to each coordinate of I, as the maximum of
L-Lipschitz functions is L-Lipschitz itself. This suffices to conclude the proof.

To prove Lemma 10.11, we start with the following auxiliary property:

Lemma 10.12. Let I ∼ Uni(2k, k) and I ′ ∼ Ber(2k, 1/2) be coupled according to the monotone online
coupling. Then, for every δ ∈ (0, 1/2),

Pr
[
|I ′4I| ≥ C

√
k log(1/δ)

]
≤ δ.

First, one can bound the expected symmetric difference between I and I ′:

Lemma 10.13. Let I ∼ Uni(2k, k) and I ′ ∼ Ber(2k, 1/2) be coupled according to the monotone online
coupling. Then,

E
[
|I ′4I|

]
≤ C
√

k.

Proof. Summing (41) over all t and taking expectation:

E[|I4I ′|] =
2k

∑
t=1

Pr[t ∈ I4I ′] =
2k

∑
t=1

E

∣∣∣∣12 − k− |I ∩ [t− 1]|
2k− (t− 1)

∣∣∣∣ .

By using Jenssen’s inequality and applying Lemma 5.5 with U = {t, . . . , 2k}, k = k and n = 2k,
we have

E

∣∣∣∣12 − k− |I ∩ [t− 1]|
2k− (t− 1)

∣∣∣∣ ≤
√√√√E

[(
1
2
− k− |I ∩ [t− 1]|

2k− (t− 1)

)2
]

=

√
Var

[
|I ∩ [t− 1]|
2k− (t− 1)

]
=

√
Var

[
|I ∩ {t, . . . , 2k}|

2k− (t− 1)

]
=

1
2k− (t− 1)

√
Var [|I ∩ {t, . . . , 2k}|] ≤ 1

2k− (t− 1)

√
(2k− (t− 1))k

2k

=
1

2
√

2k− (t− 1)
.

Summing over t = 1, . . . , 2k, we have

E[|I4I ′|] ≤
2k

∑
t=1

1
2
√

2k− (t− 1)
=

2k

∑
t=1

1
2
√

t
≤
√

2k.
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The next step is to show that with high probability, |I ∩ I ′| is close to its expectation. For that,
the notion of Martingales is used. We use a standard notation, that is presented in Section A.1. In
particular, we use the following commonly used corollary of Azuma’s inequality (Lemma A.1):

Lemma 10.14. Let F0 ⊆ F1 ⊆ · · · Fn be a filtration such that F0 is the trivial σ-algebra. Let y be a random
variable that is Fn measurable, and assume that a1, . . . , an are numbers such that |E[y | Fi] − E[y |
Fi−1]| ≤ ai holds for all i with probability 1. Then, for all t > 0,

Pr[y−E[y] > t] ≤ exp
(
−t2

2 ∑i a2
i

)
.

Notice that, as described in Section A.1, E[y | Fi] is a random variable, and a bound of
|E[y | Fi]−E[y | Fi−1]| ≤ ai states that the information that is present in Fi and not in Fi−1 does
not significantly affect the conditional expectation of y.

Proof of Lemma 10.14. We define the following Martingale, which is known as Doob’s Martingale:
yi = E[y | Fi], for i = 0, . . . , n. Then, y0 = Ey and yn = y, and the proof follows directly from
Lemma A.1.

We are ready to bound the deviation of |I4I ′|:

Lemma 10.15. Let I ∼ Uni(2k, k) and I ′ ∼ Ber(2k, 1/2) be coupled according to the monotone online
coupling. Then, for every δ ∈ (0, 1/2),

Pr
[
|I ′4I| −E[|I ′4I|] ≥ C

√
k log(1/δ)

]
≤ δ.

Proof. For any t = 0, . . . , n, let Ft denote the σ-field that contains all the information up to (and
including) round t, Ft = σ(I ∩ [t], I ′ ∩ [t]). In order to apply Lemma 10.14, it is desirable to bound
the differences |E[|I4I ′| | Ft]−E[|I4I ′| | Ft−1]| for all t ∈ [2k]. Notice that∣∣E [|I4I ′| | Ft

]
−E

[
|I4I ′| | Ft−1

]∣∣
=
∣∣E [|I4I ′| | I ∩ [t], I ′ ∩ [t]

]
−E

[
|I4I ′| | I ∩ [t− 1], I ′ ∩ [t− 1]

]∣∣ . (42)

We would like to bound (42) for any realization of I and I ′, namely, bounding for any S, S′ ⊆ [t]
the quantity ∣∣E [|I4I ′| | I ∩ [t] = S, I ′ ∩ [t] = S′

]
(43)

−E
[
|I4I ′| | I ∩ [t− 1] = S ∩ [t− 1], I ′ ∩ [t− 1] = S′ ∩ [t− 1]

]∣∣ . (44)

Define four random variables, Jt, J′t, Jt−1, J′t−1 in a joint probability space such that (Jt, J′t) is
distributed according to the joint distribution of (I, I ′) conditioned on I ∩ [t] = S, I ′ ∩ [t] = S′ and
(Jt−1, J′t−1) is distributed according to the joint distribution of (I, I ′) conditioned on I ∩ [t− 1] =
S ∩ [t− 1], I ′ ∩ [t− 1] = S′ ∩ [t− 1]. Then, we derive that (43) equals

|E[|Jt4J′t|]−E[|Jt−14J′t−1|]| ≤ E[||Jt4J′t| − |Jt−14J′t−1||] (45)

and our goal is to bound the right hand side of (45). The joint distribution is defined by an
inductive argument, defining for j ≥ t the intersection of the above four random variables with
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[j] given the intersection with j− 1. Begin with j = t: here, Jt and J − 1t are fixed to S and S′,
respectively. Further, the intersections of Jt−1 and J′t−1 with [t− 1] are fixed and equal S∩ [t− 1],
and their intersections with [t] are random drawn according to the monotone online coupling.
Further, for j > t, we start by drawing a random variable ξ uniformly in [0, 1], and for any
U ∈ {Jt, J′t, Jt−1, J′t−1} we set j ∈ U if and only if ξ ≤ Pr[j ∈ U | U ∩ [j− 1]]. The above defined
joint distribution satisfies the following properties:

• From the proofs of Lemma 10.9 and Lemma 10.10, it follows that (Jt, J′t) is distributed
according to the joint distribution of (I, I ′) conditioned on {I ∩ [t] = S, I ′ ∩ [t] = S′}
and (Jt−1, J′t−1) is distributed according to the joint distribution of (I, I ′) conditioned on
{I ∩ [t− 1] = S ∩ [t− 1], I ′ ∩ [t− 1] = S′ ∩ [t− 1]}.

• For any U, U ′ ∈ {Jt, J′t, Jt−1, J′t−1} and any j > t, if Pr[j ∈ U | U ∩ [j− 1]] ≤ Pr[j ∈ U ′ |
U ′ ∩ [j− 1]] then j ∈ U implies j ∈ U ′.

• Notice that for any for any j > t and any U ∈ {J′t, J′t−1} it holds that Pr[j ∈ U | U ∩ [j− 1]] =
1/2, hence j ∈ J′t if and only if j ∈ J′t−1.

• For any j > t and any U ∈ {Jt, Jt−1}, it holds that

Pr[j ∈ U | U ∩ [j− 1]] =
k− |U ∩ [j− 1]|

2k− (j− 1)
,

which is a monotone decreasing function of |U ∩ [j− 1]|. This implies the following prop-
erties:

– For any j > t such that |Jt ∩ [j− 1]| = |Jt−1 ∩ [j− 1]|, it holds that j ∈ Jt if and only of
j ∈ Jt−1.

– For any j > t such that |Jt ∩ [j− 1]| ≥ |Jt−1 ∩ [j− 1]|, it holds that Pr[j ∈ Jt | Jt ∩ [j−
1]] ≤ Pr[j ∈ Jt−1 | Jt−1 ∩ [j− 1]], hence, j ∈ Jt implies j ∈ Jt−1.

– For any j > t such that |Jt ∩ [j − 1]| ≤ |Jt−1 ∩ [j − 1]|, due to a similar argument,
j ∈ Jt−1 implies j ∈ Jt.

• From the above arguments, for any j, if ||Jt ∩ [j − 1]| − |Jt−1 ∩ [j − 1]|| = 1 then either
j /∈ Jt4Jt−1 or |Jt ∩ [j]| = |Jt−1 ∩ [j]|.

• It holds that ||Jt ∩ [t]| − |Jt−1 ∩ [t]|| ≤ 1. From the above arguments, at the first j > t
such that j ∈ Jt4Jt−1, it holds that |Jt ∩ [j]| = |Jt−1 ∩ [j]| and from that point onward,
j /∈ Jt4Jt−1. In particular, there is at most one j > t such that j ∈ Jt4Jt−1.

• It follows that there are at most two values of j such that j ∈ Jt4Jt−1: one (possibly) for
j = t and one (possibly) for j > t. Since the only possible j where j ∈ J′t4J′t−1 is j = t, it
follows that

||Jt4J′t| − |Jt−14J′t−1|| ≤ 2. (46)

From (45) and (46) we derive that∣∣E [|I4I ′| | Ft
]
−E

[
|I4I ′| | Ft−1

]∣∣ ≤ 2.

Applying Lemma 10.14, the proof follows.
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Lemma 10.13 and Lemma 10.15 together imply Lemma 10.12.

Proof of Lemma 10.11. We apply Lemma 10.3 with

f (x, I) = 1 (ϕ(I, x) ≥ t)

and

g(x, I′) = 1

(
ϕ(I′, x) ≥ t− C0L

√
k log(1/δ)

)
.

Here C0 > 0 is the universal constant guaranteed from Lemma 10.12 such that with probability
1− δ,

|I4I ′| ≤ C0

√
k log(1/δ).

Notice that for any I and I′ such that |I4I′| ≤ C0
√

k log(1/δ) and any x ∈ Xn, it holds that

|ϕ(I, x)− ϕ(I′, x)| ≤ L|I4I′| ≤ C0L
√

k log(1/δ).

Hence, for any such I, I′ and any x such that f (I, x) = 1, it holds that g(I′, x) = 1. Applying
Lemma 10.3, we derive that for I ∼ Uni(2k, k) and I ′ ∼ Ber(2k, 1/2),

max
A∈Adv2k

Pr[ϕ(I, x(A, I)) ≥ t] = max
A∈Adv2k

Pr[ f (I, x(A, I)) = 1]

≤ max
A′∈Adv2k

Pr[g(I ′, x(A′, I ′)) = 1] + δ

= max
A′∈Adv2k

Pr
[

ϕ(I ′, x(A′, I ′)) ≥ t− C0L
√

k log(1/δ)

]
+ δ.

10.5.2 Proof of Lemma 7.3

We prove the following property of the online monotone coupling:

Lemma 10.16. Let I ∼ Uni(2k, k) be coupled to I ′ ∼ Ber(2k, 1/8) according to the monotone online
coupling and fix m ≤ n. Then,

Pr[I ′ ⊆ I ∪ {n−m + 1, . . . , n}] ≥ 1− 2 exp(−cm).

Proof. From Lemma 10.10, it suffices to show that with probability 1− e−cm, for all t ≤ 2k−m,

1/8 ≤ k− |I ∩ [t− 1]|
2k− (t− 1)

. (47)

Let m0, m1, . . . , mr, such that mi = m · 2i and k < mr ≤ 2k. For any i = 0, . . . , r, apply Lemma 5.6
with n = 2k, k = k, U = {n−mi + 1, . . . , 2k}, α = 1/2 and I = I, deriving

Pr
[
|I ′ ∩ ({n−mi + 1, . . . , 2k})| ≤ mi

4

]
≤ Pr

[∣∣∣∣ |I ∩U|
k
− |U|

2k

∣∣∣∣ ≥ mi

4k

]
≤ 2 exp (−cmi) . (48)
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Summing the failure probabilities over i = 0, . . . , r, the sum is dominated by the first summand,
and we derive that with probability at least 1− 2 exp(−cm), (48) fails to hold for all i = 0, . . . , r.
Fix a realization I of I such that (48) fails for all i, and we will prove (47), to complete the proof.
Fix t ≤ 2k−m, and let i0 be the maximal i such that t ≤ 2k−mi + 1. Then, 2k− (t− 1) < mi0+1 =
2mi0 . Further,

k− |I ∩ [t− 1]| = |I ∩ {t, . . . , n}| ≥ |I ∩ {n−mi + 1, . . . , n}| ≥ mi/4.

We derive that
k− |I ∩ [t− 1]|

2k− (t− 1)
≥ 1

8

as required.

Proof of Lemma 7.3. Let I be coupled to I ′ according to the monotone online coupling. We wish
to apply Lemma 10.3 with

f (I, x) =

{
1 ∃E ∈ E , |xI∪J ∩ E| ≥ ε · 2k, xI ∩ E = ∅
0 otherwise

,

and

g(I′, x) =

{
1 ∃E ∈ E , |x ∩ E| ≥ ε · 2k and |xI ∩ E| ≤ ε/16 · 2k
0 otherwise

Applying Lemma 10.16 with m = bε/16 · 2kc, it holds with probability 1− 2 exp(−cεk) that

I ′ ⊆ I ∪ {2k− bε/16 · 2kc+ 1, n}. (49)

For any values I, I′ such that (49) holds and any x ∈ Xn such that f (I, x) = 1, it also holds that
g(I′, x) = 1. Indeed, let E ∈ E be a set such that |E ∩ x| ≥ ε · 2k and xI ∩ E = ∅. From (49),

|xI′ ∩ E| ≤ |xI ∩ E|+ |{2k− bε/16 · 2kc+ 1, n} ∩ E| ≤ ε/16 · 2k,

which implies that g(I′, x) = 1. From Lemma 10.3,

max
A∈Adv2k

Pr
[
Net2k

A,I,ε·2k,0(E) = 1
]
= max
A∈Adv2k

Pr
I
[ f (I, x(A, I)) = 1]

≤ max
A′∈Adv2k

Pr
I ′
[g(I ′, x(A′, I ′)) = 1] + 2 exp(−cεk)

= max
A′∈Adv2k

Pr
[
Net2k

A′,I ′,ε·2k,ε/16·2k(E) = 1
]
+ 2 exp(−cεk).

11 Continuous ε-Approximation

In the adversarial model we discuss in this paper, the general goal is that in the end of the
process (after all elements have been sent by the adversary), the obtained sample would be an
ε-approximation of the entire adversarial sequence. However, in many practical scenarios of

50



interest, one might want the sample obtained so-far to be an ε-approximation of the current
adversarial sequence at any point along the sequence (and not just at the end of the sequence).
We call this condition a continuous ε-approximation. Note that such a requirement only makes
sense for sampling procedures that allow deletions, like reservoir sampling. (For insertion-only
samplers, like Bernoulli and uniform sampling, one cannot hope for the sample to approximate
the stream until there is sufficient “critical mass” collected in the sample; this is not an issue with
reservoir sampling, which overcomes this by sampling the first elements in the sequence with
higher probability, but may also delete them later.)

Obtaining upper bounds for continuous ε-approximation can be done easily by plugging-
in our upper bounds for reservoir sampling to a block-box argument by Ben-Eliezer and Yogev
[BEY20, Section 6]. There, it is shown that if one ensures that the current sample approximates the
current sequence at O(log n) carefully located “checkpoints” along the stream (while setting the
error parameter to be δ′ = Θ(δ/ log n)), then with probability 1− δ, the sample is a continuous
ε-approximation for the sequence. That is, we have the following.

Theorem 11.1 (Adversarial ULLNs – Quantitative Characterization). Let E be a family with Little-
stone dimension d. Then, the sample size k(E , ε, δ), which suffices to produce a continuous ε-approximation
w.r.t E satisfies:

k(E , ε, δ) ≤ O
(

d + log(1/δ) + log log n
ε2

)
.

This bound is attained by the reservoir sampler Res(n, k).

Compared with the standard setting (as summarized in Theorem 2.3), the bound here has an
additional log log n term in the numerator.

12 Online Learning

In this section, we prove an optimal bound on the regret of online classification. We first provide
the formal definitions and then proceed with the formal statement and the proof.

12.1 Formal Defintions

Consider the setting of online prediction with binary labels; a learning task in this setting can be
described as a guessing game between a learner and an adversary. The game proceeds in rounds
t = 1, . . . , T, each consisting of the following steps:

• The adversary selects (xt, yt) ∈ X× {0, 1} and reveals xt to the learner.
• The learner provides a prediction ŷt ∈ {0, 1} of yt and announces it to the adversary.
• The adversary announces yt to the learner.

Notice that both the learner and the adversary are allowed to use private randomness.
The goal of the learner is to minimize the number of mistakes, ∑t 1(yt 6= ŷt). Given a class

E , a learner L and an adversary A, the regret of the learner w.r.t E is defined as the expected
difference between the number of mistakes made by the learner and the number of mistakes
made by the best E ∈ E :

RT(E ,L,A) := E

[
∑

t
1(yt 6= ŷt)−min

E∈E ∑
t
1
(

yt 6= 1(xt ∈ E)
)]

.
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The optimal regret is defined as the value of the the regret achieved by the best sampler against
its worst adversary:

RT(E) = min
L

max
A

RT(E ,L,A).

12.2 Statement and Proof

We prove the following theorem:

Theorem 12.1. Let E denote a class of Littlestone dimension d. Then, the expected regret RT(E) for a
T-round online learner is bounded by

RT(E) ≤ C
√

dT ,

where C > 0 is a universal constant.

We use a bound by [RST15a] on the regret based on the sequential Rademacher complexity:

Theorem 12.2 ([RST15a], Theorem 7). The expected regret satisfies

RT(E) ≤ 2RadT(E) .

We combine this with the bound on the sequential Rademacher complexity from Lemma 6.4,
to complete the proof:

Proof of Theorem 12.1. By Theorem 12.2, by definition of the sequential Rademacher complexity
and by Lemma 6.4,

RT(E) ≤ 2RadT(E) = 2EI∼Ber(n,1/2)[DiscA,I(E)] ≤ C
√

dT .

This concludes the proof.

13 Lower Bounds

In this section we state and prove our lower bounds. Our first lower bound applies to any family
E , showing that the linear dependence of our upper bounds in the Littlestone dimension is
universally tight.

Theorem 13.1 (A universal lower bound). Let E be a family with Littlestone dimension d. Then, there
exists a (deterministic) adversary such that the following holds. For any algorithm that retains at most
k ≤ d items (without deletions), the adversary presents d items x1, . . . , xd such that

(∃E ∈ E) : s̄ ∩ E = ∅ and
|x̄ ∩ E|
|x̄| = 1− k

d
,

with probability 1 over the algorithm’s randomness, where x̄ denotes the adversatial stream and s̄ is the
sample. In particular, any subset of the sample of k items retained by the algorithm does not form an
ε-approximation with respect to x1, . . . , xn unless ε ≥ 1− k

d .

Our second result in this section shows the existence of families E of Littlestone dimension d
in which all ε-approximations are of size Ω(d/ε2), so long as d = Ω(log(1/ε)). Interestingly, the
requirement that d is large enough is necessary: classical results in discrepancy theory [MWW93,
Mat95] imply that when d = o(log 1/ε), smaller ε-approximations exist.
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Theorem 13.2 (ε-approximation: quadratic lower bound). Let d ∈ N and ε > 0 where d ≥
C log(1/ε) for a large absolute constant C > 0. Then, there exists a family E with Littlestone di-
mension at most d and a subset {x1, . . . , xn} ⊂ X for which no subset of size less than c · Ldim(E)

ε2 is an
ε-approximation, where c > 0 is a small absolute constant.

We also prove similar results for ε-nets (without the requirement that d is large enough).

Theorem 13.3 (ε-net: a super linear lower bound). Let d ∈ N and ε > 0. Then, there exists a family
E with Littlestone dimension ≤ d and a subset {x1, . . . , xn} ⊂ X for which no subset of length less than
c · Ldim(E) log(1/ε)

ε is an ε-net, where c > 0 is a small absolute constant.

13.1 Proofs

Proof of Theorem 13.1. The proof generalizes the construction from [BEY20], which provided a
lower bound for the family of one-dimensional thresholds.9 Let T be a tree of depth d which is
shattered by E . The tree T can be thought of as a strategy for the adversary as follows:

1. Set T1 = T and i = 1.

2. For i = 1, . . . , d

(i) Pick xi to be the item labelling the root of Ti and present it to the algorithm.

(ii) If xi was retained by the algorithm then continue to the next iteration with Ti+1 being
the left subtree of Ti (corresponding to the sets in E 63xi ).

(iii) Else, continue to the next iteration with Ti+1 being the left subtree of Ti (correspond-
ing to the sets in E3xi ).

Thus, the adversary picks the elements x1, . . . , xd according to a path on the tree such that when-
ever xi is retained by the algorithm then a left turn is taken and whenever xi is not retained by
the algorithm then a right turn is taken. Thus, since the tree is shattered, there exists a set E ∈ E
such that

E ∩ {x1, . . . , xn} = {xi : xi was not sampled by the algorithm}.

In particular, s̄ ∩ E = ∅, and if the algorithm samples m ≤ d points then |x̄∩E|
|x̄| = 1 − m

d , as
required.

Proof of Theorem 13.2. The proof follows from standard probabilistic arguments, and shows that
most families in a certain setting have bounded Littlestone dimension yet do not admit a small
ε-approximation. Suppose that d ≥ log(1/ε) and let n = d/6ε2. Let F be a family of 2d · d/ε2

subsets of [n] of size n/2, picked uniformly at random among all such families, and note that (by
definition and since d ≥ log(1/ε)) the Littlestone dimension of F is at most log |F| = O(d).

9We note that the proof from [BEY20] would give a lower bound of Ω(log d) for any family of Littlestone dimension
d (as compared to the Ω(d) lower bound we prove here); this follows since, roughly speaking, any such family
“contains” a class of thresholds of dimension logarithmic in d.
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We now claim that with high probability, there is no ε-approximation of size less than n/2
for F. Indeed, fix any subset S of size m ≤ n/2. By a simple counting argument, the number of
sets A of size n/2 for which |dA(S)− dA([n])| ≥ ε is at least(

m( 1
2 − ε

)
m

)(
n−m

n−m
2 − εm

)
≥
(

m
m
2

)(
n−m

n−m
2

)
· (1− 2ε)2εm ≥ 2n

2n
· e−3ε2n =

2n

2n
· e−d/2,

where the second inequality holds for ε < 1/10.
Plugging in the right hand side above, and noting the negative correlation between the events

at hand, the probability that F does not contain any such A with |dA(S)− dA([n])| ≥ ε is bounded
by (

1− 2n · e−d/2

2n( n
n/2)

)|F|
≤ e−2d·e−d/2 ≤ e−1.2d·d/ε2

.

Taking a union bound over all (less than 2n = 2d/6ε2
) possible subsets S ⊆ [n] of size at most

[n]/2, it follows that with high probability (as a function of d), no ε-approximation exists.

Proof of Theorem 13.3. The proof extends a simple probabilistic construction in the projective plane,
suggested by Alon, Kalai, Matoušek, and Meshulam [AKMM02].

Consider the projective plane of order p, where we pick p = C/ε for a suitable constant
C. Recall that this projective plane has p2 + p + 1 points and lines, where each line consists of
exactly p + 1 points, and every two points are contained in exactly one line. For each line L, pick
uniformly at random (and independently from choices for other lines) a subset HL containing
exactly half the elements of L; we call such a subset a half line. Consider the family consisting of
all such half lines HL. As was shown in [AKMM02], with high probability every ε-net for this
family has size Ω(p log p), whilst the VC dimension is at most 2. We claim that the same bound
also holds for the Littlestone dimension.

Claim 13.4. The Littlestone dimension of the family consisting of all half lines as above is at most 2.

Proof. Suppose to the contrary a depth-3 tree exists as in the definition of the Littlestone dimen-
sion, and consider the elements x, y, z appearing in the internal nodes of the all-1 branch in this
tree. By definition, all three elements must belong to some half line HL from the family. How-
ever, since any two lines L1 6= L2 in the projective plane intersect in exactly one point, we have
|HL1 ∩ HL2 | ≤ 1. It follows that there does not exist L′ 6= L where x, y ∈ L′, and thus, no half line
corresponds to the (1, 1, 0)-branch of the tree, a contradiction.

The proof that no small ε-net exists is a straightforward probabilistic proof similar in spirit
to that of Theorem 13.2, and is given in detail in [AKMM02]. The proof bounds from above the
probability of any fixed set of size (say) 0.1p log p to intersect all half lines, and then takes a union
bound over all such sets.

Next, we show how to generalize the above to get a lower bound with linear dependence in
d. Let p be as above, consider d copies of the projective plane of order p and let C1, . . . , Cd be
collections of half lines generated as above, one in each plane. Now let C be the collection of all
unions of exactly d/2 half lines coming from different planes, namely, C contains all sets of the
form

H = Hi1
Lj1
∪ Hi2

Lj2
∪ . . . ∪ Hid/2

Ljd/2
,
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where i1 < i2 < . . . < id/2 ∈ [d], Hit
Ljt

is a half line from the it copy corresponding to the line Ljt

in that copy of the plane.
Consider the family C with the underlying universe with d(p2 + p + 1) points, containing all

points from all d planes.

Claim 13.5. The Littlestone dimension of C is at most d.

Proof. The proof is a straightforward extension of the proof of Claim 13.4. Suppose to the contrary
that the Littlestone dimension is t > d. Let T be a labeled tree of depth t as in the definition
of Littlestone dimension and consider its all-1 branch. This branch corresponds to some set
H = Hi1

Lj1
∪ Hi2

Lj2
∪ . . . ∪ Hid/2

Ljd/2
. In particular, all elements labeling nodes along the branch are

contained in H.
By the pigeonhole principle, there exist three elements x, y, z along the branch (in this order)

contained in the same half line HL from one of the plane copies. We claim that there is no set in C
that corresponds to any branch which is all-1 up until (and not including) z, and takes the value
0 at z. Indeed, such a set H, if exists, will contain x, y bot not z. However, this is a contradiction
as in Claim 13.4: any set H that contains x, y must also contain all elements in the half line HL
containing them both, and thus z ∈ H.

It remains to prove that there is no ε-net of size o(dε−1 log ε−1). But this follows easily from
the Ω(ε−1 log ε−1) lower bound for each of the planes separately: there exists some absolute
constant C > 0 so that for each of the planes at hand, no ε-net of size Cε−1 log ε−1 exists.
Consider now any set S of less than Cdε−1 log ε−1/2 points in our universe, the union of all
planes; since each point belongs to exactly one plane, there exist d/2 planes with less than
Cε−1 log{ε−1} points. Let i1 < i2 < . . . < id/2 denote their indices. It follows that there exists
some set H = Hi1

Lj1
∪ Hi2

Lj2
∪ . . . ∪ Hid/2

Ljd/2
∈ C not intersecting S. This completes the proof.
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A Probabilistic Material

A.1 Filtration and Martingales

In this section we give a brief probability background to Martingales, considering only finite
probability spaces. Recall that a probability space consists of a sample space Ω, a σ-field F ⊆
{0, 1}Ω that contains all measurable events and a probability measure µ over Ω. With finite
probability spaces, it is possible for F to contain all subsets of Ω, however, smaller sets can be
considered as well. For instance, if y1, . . . , yn are random variables over the finite space Y, then
σ(y1), the σ-field generated by y1, contains all the events that depend only on y1. Formally, we
have Ω = Yn and σ(y1) = {{y1 ∈ U} : U ⊆ Y}, where {Y ∈ U} = {(y1, . . . , yn) : y1 ∈ U} is the
event that y1 ∈ U. Similarly, we can have sigma fields generated by multiple random variables,
for instance, σ(y1, y3, y4), that contains all the events that depend only on these three random
variables. It is in fact also possible to consider the σ-algebra generated by zero random variables
σ({}) = {0, Ω} which is called the trivial σ-algebra.

Conditioning on more random variables results in a larger σ-algebra, namely, if i ≤ j then
σ(y1, . . . , yi) ⊆ σ(y1, . . . , yj). Intuitively, larger σ-algebras contain more information. We say that
a σ-field F is y-measurable if σ(y) ⊆ F, which intuitively holds whenever F it contains all the
information on y. Further, a filtration is a collection of nested σ-algebras F0 ⊆ F1 · · · ⊆ Fn.

One can define conditional expectation with respect to a σ-algebra. In our application, each
σ-algebra will be generated by a collection of random variables, and it holds that

E[· | σ(y1, . . . , yk)] = E[· | y1, . . . , yk]. (50)

Notice that the quantity in (50) is a function of y1, . . . , yk, hence it is also a random variable.
Additionally, if F is the trivial σ-algebra then

E[· | F] = E[· | σ({})] = E[·].

And if y is F-measurable, then E[y | F] = y.
A collection of random variables z0, . . . , zn defines a Martingale adapted to the filtration F0 ⊆

· · · ⊆ Fn if zi is Fi-measurable and if for any i < j, E[zj | Fi] = zi. The simplest case is
when Fi = σ(z1, . . . , zi), and there, the martingale condition translates to E[zj | z1, . . . , zi] = zi.
However, in the general case Fi can have additional information on other random variables.

Remarkably, Martingales obey high probability bounds. Perhaps the most well known bound
is Azuma’s inequality, which is an adaptation of Chernoff’s bound for Martingales:
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Lemma A.1. Let y0, . . . , yn be a Martingale adapted to the filtration F0, . . . , Fn. Let a1, . . . , an ≥ 0 be
numbers such that almost surely, |yi − yi−1| ≤ ai. Then, for any t ≥ 0,

Pr[yn − y0 > t] ≤ exp
(
−t2

2 ∑i a2
i

)
.

A.2 Sampling Without Replacement

Further, we have the following version of Chernoff without replacement:

Lemma A.2 ([BM15]). Let a1, . . . , aN ∈ R and let I denote a uniformly random subset of [N] of size
n ∈N. Let R = maxi ai −mini ai. Then, for any t > 0,

Pr

[
1
n ∑

i∈I
ai −

1
N

N

∑
i=1

ai > t

]
≤ exp

(
−2nt2

R2

)
.

Another without-replacement lemma:

Lemma A.3 ([Cha05], Proposition 3.10). Let {aij}i,j∈[n] be a collection of numbers from [0, 1]. Let
Y = ∑n

i=1 aiπ(i) where π is drawn from the uniform distribution over the set of permutations of {1, . . . , n}.
Then for any t ≥ 0,

Pr [|Y−EY| ≥ t] ≤ 2 exp(−t2/(4EY + 2t)).

Proof of Lemma 5.6. First item follows directly from Lemma A.2. The second item follows from
Lemma A.3 as described below. Define m = |U|. Let π : [n] → [n] be a uniformly random
permutation and let I = {i : π(i) ≤ k}. Define {ai,j}i,j∈[n] by ai,j = 1 if i ∈ U and j ≤ k. Notice
that for all i ∈ U, aiπ(i) = 1 if i ∈ I and for all i /∈ U, aiπ(i) = 0. Hence,

Y :=
n

∑
i=1

aiπ(i)

equals |I ∩U| and EY = km/n. From Lemma A.3 we derive that for any t ≥ 0,

Pr [|Y−EY| ≥ t] ≤ exp
(
− t2

4EY + 2t

)
.

Substitute t = αEY and we get that

Pr
[∣∣∣∣ Y

EY
− 1
∣∣∣∣ ≥ α

]
= Pr [|Y−EY| ≥ t] ≤ exp

(
− t2

4EY + 2t

)
= exp

(
− α2E[Y]2

4EY + 2αEY

)
≤ exp

(
−α2E[Y]2

6EY

)
= exp

(
−α2km

6n

)
.

Proof of Lemma 5.5. Denote |U| = m. For any i ∈ U, let zi denote the indicator of whether i ∈ I,
and notice that |U ∩ I| = ∑i∈U zi. Therefore, we have

E[|U ∩ I|] = E

[
∑
i∈U

zi

]
= ∑

i∈U
E[zi] = ∑

i∈U
k/n = mk/n.
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Next,
E[|U ∩ I|2] = ∑

i,j∈U
Ezizj = ∑

i∈U
Ez2

i + 2 ∑
i,j∈U : i<j

Ezizj.

For the first term, since zi is an indicator, we have

∑
i∈U

Ez2
i = ∑

i∈U
Ezi = mk/n.

For the second term, fix i < j, and we have

Ezizj = Pr[zi = 1, zj = 1] = Pr[{i, j} ⊆ I] =
1
(n

k)
|{I ⊆ [n] : |I| = k, i, j ∈ I}|

=
(n−2

k−2)

(n
k)

=
(n− 2)!k!(n− k)!
n!(k− 2)!(n− k)!

=
k(k− 1)
n(n− 1)

≤ k2

n2 .

We derive that

E[|U ∩ I|2] ≤ mk
n

+
m2k2

n2 .

Hence,

Var(|U ∩ I|) = E[|U ∩ I|2]−E[|U ∩ I|] ≤ mk
n

+
m2k2

n2 −
m2k2

n2 =
mk
n

,

as required.
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