# Tracing a single user 

Noga Alon * Vera Asodi ${ }^{\dagger}$


#### Abstract

Let $g(n, r)$ be the maximum possible cardinality of a family $\mathcal{F}$ of subsets of $\{1,2, \ldots, n\}$ so that given a union of at most $r$ members of $\mathcal{F}$, one can identify at least one of these members. The study of this function is motivated by questions in molecular biology. We show that $g(n, r)=2^{\Theta\left(\frac{n}{r}\right)}$, thus solving a problem of Csűrös and Ruszinkó.


## 1 Introduction

Let $[n]=\{1,2, \ldots, n\}$, and let $\mathcal{F} \subseteq 2^{[n]}$ be a family of subsets of $[n] . \mathcal{F}$ is called $r$-superimposed if for all $A_{1}, \ldots, A_{k}, B_{1}, \ldots, B_{l} \in \mathcal{F}$ with $k, l \leq r$ and $\left\{A_{1}, \ldots, A_{k}\right\} \neq\left\{B_{1}, \ldots, B_{l}\right\}$,

$$
\bigcup_{i=1}^{k} A_{i} \neq \bigcup_{i=1}^{l} B_{i}
$$

This means that, given the union of up to $r$ sets from an $r$-superimposed family, one can identify all those sets. The problem of determining or estimating $f(n, r)$ - the maximum possible cardinality of an $r$-superimposed family of subsets of $[n]$ has been considered in various papers $[9,10,11,12,13,14]$. This problem can be posed as a group testing problem, which is motivated by practical problems in molecular biology. Examples include the quality control of DNA chips [6], closing the remaining gaps in the genome at the end of a sequencing project [4], [3] and clone library screening [5, 7]. As shown in $[9,14,11]$,

$$
\begin{equation*}
\frac{c_{1}}{r^{2}} \leq \frac{\log f(n, r)}{n} \leq \frac{c_{2} \log r}{r^{2}} \tag{1}
\end{equation*}
$$

where $c_{1}, c_{2}>0$ are absolute constants.
A weaker requirement is that, given the union of up to $r$ sets, one will be able to identify at least one of those sets. Such families are called $r$-single-user tracing superimposed ( $r$-SUT).

[^0]Definition 1 A family $\mathcal{F}$ of subsets of $[n]$ is called $r$-single-user tracing superimposed (r-SUT) if for all choices of $\mathcal{F}_{1}, \ldots, \mathcal{F}_{k} \subseteq \mathcal{F}$ with $1 \leq\left|\mathcal{F}_{i}\right| \leq r$,

$$
\bigcup_{A \in \mathcal{F}_{1}} A=\bigcup_{A \in \mathcal{F}_{2}} A=\ldots=\bigcup_{A \in \mathcal{F}_{k}} A
$$

implies

$$
\bigcap_{i=1}^{k} \mathcal{F}_{i} \neq \emptyset
$$

This problem is also motivated by applications in molecular biology, where, for example, a group of DNA sequences that carry relevant genomic information is under study, and the objective is to find at least one sequence with this information. In this problem a set of $m$ sequences is given, containing at most $r$ positives, i.e. sequences with the required information. In each experiment, a subset of the sequences is tested, and the outcome of the experiment is positive if and only if the subset contains at least one positive sequence. The objective is to find at least one positive sequence by conducting as few experiments as possible, where all the experiments are carried out simultaneously. In such experiments, we can view each of the given DNA sequences as a subset of the experiments (the experiments in which it participates), and in order to be able to identify at least one sequence with the relevant information, we need these subsets to form an $r$-SUT family. See [7] for further discussion of such applications.

Let $g(n, r)$ denote the maximum possible size of an $r$-SUT family of subsets of $[n]$. Thus, $m=$ $g(n, r)$ is the maximum number of DNA sequences for which we can solve the above problem by $n$ experiments. Csűrös and Ruszinkó [7] proved that there exist constants $c_{1}, c_{2}>0$ such that

$$
\frac{c_{1}}{r^{2}} \leq \frac{\log g(n, r)}{n} \leq \frac{c_{2}}{r}
$$

In this work we show that their upper bound is tight up to a constant factor. We first prove, in section 2, a lower bound of $\Omega\left(\frac{1}{r}\right)$ using a probabilistic argument, and then give, in section 3, an explicit construction for fixed $r$, that is, an algorithm that constructs a family of the required size in time $m^{O(r)}$. Note that our lower bound, together with (1), imply that, for large $r, g(n, r)$ is much bigger than $f(n, r)$, showing that the problem of identifying one positive DNA sequence can be solved by significantly less experiments than the problem of identifying all positives.

## 2 The Lower Bound

Our main result is the following theorem that provides a lower bound on the maximum possible size of an $r$-SUT family of subsets of $[n]$. This bound determines $\log g(n, r)$ up to a constant factor. In what follows we make no attempts to optimize this absolute constant. To simplify the presentation we omit all floor and ceiling signs, whenever these are not crucial.

Theorem 1 For any $r \geq 2$ and $n \geq 20 r$, there exists an $r$-SUT family of subsets of $[n]$ of size at least $2^{\frac{n}{20 r}}$.

Fix $r \geq 2$ and $n \geq 20 r$. Let $m=2 \frac{n}{20 r}$, and let $p=\frac{1}{r}$. Choose a family $\mathcal{F}=\left\{F_{1}, F_{2}, \ldots, F_{m}\right\}$ of subsets of $[n]$ at random, where the subsets $F_{i}$ are chosen independently as follows. Every $x \in[n]$ is chosen to be in $F_{i}$ independently with probability $p$. We next show that with positive probability the family $\mathcal{F}$ is $r$-SUT. Thus, we have to show that, with positive probability, for all choices of $\mathcal{F}_{1}, \ldots, \mathcal{F}_{k} \subseteq \mathcal{F}$ such that $1 \leq\left|\mathcal{F}_{i}\right| \leq r$ for all $1 \leq i \leq k$ and $\cap_{i=1}^{k} \mathcal{F}_{i}=\emptyset$, the unions $\cup_{A \in \mathcal{F}_{i}} A$ for $1 \leq i \leq k$ are not all equal. We consider two different cases, according to the size of $\cup_{i=1}^{k} \mathcal{F}_{i}$. Proposition 2 deals with the case $\left|\cup_{i=1}^{k} \mathcal{F}_{i}\right|<2 r$, Proposition 3 with $\left|\cup_{i=1}^{k} \mathcal{F}_{i}\right| \geq 2 r$, and in Proposition 4 we combine the above to complete the proof of Theorem 1.

Proposition 2 The following holds with probability greater than $\frac{1}{2}$. For all $s<2 r$, and for all distinct $A_{1}, \ldots, A_{s} \in \mathcal{F}$, there exists an element $x \in[n]$ that belongs to exactly one of the sets $A_{i}$, $1 \leq i \leq s$.

Proof: Fix $s<2 r$ and distinct $A_{1}, \ldots, A_{s} \in \mathcal{F}$. The probability that there is no element $x \in[n]$ that belongs to exactly one of these sets is

$$
\begin{aligned}
{\left[1-s p(1-p)^{s-1}\right]^{n} } & \leq\left[1-\frac{s}{r}\left(1-\frac{1}{r}\right)^{2 r-2}\right]^{n} \\
& \leq\left(1-\frac{s}{r} e^{-2}\right)^{n} \\
& \leq e^{-e^{-2} \frac{s n}{r}} \\
& <2^{-0.15 \frac{s n}{r}}
\end{aligned}
$$

Thus, the expected number of choices of $A_{1}, \ldots, A_{s} \in \mathcal{F}, 1 \leq s<2 r$, for which there is no element $x \in[n]$ that belongs to exactly one of the sets $A_{i}, 1 \leq i \leq s$, is at most

$$
\begin{aligned}
\sum_{s=1}^{2 r-1}\binom{m}{s} 2^{-0.15 \frac{s n}{r}} & \leq \sum_{s=1}^{2 r-1} m^{s} 2^{-0.15 \frac{s n}{r}} \\
& =\sum_{s=1}^{2 r-1} 2^{\frac{n}{20 r} s} 2^{-0.15 \frac{s n}{r}} \\
& =\sum_{s=1}^{2 r-1} 2^{-0.1 \frac{s n}{r}} \\
& \leq \sum_{s=1}^{2 r-1} 2^{-2 s} \\
& <\frac{1}{2}
\end{aligned}
$$

Therefore, by Markov's inequality, the probability that there is no choice of $A_{1}, \ldots, A_{s} \in \mathcal{F}$ as above is greater than $\frac{1}{2}$.

Proposition 3 The following holds with probability greater than $\frac{1}{2}$. For all $t \leq r$, and for all distinct $A_{1}, \ldots, A_{r}, B_{1}, \ldots B_{t} \in \mathcal{F}$,

$$
\bigcup_{i=1}^{r} A_{i} \nsubseteq \bigcup_{i=1}^{t} B_{i}
$$

Proof: Fix distinct $A_{1}, \ldots, A_{r}, B_{1}, \ldots B_{t} \in \mathcal{F}, t \leq r$. For $x \in[n]$, the probability that $x \in \cup_{i=1}^{r} A_{i}$ and $x \notin \cup_{i=1}^{t} B_{i}$ is

$$
\begin{aligned}
{\left[1-(1-p)^{r}\right](1-p)^{t} } & \geq\left[1-\left(1-\frac{1}{r}\right)^{r}\right]\left(1-\frac{1}{r}\right)^{r} \\
& \geq \frac{1}{2} e^{-1}\left(1-e^{-1}\right)>0.1
\end{aligned}
$$

Therefore,

$$
\operatorname{Pr}\left(\bigcup_{i=1}^{r} A_{i} \subseteq \bigcup_{i=1}^{t} B_{i}\right)<0.9^{n}
$$

and hence the expected number of choices of distinct $A_{1}, \ldots, A_{r}, B_{1}, \ldots B_{t} \in \mathcal{F}, t \leq r$, such that

$$
\bigcup_{i=1}^{r} A_{i} \subseteq \bigcup_{i=1}^{t} B_{i}
$$

is at most

$$
m^{2 r} 0.9^{n}=2^{\frac{n}{10}} 0.9^{n}<\frac{1}{2}
$$

for $n \geq 20 r \geq 40$. Therefore, by Markov's inequality, the probability that there is no choice of $A_{1}, \ldots, A_{r}, B_{1}, \ldots B_{t} \in \mathcal{F}$ as above is greater than $\frac{1}{2}$.

Proposition 4 Any family that satisfies the properties in Propositions 2 and 3 is r-SUT. Therefore, with positive probability, the random family $\mathcal{F}$ is r-SUT, and hence

$$
\frac{\log g(n, r)}{n} \geq \frac{1}{20 r}
$$

Proof: Suppose $\mathcal{F}$ satisfies the properties in Propositions 2 and 3. We have to show that for all $\mathcal{F}_{1}, \ldots, \mathcal{F}_{k} \subseteq \mathcal{F}$ such that $1 \leq\left|\mathcal{F}_{i}\right| \leq r$ for all $1 \leq i \leq k$ and $\cap_{i=1}^{k} \mathcal{F}_{i}=\emptyset$, the unions $\cup_{A \in \mathcal{F}_{i}} A$ for $1 \leq i \leq k$ are not all equal. Consider first all such $\mathcal{F}_{1}, \ldots, \mathcal{F}_{k}$ for which

$$
\left|\bigcup_{i=1}^{k} \mathcal{F}_{i}\right|<2 r
$$

Since $\mathcal{F}$ satisfies the property in Proposition 2 , for all such choices of $\mathcal{F}_{1}, \ldots, \mathcal{F}_{k}$ there is an element $x \in[n]$ that belongs to exactly one set $B$ in $\cup_{i=1}^{k} \mathcal{F}_{i}$. Since $\cap_{i=1}^{k} \mathcal{F}_{i}=\emptyset$, there exists $1 \leq j \leq k$ such that $B \notin \mathcal{F}_{j}$, and hence $x \notin \cup_{A \in \mathcal{F}_{j}} A$. On the other hand, there is some $1 \leq j^{\prime} \leq k$ for which $B \in \mathcal{F}_{j^{\prime}}$. Therefore, $x \in \cup_{A \in \mathcal{F}_{j^{\prime}}} A$, and hence $\cup_{A \in \mathcal{F}_{j}} A \neq \cup_{A \in \mathcal{F}_{j^{\prime}}} A$, as needed.

Now consider the choices of $\mathcal{F}_{1}, \ldots, \mathcal{F}_{k}$ for which

$$
\left|\bigcup_{i=1}^{k} \mathcal{F}_{i}\right| \geq 2 r
$$

Let $\mathcal{F}_{1}=\left\{B_{1}, \ldots, B_{t}\right\}$. Since $t \leq r,\left|\left(\cup_{i=1}^{k} \mathcal{F}_{i}\right) \backslash \mathcal{F}_{1}\right| \geq r$. Let $A_{1}, \ldots, A_{r}$ be distinct sets in $\left(\cup_{i=1}^{k} \mathcal{F}_{i}\right) \backslash \mathcal{F}_{1}$. If all the unions $\cup_{A \in \mathcal{F}_{i}} A$ for $1 \leq i \leq k$ were equal, then we would have

$$
\bigcup_{i=1}^{r} A_{i} \subseteq \bigcup_{i=1}^{t} B_{i}
$$

But as $\mathcal{F}$ satisfies the property in Proposition 3, the above does not hold for any choice of distinct $A_{1}, \ldots, A_{r}, B_{1}, \ldots B_{t} \in \mathcal{F}$. Thus, no choice of $\mathcal{F}_{1}, \ldots, \mathcal{F}_{k}$ with $\left|\cup_{i=1}^{k} \mathcal{F}_{i}\right| \geq 2 r$ violates the desired property.

The assertion in each of the two propositions holds with probability exceeding $1 / 2$, hence they hold simultaneously with positive probability. This completes the proof of Theorem 1.

## 3 Explicit Construction

In this section we describe an explicit construction of an $r$-SUT family of subsets of $[n]$, of size $m=$ $2^{\frac{n}{20 r}}$. Our construction takes time $m^{O(r)}$, and is based on a derandomization of the proof in section 2 , in the spirit of the results in $[1,2]$, that combines the method of conditional expectations with the known constructions of small sample spaces supporting $2 r$-wise independent random variables.

Let $A=\left(a_{i j}\right)$ be an $n \times m$ matrix, whose columns are the incidence vectors of a family $\mathcal{F}$ of subsets of $[n]$. By the proofs in section 2, in order to ensure that the columns of $A$ form an $r$-SUT family $\mathcal{F}$, it suffices to make sure that the following two conditions hold:

1. For all $s<2 r$ and all subsets $J \subseteq[m]$ of size $s$, there exists an index $1 \leq i \leq n$ such that there is exactly one index $j \in J$ for which $a_{i j}=1$.
2. For all disjoint subsets $J_{1}, J_{2} \subseteq[m]$ of size $r$ each, there exists an index $1 \leq i \leq n$ such that for all $j \in J_{1} a_{i j}=0$, and there is at least one $j \in J_{2}$ for which $a_{i j}=1$.

Consider the distribution $D:\{0,1\}^{m} \rightarrow[0,1]$ in which a vector $x=\left(x_{1}, \ldots, x_{m}\right) \in\{0,1\}^{m}$ is chosen as follows. For all $1 \leq i \leq m$, independently, let $x_{i}$ be 1 with probability $\frac{1}{r}$. For any subset $J \subseteq[m]$ of size $s$, the probability that a vector $x$ drawn randomly from $D$ satisfies condition 1 with respect to $J$ is $p_{s}=\frac{s}{r}\left(1-\frac{1}{r}\right)^{s-1} \geq \frac{s}{r}\left(1-\frac{1}{r}\right)^{2 r-2}$. For any disjoint subsets $J_{1}, J_{2} \subseteq[m]$ of size $r$ each, the probability that a vector $x$ drawn randomly from $D$ satisfies condition 2 with respect to $J_{1}$ and $J_{2}$ is $q=\left(1-\frac{1}{r}\right)^{r}\left(1-\left(1-\frac{1}{r}\right)^{r}\right)$. Note that this holds even if the $x_{i}$ 's are only $2 r$-wise independent, instead of mutually independent.

In [1] it is shown that there is an explicit construction of a distribution $D^{\prime}:\{0,1\}^{m} \rightarrow[0,1]$ with the following properties:

- $D^{\prime}$ is $2 r$-wise independent.
- $\left|\operatorname{Supp}\left(D^{\prime}\right)\right|=m^{O(r)}$, and this support can be constructed in time $m^{O(r)}$.
- For all $1 \leq i \leq m,\left|P r_{x \sim D}\left(x_{i}=1\right)-P r_{x \sim D^{\prime}}\left(x_{i}=1\right)\right| \leq \frac{1}{2 m}$.

Therefore, if $m$ is sufficiently large, we have $p_{s}^{\prime}>0.1 \frac{s}{r}$ and $q^{\prime}>0.1$, where $p_{s}^{\prime}$ and $q^{\prime}$ are the probabilities corresponding to $p_{s}$ and $q$, when choosing $x$ according to $D^{\prime}$ instead of $D$.

We now use the greedy algorithm to construct the matrix $A$. The rows of $A$ are chosen one by one from the support of the distribution $D^{\prime}$ as follows. Let $A_{t}$ denote the $t \times m$ matrix obtained by the first $t$ iterations. For $0 \leq t \leq n$, let $X_{t}^{s}, 1 \leq s<2 r$, denote the number of subsets $J \subseteq[m]$ of size $s$ for which there is no $i \in[t]$ that satisfies condition 1, and let $Y_{t}$ denote the number of pairs of disjoint subsets $J_{1}, J_{2} \subseteq[m]$ of size $r$ each, for which there is no $i \in[t]$ that satisfies condition 2 . Define

$$
W_{t}=\sum_{s=1}^{2 r-1} X_{t}^{s}\left(1-p_{s}^{\prime}\right)^{n-t}+Y_{t}\left(1-q^{\prime}\right)^{n-t} .
$$

After choosing the first $t-1$ rows of $A$, the greedy algorithm chooses, in iteration number $t$, to add to $A$ the vector in the support of $D^{\prime}$ that minimizes $W_{t}$. Note that

$$
\begin{aligned}
W_{0} & =\sum_{s=1}^{2 r-1} X_{0}^{s}\left(1-p_{s}^{\prime}\right)^{n}+Y_{0}\left(1-q^{\prime}\right)^{n} \\
& \leq \sum_{s=1}^{2 r-1} m^{s}\left(1-0.1 \frac{s}{r}\right)^{n}+m^{2 r}(1-0.1)^{n} \\
& =\sum_{s=1}^{2 r-1} 2^{\frac{s n}{20 r}} e^{-\frac{0.1 s n}{r}}+2^{\frac{n}{10}} 0.9^{n} \\
& <1,
\end{aligned}
$$

as shown in section 2.
We claim that, for all $1 \leq t \leq n$, the expected value of $W_{t}$, given the outcome of the first $t-1$ iterations, is at most $W_{t-1}$. Indeed,

$$
\begin{aligned}
E\left[W_{t} \mid X_{t-1}^{1}, \ldots, X_{t-1}^{2 r-1}, Y_{t-1}\right] & =\sum_{s=1}^{2 r-1} E\left[X_{t}^{s} \mid X_{t-1}^{s}\right]\left(1-p_{s}^{\prime}\right)^{n-t}+E\left[Y_{t} \mid Y_{t-1}\right]\left(1-q^{\prime}\right)^{n-t} \\
& \leq \sum_{s=1}^{2 r-1} X_{t-1}^{s}\left(1-p_{s}^{\prime}\right)^{n-t+1}+Y_{t-1}\left(1-q^{\prime}\right)^{n-t+1} \\
& =W_{t-1} .
\end{aligned}
$$

Therefore, for all $t$, the greedy algorithm chooses a vector so that $W_{t} \leq W_{t-1}$, and hence at the end $W_{n} \leq W_{0}<1$. But

$$
W_{n}=\sum_{s=1}^{2 r-1} X_{n}^{s}+Y_{n} .
$$

Therefore, $X_{n}^{1}=\ldots=X_{n}^{2 r-1}=Y_{n}=0$, that is, the matrix $A=A_{n}$ satisfies conditions 1 and 2, and thus its columns are the incidence vectors of an $r$-SUT family of subsets of $[n]$. Obviously, the above process can be performed in time $O\left(m^{2 r} \cdot\left|\operatorname{Supp}\left(D^{\prime}\right)\right| \cdot n\right)=m^{O(r)}$.

## 4 Concluding Remarks

It may be interesting to find explicit constructions that provide $r$-SUT families of size $m=2^{\Omega\left(\frac{n}{r}\right)}$ in time $m^{O(1)}$ even when $r$ is not a constant.

Csürös and Ruszinkó [7] gave an upper bound of $2^{\frac{2 n}{r}}$ for $g(n, r)$, which is the maximum size of an $r$-SUT family, and we proved a lower bound of $2 \frac{n}{20 r}$. Although the constant $\frac{1}{20}$ in our proof can be easily improved, the problem of finding the exact constant remains open (and seems difficult).

Finding the exact constant may be interesting even for small values of $r$. For the first interesting case, $r=2$, a result of Coppersmith and Shearer [8] implies that $g(n, 2) \leq 2^{\left(\frac{1}{2}+o(1)\right) n}$, whereas the simple probabilistic argument given in Proposition 5 shows that there is a 2-SUT family of subsets of $[n]$ of size $\Omega\left(2^{\frac{n}{3}}\right)$, that is, $g(n, 2) \geq \Omega\left(2^{\frac{n}{3}}\right)$.

Proposition 5 For all $n$, there exists a 2-SUT family of subsets of $[n]$ of size $\Omega\left(2^{\frac{n}{3}}\right)$.
Proof: Let $m=\frac{1}{2} \cdot 2^{\frac{n}{3}}$, and put $p=1-\frac{\sqrt{2}}{2}$. Choose a family $\mathcal{F}=\left\{F_{1}, F_{2}, \ldots, F_{m}\right\}$ of subsets of $[n]$ at random, where the subsets $F_{i}$ are chosen independently as follows. Every $x \in[n]$ is chosen to be in $F_{i}$ independently with probability $p$.

A family $\mathcal{G}$ is 2-SUT if the following two conditions hold:

- For all distinct $A, B, C, D \in \mathcal{G}, A \cup B \neq C \cup D$.
- For all distinct $A, B, C \in \mathcal{G}$, the unions $A \cup B, B \cup C$ and $A \cup C$ are not all equal.

For each fixed distinct $A, B, C, D \in \mathcal{F}$,

$$
\begin{aligned}
\operatorname{Pr}(A \cup B=C \cup D) & =\left[(1-p)^{4}+\left(1-(1-p)^{2}\right)^{2}\right]^{n} \\
& =\left[\left(\frac{\sqrt{2}}{2}\right)^{4}+\left(1-\left(\frac{\sqrt{2}}{2}\right)^{2}\right)^{2}\right]^{n} \\
& =2^{-n} .
\end{aligned}
$$

Therefore, the expected number of distinct $A, B, C, D \in \mathcal{F}$ for which $A \cup B=C \cup D$ is at most

$$
m^{4} 2^{-n}=\frac{1}{16} \cdot 2^{\frac{4 n}{3}} \cdot 2^{-n}=\frac{1}{16} \cdot 2^{\frac{n}{3}}=\frac{m}{8}
$$

For distinct $A, B, C \in \mathcal{F}$,

$$
\begin{aligned}
\operatorname{Pr}(A \cup B=B \cup C=A \cup C) & =\left[1-3 p(1-p)^{2}\right]^{n} \\
& =\left[1-3\left(1-\frac{\sqrt{2}}{2}\right)\left(\frac{\sqrt{2}}{2}\right)^{2}\right]^{n} \\
& <2^{-\frac{4}{5} n}
\end{aligned}
$$

Therefore, the expected number of distinct $A, B, C \in \mathcal{F}$ for which $A \cup B=B \cup C=A \cup C$ is at most

$$
m^{3} 2^{-\frac{4}{5} n}=\frac{1}{8} \cdot 2^{n} \cdot 2^{-\frac{4}{5} n}=\frac{1}{8} \cdot 2^{\frac{n}{5}}<\frac{m}{8}
$$

with room to spare.
Therefore, there is a family $\mathcal{F}$ with at most $\frac{m}{4}$ forbidden configurations of the two kinds. By removing one set from each forbidden configuration, we are left with a 2-SUT family (possibly with a few identical members) of size at least $\frac{3}{4} m=\Omega\left(2^{\frac{n}{3}}\right)$, and this family cannot contain three identical members. Thus, $g(n, 2) \geq \Omega\left(2^{\frac{n}{3}}\right)$.
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