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Abstract: We prove a strong version of quantum ergodicity for linear hyperbolic maps
of the torus (“cat maps”). We show that there is a density one sequence of integers so that
asN tends to infinity along this sequence, all eigenfunctions of the quantum propagator
at inverse Planck constantN are uniformly distributed.

A key step in the argument is to show that for a hyperbolic matrix in the modular
group, there is a density one sequence of integersN for which its order (or period)
moduloN is somewhat larger than

√
N .

1. Introduction

1.1. Quantum ergodicity. An important model for understanding the quantization of
classically chaotic systems arequantum maps, and in particular the quantizations of
linear automorphisms of the torusT2 (“cat maps”). Recall that a linear automorphism
of T2 is given by a matrixA in the modular groupSL(2,Z). Iterating such a map, we
get a discrete dynamical system, well-known to be chaotic if the map is hyperbolic, that
is if it has two real eigenvaluesε > 1 > ε−1 (equivalently| tr(A)| > 2). A quantization
of these “cat maps” was proposed by Hannay and Berry [9], see also [13,4,5]. In brief,
this procedure restricts Planck’s constant to be an inverse integer:h = 1/N , and the
Hilbert space of statesHN isN -dimensional, in keeping with the intuition that each state
occupies a Planck cell of volumeh = 1/N and the constraint that the total phase-space
T2 has volume one. Classical observables (i.e. functionsf ∈ C∞(T2)) give rise to
operators OpN(f ) onHN . Given a linear automorphismA of the torus, its quantization
is a unitary operatorUN(A) on HN , called the quantum propagator, or “quantized cat
map”. The eigenfunctions ofUN(A) play the rôle of energy eigenstates.
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In this paper we will use the quantized cat map to illuminate one of the few rigorous
results available on the semi-classical limit of eigenstates of classically chaotic systems,
namelyQuantum Ergodicity [18,3,21]. To formulate this notion, recall that if the classi-
cal dynamics areergodic, then almost all trajectories of a particle cover the energy shell
uniformly. The intuition afforded by the “Correspondence Principle” leads one to look
for an analogous statement about the semi-classical limit of expectation values of ob-
servables in an energy eigenstate.As formulated by Schnirelman [18], the corresponding
assertion is that when the classical dynamics isergodic, for almost all eigenstates the ex-
pectation values of observables converge to the phase-space average. For quantum maps,
the form that this takes is the following ([2,22,23]): Fix an observablef ∈ C∞(T2).
Then for any orthonormal basisψj of HN consisting of eigenfunctions ofUN(A), there
is a subsetJ (N) ⊂ {1,2, . . . , N}, with #J (N)

N
→ 1, so that forj ∈ J (N) we have:

〈OpN(f )ψj , ψj 〉 →
∫

T2
f, asN →∞. (1.1)

This is a consequence, using positivity and a standard diagonalization argument, of
the following estimate for the variance due to Zelditch [22]: Givenf ∈ C∞(T2), for any
orthonormal basisψj , j = 1, . . . , N of of HN consisting of eigenfunctions ofUN(A),
we have

1

N

N∑
j=1

∣∣∣∣〈OpN(f )ψj , ψj 〉 −
∫

T2
f

∣∣∣∣2→ 0 (1.2)

Note that the result (1.2) does not guarantee thatall eigenfunctions inHN are equidis-
tributed, even for one single value ofN .

1.2. Beyond quantum ergodicity. In recent work [14], we have found that there is a
commutative group of unitary operators on the state-space which commute with the
quantized map and therefore act on its eigenspaces.We called these “Hecke operators”, in
analogy with the setting of the modular surface. We showed that the joint eigenfunctions
of these and ofUN(A) (which we called “Hecke eigenfunctions”) are all equidistributed,
that is (1.1) holds for any choice of Hecke eigenfunctions inHN .

Not all eigenfunctions ofUN(A) are Hecke eigenfunctions. In fact, the Hecke eigen-
spaces have small dimension (at mostO(log logN)), while the eigenspaces ofUN(A)

may have large dimension. In fact, themean degeneracy isN/ord(A,N), where
ord(A,N) the order (or period) ofA moduloN , that is the least integerk ≥ 1 for
whichAk = I modN . It can be shown (see Sect. 3.2) that the mean degeneracy can
be as large asN/ logN for arbitrarily largeN . However, it is reasonable to expect that
all eigenfunctions become equidistributed – that is we have quantumunique ergodicity.

In this paper, we show ergodicity ofall eigenfunctions ofUN(A) for almost all
integersN :

Theorem 1. Let A be a fixed cat map. There is a set of integers N ∗ of density one so
that all eigenfunctions of UN(A) are equi-distributed, as N →∞, N ∈ N ∗.
Previously, the only result giving an infinite set ofN for which all eigenfunctions of
UN(A) become equi-distributed is by Degli-Esposti, Graffi and Isola [5], which condi-
tional on GRH give an infinite set ofprimes.
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1.3. Outline of the argument. Our main tool in relating this result to more traditional
themes of Number Theory is the following estimate for the fourth power moment of the
expectation values, giving a condition in terms of the order ofA moduloN :

Theorem 2. There is a sequence of integers of density one so that for all observables
f ∈ C∞(T2) and any orthonormal basis {ψj }Nj=1 of HN consisting of eigenfunctions
of UN(A) we have:

N∑
j=1

|〈OpN(f )ψj , ψj 〉 −
∫

T2
f |4� N(logN)14

ord(A,N)2
.

Thus for any subsequence of integersN such that

ord(A,N)

N1/2(logN)7
→∞ (1.3)

(and satisfying an additional “genericity” assumption explained in Sect. 4) we find that
for all eigenfunctions ofUN(A), 〈OpN(f )ψ,ψ〉 →

∫
T2 f asN →∞.

Theorem 2 reduces the problem of quantum ergodicity to that of finding sequences of
integers satisfying (1.3), a problem closely related to the classical Gauss–Artin problem
of showing that any integer, other than±1 or a perfect square, is a primitive root modulo
infinitely many primes; see [17] for a nice survey article. We show (Theorem 17) that
there is someδ > 0 for which there is a set of integers of density 1 so that

ord(A,N)� N1/2 exp((logN)δ) .

This, combined with Theorem 2 gives Theorem 1.
To prove Theorem 17, we first show in Sect. 5 that on a set of density one, ord(A,N)

is not much smaller than the product of the orders ofAmodulo prime divisors ofN . Next,
we deal with prime values ofN . In Sect. 6 we show (Theorem 14) that given 1/2 < η <

3/5, there is a set of primes of positive densityc(η) > 0 so that ord(A, p) � pη. We
note that this is far short of the truth; by invoking the Generalized Riemann Hypothesis,
one can show that for a set of primes of density one, we have ord(A, p)� p/ logp (cf.
[6]). In Sect. 7 we prove Theorem 17 by using Theorem 14 together with the elementary
observation that for almost all primesp, ord(A, p) ≥ p1/2/ logp.

As is apparent from this discussion, our result hinges on the condition (1.3) being
satisfied; we can say nothing forN for which this condition fails, of which there are
infinitely many examples. We consider it a fundamental problem to get results when
ord(A,N) is smaller thanN1/2.

1.4. Notation. We will use the standard convention of analytic number theory: Thus
e(z) stands fore2πiz, f (x) � g(x) asx → ∞ means that there is someC > 0 so
that forx sufficiently large,f (x) < Cg(x). Similarly,f (x) � g(x) asx →∞ means
lim supf (x)/g(x) ≤ 1. We will writept ||n if pt dividesn butpt+1 does not. We will
denote byω(N) the number of prime divisors ofN .
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2. Quantum Mechanics on the Torus

2.1. The Hilbert space of states. We review the basics of quantum mechanics on the
torusT2, viewed as a phase space [9,13,4,5], beginning with a description of the Hilbert
space of states of such a system: We take state vectors to be distributions on the line
which are periodic in both momentum and position representations:ψ(q + 1) = ψ(q),
[Fhψ](p+1) = [Fhψ](p), where[Fhψ](p) = h−1/2

∫
ψ(q) e(−pq/h) dq. The space

of such distributions is finite dimensional, of dimension preciselyN = 1/h, and consists
of periodic point-masses at the coordinatesq = Q/N ,Q ∈ Z. We may then identifyHN

with theN -dimensional vector spaceL2(Z/NZ), with the inner product〈· , ·〉 defined
by

〈φ,ψ〉 = 1

N

∑
QmodN

φ(Q)ψ(Q). (2.1)

2.2. Observables. Next we construct quantum observables: A central role is played by
the translation operators

[t1ψ](Q) = ψ(Q+ 1)

and, lettingeN(Q) = e
2πiQ
N ,

[t2ψ](Q) = eN(Q)ψ(Q),

which may be viewed as the analogues of (respectively) multiplication and differentiation
operators. In fact in terms of the usual translation operators on the lineq̂ψ(q) = qψ(q)

and p̂ψ(q) = h
2πi

d
dq
ψ(q), they are given byt1 = e(p̂), t2 = e(q̂). In this context,

Heisenberg’s commutation relations read

ta1 t
b
2 = tb2 t

a
1eN(ab) ∀a, b ∈ Z. (2.2)

More generally, mixed translation operators are defined forn = (n1, n2) ∈ Z2 by

TN(n) = eN(
n1n2

2
)t
n2
2 t

n1
1 .

These are unitary operators onHN , whose action on a wave-functionψ ∈ L2(Z/NZ)
is given by:

TN(n)ψ(Q) = e
iπn1n2

N e(
n2Q

N
)ψ(Q+ n1) . (2.3)

This implies that the absolute value of the trace ofTN(n) is given by

|tr TN(n)| =
{
N n ≡ (0,0) modN

0 otherwise
(2.4)

(see [14, Lemma 4]).
The adjoint/inverse ofTN(n) is given by

TN(n)
∗ = TN(−n) . (2.5)
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As follows from the commutation relation (2.2), we have

TN(m) TN(n) = eN

(
ω(m, n)

2

)
TN(m+ n), (2.6)

whereω(m, n) is the symplectic form

ω(m, n) = m1n2−m2n1.

For any smooth functionf ∈ C∞(T2), define aquantum observable OpN(f ), called
theWeyl quantization of f [7]

OpN(f ) =
∑
n∈Z2

f̂ (n)TN(n),

wheref̂ (n) are the Fourier coefficients off .
Given a stateψ ∈ HN , theexpectation value of the observablef in the stateψ is

defined to be〈OpN(f )ψ,ψ〉.

2.3. Cat maps. To introduce dynamics, we consider a linear automorphism of the torus
A ∈ SL(2,Z). The iteration ofA gives a (discrete) dynamical system, well-known to
be chaotic ifA is hyperbolic, that is| tr A| > 2 (such a map is called a “cat map” in the
physics literature).

If we further assumeA is “quantizable” (that isA =
(
a b

c d

)
with ab ≡ cd ≡ 0

mod 2, for more details see [14, Sect. 3] or [9, p. 273]) then one can assign toA a unitary
operatorUN(A)onHN , thequantum propagator, whose iterates give the evolution of the
quantum system, and characterized by the property (an analogue of “Egorov’s theorem”):

UN(A)
∗OpN(f )UN(A) = OpN(f ◦ A). (2.7)

This can be thought of as saying that the evolution of the quantum observable OpN(f )

follows the evolutionf �→ f ◦A of the classical observablef . That (2.7) holdsexactly
is a special feature of the linearity of the mapA; for general maps, (2.7) is only expected
to hold asymptotically asN →∞ (cf. [15]).

The stationary states of the quantum system are given by the eigenfunctionsψ of
UN(A). It is our goal to study the limiting expectation values〈OpN(f )ψ,ψ〉 of observ-
ables in (normalized) eigenstates and show that outside a zero density set ofN ’s, they
all converge to the classical average

∫
T2 f of the observable asN →∞.

3. The Order of a Matrix Modulo N

3.1. Let A ∈ SL(2,Z) be a hyperbolic matrix, that is| tr(A)| > 2. Theorder (or
period) ord(A,N) of the mapA moduloN is the least integerk ≥ 0 so thatAk = I

modN . We begin to study the order ofA modulo an arbitrary integerN , starting with
some well-known generalities.
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3.1.1. Firstly, if M andN are co-prime then

ord(A,MN) = lcm(ord(A,M),ord(A,N)),

and so ifN has a prime factorizationN =∏
p
ki
i then

ord(A,N) = lcm{ord(A, p
ki
i )}.

3.1.2. The eigenvaluesε, ε−1 of A generate a field extensionK = Q(ε), which is a
real quadratic field since tr(A)2 > 4. We label them so that|ε| > 1. Let

DA = 4(tr(A)2− 4)

so thatK = Q(
√
DA). We denote byOK the ring of integers ofK. The eigenvalues

ε, ε−1 of A will be units inOK . Adjoining ε to Z gives anorder O = Z[ε] ⊆ OK in
K. Then there is anO-ideal I ⊂ O so that the action ofε by multiplication onI is
equivalent to the action ofA onZ2, in the sense that there is a basis ofI with respect to
which the matrix ofε is preciselyA (see [19] or [14]). The action ofO by multiplication
on I gives us an embedding

ι : O ↪→ Mat2(Z)

so thatγ = x+yε ∈ O corresponds toxI +yA. Moreover, the determinant ofxI +yA

equalsN (γ ) = γ γ̄ , whereN : K → Q is the Galois norm. In particular, ifγ ∈ O has
norm one thenγ corresponds to an element inSL2(Z)

Given an integerN ≥ 1, the embeddingι : O ↪→ Mat2(Z) induces a mapιN :
O/NO→ Mat2(Z/NZ) and the normN : K → Q gives a well-defined map

N : O/NO→ Z/NZ.

Denote byCA(N) the group of norm one elements inO/NO:

CA(N) = ker
[N : (O/NO)∗ → (Z/NZ)∗

]
.

This is a subgroup ofSL(2,Z/NZ), containing the residues class ofA moduloN .
The cardinality ofCA(N) can be computed via the Chinese Remainder Theorem from

the cardinality at prime power arguments. To do so, define

χ(p) =
{
+1, p splits inK
−1, p inert inK.

(Recall that a primep is inert if (p), the ideal generated byp in the ring of integers of
K, is a prime ideal. If(p) is a product of two distinct prime ideals, thenp splits, whereas
p ramifies if (p) is a square of a prime ideal.) By quadratic reciprocity,χ is a Dirichlet
character moduloDA (not necessarily primitive). It can then be shown (see e.g. [14],
Appendix B) that ifp does not divideDA, then

#CA(pk) = pk−1(p − χ(p)), (3.1)

while for primes dividingDA, there is somecA > 0 so that

#CA(pk) ≤ cAp
k . (3.2)

As a consequence, we find that ifp does not divideDA, then the order ofA modulop
dividesp−χ(p), and more generally, for any prime powerpk, if p does not divideDA,
then ord(A, pk) dividespk−1(p − χ(p)).
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3.1.3. An upper bound for ord(A,N). Another consequence of (3.1), (3.2) is that for
any integerN =∏

pkp ,

#CA(N) =
∏
p

#CA(pkp )�A N
∏
p|N

(1+ 1

p
)�A N log logN.

Thus, for any integerN , we have as an upper bound for the order

ord(A,N)� N log logN. (3.3)

3.2. Making ord(A,N) small. As for lower bounds on the order, it is easily seen that
ord(A,N)� logN for all N . In fact, this bound is sharp, as we claim

Proposition 3. There is an infinite sequence of integers {Nk}∞k=1 for which ord(A,Nk)�
logNk .

Proof. To explain the idea, recall first how to find integersn for which 2 has small
order modulon: The trick is to takenk = 2k − 1, since then 2k = 1 modnk, and so
ord(2, nk) ≤ k ∼ lognk/ log 2. To modify this idea to our context, assume for simplicity
that the matrixA is “principal”, that is the action ofA onZ2 is equivalent to the action of
the unitε on the maximal orderOK (in general we need an ideal in the orderO = Z[ε],
see Sect. 3.1.2). ThenAk = I modN is equivalent to εk = 1 modNOK (in general,
only the implication⇒ is valid).

Factor|det(Ak − I )| as a product of prime powers:

|det(Ak − I )| =
∏
S

pσp
∏
I

pιp
∏
R

pρp ,

where
∏

S means the product over primesp = pp̄ which split inK = Q(ε),
∏

I the
product over inert primes and

∏
R the product over the ramified primesp = p2.

On the other hand, we have

det(Ak − I ) = N (εk − 1) = −ε−k(εk − 1)2 .

Write the ideal factorization ofak := (εk − 1)OK as

ak =
∏
S

ps
′
p p̄s

′′
p

∏
I

pip
∏
R

prp .

Sincea2
k = det(Ak − I )OK , we get on comparing the prime exponents that

2s′p = 2s′′p = σp, ιp = 2ip, ρp = rp .

Sinceσp is even, we can set

Nk :=
∏
S

pσp/2
∏
I

pip
∏
R

p[rp/2] .

Then
Nk ≤ |det(Ak − I )| ≤ N2

k δ,

whereδ =∏
R p is the product of all ramified primes ofK.
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We haveak ⊆ NkOK and soεk = 1 modNkOK , equivalentlyAk = I modNk.
Thus we find

ord(A,Nk) ≤ k ∼ log |det(Ak − I )|
logε

≤ logN2
k δ

logε
= 2

logε
logNk +O(1),

and so ord(A,Nk)� logNk as required. "#

4. Large Order of A Implies Equidistribution

4.1. In this section we give a relation between the order of the mapA moduloN and
the distribution of the eigenfunctions of the quantizationUN(A). We start by relating
the fourth power-moment of the expectation values〈TN(n)ψi, ψi〉, for ψi ranging over
an orthonormal basis ofUN(A)-eigenfunctions, to the number of solutions of a certain
equation moduloN .

Recall our notation:n = (n1, n2) will denote a row vector, and the matrixA acts on
by multiplication on the right:n �→ nA.

Proposition 4. Let {ψi}Ni=1 be an orthonormal basis of eigenfunctions of UN(A). Then

N∑
i=1

|〈TN(n)ψi, ψi〉|4 ≤ N

ord(A,N)4
ν(N, n), (4.1)

where ν(N, n) is the number of solutions of the congruence

n(Ai − Aj + Ak − Al) ≡ 0 modN, 1≤ i, j, k, l ≤ ord(A,N).

Proof. Let

D(n) = 1

ord(A,N)

ord(A,N)∑
i=1

TN(nA
i),

and lettij be the matrix coefficients ofTN(n) expressed in terms of the basis{ψi}Ni=1.
From (2.7) we have that

TN(nA
k) = UN(A

k)∗TN(n)UN(A
k), (4.2)

and by assumptionUN(A)ψi = λiψi for λi a root of unity. Thus, if{Dij }Ni,j=1 are the

matrix coefficients ofD in terms of the basis{ψi}Ni=1, then

Dij =
{
tij if λi = λj ,
0 otherwise.

(4.3)
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Indeed, from (4.2) we have

Dij = 1

ord(A,N)

ord(A,N)∑
k=1

〈TN(nAk)ψi, ψj 〉

= 1

ord(A,N)

ord(A,N)∑
k=1

〈UN(A
k)∗TN(n)UN(A

k)ψi, ψj 〉

= 1

ord(A,N)

ord(A,N)∑
k=1

〈TN(n)UN(A
k)ψi, UN(A

k)ψj 〉

= 1

ord(A,N)

ord(A,N)∑
k=1

(λi λ̄j )
ktij ,

which gives (4.3).
If we denote by{vi}Ni=1 the column vectors ofD, then the(k, k)-entry of(D∗D)2 is

((D∗D)2)kk =
∑
i

〈vi, vk〉〈vk, vi〉 =
∑
i

|〈vi, vk〉|2,

and since|〈vk, vk〉| =∑
i |Dki |2 we get∑

λi=λj
|tij |4 ≤ tr((D∗D)2).

Substituting the definition ofD and using (2.5) and (2.6), we see that(D∗D)2 is given
by ord(A,N)−4 times a sum, ranging over 1≤ i, j, k, l ≤ ord(A,N), of terms

TN(nA
i)TN(−nAj )TN(nA

k)TN(−nAl) = γi,j,k,lTN(n(A
i − Aj + Ak + Al)),

whereγi,j,k,l has absolute value one. Now take the trace and use (2.4):|TN(n)| equalsN
if n ≡ (0,0) modN , and is zero otherwise. The result now follows by taking absolute
values and summing over alli, j, k, l. (For more details, see Sect. 6.2 in [14].)"#

4.2. A counting problem. In order to make use of Proposition 4 we must bound the
number of solutions to

n(Ai − Aj + Ak − Al) ≡ 0 modN, 1≤ i, j, k, l ≤ ord(A,N).

We will show that there are essentially onlytrivial solutions of this equation, i.e.

(Ai, Ak) = (Aj ,Al), (Ai, Ak) = (Al, Ak), or (Ai, Aj ) = (−Ak,−Al),

where the third possibility only happens if there existst such thatAt = −I . In terms of
the exponentsi, j, k, l this means that

(i, k) = (j, l), (i, k) = (l, k), or (i, j) = (t − k, t − l), (4.4)

where equality is to be interpreted as equality modulo the order ofA.
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4.2.1. The prime case. Here we assumeN = p is prime.

Lemma 5. Assume that nA and n are linearly independent modulo p, and that the
eigenvalues of A are distinct modulo p. Then there are at most 3 ord(A, p)2 solutions
of

n(Ai − Aj + Ak − Al) ≡ 0 modp, 1≤ i, j, k, l ≤ ord(A, p). (4.5)

Proof. Let K be the real quadratic field containing the eigenvalues ofA, and letKp

be the residue class field at the primep, i.e.,Kp = OK/P , whereP is a prime of
K lying abovep. Kp has cardinalityp if p splits inK, or p2 if p is inert. We may
diagonalize the reduction ofA modulop over the fieldKp. In the eigenvector basis we

haveA′ =
(
ε 0
0 ε−1

)
andn′ = (n′1, n′2), where the assumption of linear independence

modulop implies that bothn′1, n′2 $= 0 (inKp.) Thus (4.5) is equivalent to the following
two equations overKp:

εi − εj + εk − εl = 0,

ε−i − ε−j + ε−k − ε−l = 0,
(4.6)

which in turn (see Lemma 15 in [14]) is equivalent to

εl = εi − εj + εk,

(εk − εi)(εk − εj )(εi + εj ) = 0.
(4.7)

Hencel is determined by the triple(i, j, k). Dividing by εk and lettingi′ = i − k and
j ′ = j − k we rewrite the second equation as

(1− εi
′
)(1− εj

′
)(εi

′ + εj
′
) = 0, 1≤ i′, j ′ ≤ ord(A, p). (4.8)

If the first (or second) factor equals zero then ord(A, p) | i′ (or j ′) since the order ofε
in K×p equals ord(A, p). If the third factor is zero then ord(A, p) | i′ − j ′ − t , where
εt = −1. In each case this leaves ord(A, p) possibilities for the pair(i′, j ′), and since
k is unconstrained the total number of solutions is at most 3 ord(A, p)2. "#
Remark. The condition of linear independence modp in Lemma 5 is satisfied for all
but finitely many primes. In fact, if we let

M =
(
n1 n2
m1 m2

)
,

wheren = (n1, n2) and nA = (m1,m2), then the condition of linear dependence
is equivalent top | detM. Now detM is anonzero integer, becauseA has no rational
eigenvectors.We also note that if the independence condition is not satisfied then trivially
there are at most ord(A, p)4 solutions to (4.5).

Lemma 6. Let N be square free and coprime to DA = 4(tr(A)2 − 4). Assume further
that nA and n are linearly independent modulo p for all p | N . Then there are at most
3ω(N) ord(A,N)2 solutions of

n(Ai − Aj + Ak − Al) ≡ 0 modN, 1≤ i, j, k, l ≤ ord(A,N). (4.9)
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Proof. Let (i, j, k, l) be a solution to (4.9). Ifp | N then (4.9) holds withN replaced by
p.Arguing as in Lemma 5 one of the three factors in (4.8) must be zero, and the vanishing
factor determines which one of the three equations in (4.4) that(i, j, k, l) must satisfy
modulo ord(A, p). For example, if the first factor in (4.8) is zero, then(i, j) ≡ (k, l)

mod ord(A, p).
Now, the group generated byA moduloN is cyclic and isomorphic to⊕q∈QZ/qaq Z,

where theq ’s aredistinct primes. We will denote theZ/qaq Z component ofi by iq
and similarly forj, k, l. Since ord(A,N) is equal to the least common multiple of
{ord(A, p)}p|N , there exists for eachq ∈ Q at least one primep | N such thatqaq ‖
ord(A, p).

Claim. If (i, j, k, l) is a solution to (4.9) then(iq, jq, kq, lq) satisfies one of the equations
in (4.4). The reason is as follows: there is a primep | N such thatqaq ‖ ord(A, p),
thus one of the equations in (4.4) is satisfied modulo ord(A, p). Sinceqaq ‖ ord(A, p)

this implies that(iq, jq, kq, lq) satisfies one of the equations in (4.4). (Note in particular
that this leavesq2aq possibilities for(iq, jq, kq, lq) if we specify one of the equations in
(4.4) to be satisfied.) Now, to eachp | N there are 3 different types of trivial solutions,
and since(iq, jq, kq, lq) must satisfy one of the possibilities in (4.4) for allq ∈ Q, we
obtain that there are at most

3ω(N)
∏
q∈Q

q2aq = 3ω(N) ord(A,N)2

solutions to (4.9). "#
In our applications the hypothesis of linear independence might not hold for allp | N .

However, we have the following

Lemma 7. Let N be square free. Then there are at most

OA

(
|n|8+ε2 3ω(N) ord(A,N)2

)
solutions to

n(Ai − Aj + Ak − Al) ≡ 0 modN, 1≤ i, j, k, l ≤ ord(A,N). (4.10)

Proof. By the remark after Lemma 5, linear dependence modulop holds if and only if
p|detM, where|detM| �A |n|22. Let

N ′ = N

gcd(DA detM,N)
.

Then the hypothesis in Lemma 6 is satisfied forN ′, leaving 3ω(N
′) ord(A,N ′)2 possible

values for(i, j, k, l)modulo ord(A,N ′). Now, an element inZ/ord(A,N ′)Z has exactly
ord(A,N)
ord(A,N ′) preimages inZ ∩ [1,ord(A,N)]. Hence there are at most

3ω(N
′) ord(A,N ′)2

(
ord(A,N)

ord(A,N ′)

)4

solutions to (4.10). Since
|det(M)| �A |n|22
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we get that
N

N ′
= gcd(DA detM,N) ≤ DA detM �A |n|22.

Finally noting that sinceN is square-free,

ord(A,N) = lcm
(
ord(A,N ′),ord(A,N/N ′)

) ≤ ord(A,N ′) · ord(A,N/N ′),

we find (by (3.3)) that

ord(A,N)

ord(A,N ′)
≤ ord(A,N/N ′)�

(
N

N ′

)1+ε

for all ε > 0, and we are done."#

4.3. Conclusion.

Proposition 8. There exists a density-one sequence S of integers such that if n $= 0 and
N ∈ S then

N∑
i=1

|〈TN(n)ψi, ψi〉|4� |n|8+ε2
N(logN)14

ord(A,N)2
.

Proof. Let S be the set of integers of the formN = ds2, whered is square free,
s ≤ logN , andω(N) ≤ 3/2 log logN . By Lemmas 21 and 22, proved in the appendix,
S has density one.

ForN = ds2 ∈ S, we wish to bound the number of solutions to

n(Ai − Aj + Ak − Al) = 0 modN, 1≤ i, j, k, l ≤ ord(A,N). (4.11)

SinceN is not square free we cannot apply Lemma 7 directly. ForN = ds2, d square-
free, we further decomposed = d1 gcd(d, s), so thatd1 andN/d1 = gcd(d, s)s2 are
coprime.

Given t ∈ Z there are exactlyord(A,N)
ord(A,d1)

solutions toAi ≡ At mod d1 if i ∈ Z ∩
[1,ord(A,N)]. Thus, a solution of

n(Ai − Aj + Ak − Al) = 0 modd1, 1≤ i, j, k, l ≤ ord(A, d1) (4.12)

lifts to at most(ord(A,N)/ord(A, d1))
4 solutions for which 1≤ i, j, k, l ≤ ord(A,N).

This, together with Lemma 7 applied to (4.12) gives there are at most(
ord(A,N)

ord(A, d1)

)4

|n|8+ε2 3ω(d1) ord(A, d1)
2

solutions to (4.11).
Clearlyω(d1) ≤ ω(N), ord(A, d1) ≤ ord(A,N), and sinced1, N/d1 are coprime,

with N/d1 ≤ s3, we have

ord(A,N)

ord(A, d1)
≤ ord

(
A,

N

d1

)
�

(
N

d1

)1+ε
≤ s3(1+ε)
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for all ε > 0 (by (3.3)). Hence the numberν(N, n) of solutions of (4.11) is bounded by

ν(N, n)� |n|8+ε2 s12+ε3ω(N) ord(A,N)2 . (4.13)

Thus we find that forN ∈ S the number of solutions of (4.11) is bounded by

|n|8+ε2 (logN)12+ε 33/2 log logN ord(A,N)2� |n|8+ε2 (logN)14 ord(A,N)2

and consequently we see from Proposition 4 that

N∑
i=1

|〈TN(n)ψi, ψi〉|4 ≤ |n|8+ε2
N(logN)14

ord(A,N)2

as required. "#
By a routine argument (see [14], Sect. 6) we get:

Corollary 9. There is a density one sequence of integers N so that for all observables
f ∈ C∞(T2), we have

N∑
j=1

|〈OpN(f )ψj , ψj 〉 −
∫

T2
f |4�f

N(logN)14

ord(A,N)2
.

This reduces the proof of Theorem 1 to showing that for a sequence of density one
of integers, ord(A,N) grows faster thanN1/2(logN)7 asN → ∞. We will do this in
Sect. 7 (Theorem 17).

5. Relating the Order of A Modulo Integers to the Order Modulo Primes

Our goal in this section is to show (Proposition 11) that for a set of density one of integers
N , ord(A,N) is not much smaller than the product of ord(A, p) over prime divisorsp
of N .

5.1. For a set of positive integersM = {m1, . . . , mk}, define

L(M) =
∏k

j=1mj

lcm{m1, . . . , mk} .

ThenL(M) is a positive integer,L({m}) = 1 andL({m1,m2}) = gcd(m1,m2).
From the definition, a prime? dividesL(m1, . . . , mk) if and only if there are two

distinct indicesi $= j so that? divides bothmi andmj .

Lemma 10. Let M = {m1, . . . , mk}, N = {n1, . . . , nk} and suppose that mj | nj ,
1≤ j ≤ k. Then L(M) divides L(N ). In particular,

lcm{m1, . . . , mk} ≥
∏

j mj

L(N )
.



214 P. Kurlberg, Z. Rudnick

Proof. Factormj = ∏
i p

αij
i , nj = ∏

i p
αij+βij
i with αij , βij ≥ 0. ThenL(M) =∏

i p
µi

i , L(N ) =∏
i p

νi
i , where

µi =
k∑

j=1

αij − max
1≤j≤k αij ,

νi =
k∑

j=1

(αij + βij )− max
1≤j≤k(αij + βij ) .

Thus the lemma reduces to the following easily verified inequality: For any non-negative
realsaj , bj ≥ 0, 1≤ j ≤ k, we have∑

j

aj

−max
j

aj ≤
∑

j

(aj + bj )

−max
j
{aj + bj }. "#

5.2. We need to apply these considerations to bounding ord(A,N). Given an integerN ,
we will write N = ds2 with d square-free, and further decomposed = d0 gcd(d,DA),
so thatd0 = d0(N) is square-free and co-prime toDA.

Now define

L(N) = L({p − χ(p) : p | d0(N)}). (5.1)

Sinced0 | N , we have

ord(A,N) ≥ ord(A, d0) = lcm({ord(A, p) : p | d0}).
Moreover, forp | d0 we have ord(A, p) | p − χ(p) and so by Lemma 10 we find

lcm({ord(A, p) : p | d0}) ≥
∏

p|d0
ord(A, P )

L(N)

and thus

ord(A,N) ≥
∏

p|d0
ord(A, P )

L(N)
. (5.2)

We will show (Proposition 11) that for almost allN ≤ x, we have

L(N) ≤ exp(3(log logx)4)

and consequently we get as the main result of this section:

Proposition 11. For almost all N ≤ x,

ord(A,N) ≥
∏

p|d0
ord(A, p)

exp(3(log logx)4)
,

where d0 is given by writing N = ds2, with d = d0 gcd(d,DA) square-free.
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5.3. For x � 1, we setz = z(x) = (log logx)3. We say that an integer isz-smooth if
it has no prime divisors larger thanz.

Lemma 12. L(N) is z-smooth with at most O(x/ log logx) exceptions for 1≤ N ≤ x.

Proof. Suppose thatL(N) is divisible by a prime? > z. From the definition ofL(N),
this implies that there are two distinct prime divisorsq1, q2 of d0(N) so that? divides
qi − χ(qi), i = 1,2. In particular,? ≤ x1/2. Thus we find two distinct primes such that

q1q2 | N and qi = ±1 mod?, i = 1,2. (5.3)

For fixedq1, q2 the number ofN ≤ x divisible byq1q2 is [x/q1q2]. Thus for fixed?,
the number ofN ≤ x satisfying (5.3) is at most

∑
q1,q2=±1 mod?

x

q1q2
≤ x

 ∑
q=±1 mod?

1

q

2

.

By Brun–Titchmarsh (Lemma 23 – recall? ≤ x1/2), this is bounded (up to constant
factor) byx(log logx/?)2. Summing over all primes? > z, we find that the number of
integersN ≤ x such thatL(N) is divisible by some prime? > z is at most

x(log logx)2
∑
?>z

1

?2 �
x(log logx)2

z
� x

log logx
. "#

Proposition 13. For almost all integers N ≤ x we have

L(N) ≤ exp(3(log logx)4) .

Proof. By Lemma 12 we may assume thatL(N) is z-smooth, withz = (log logx)3. For
p | d0(N), write thez-smooth part ofp − χ(p) asfps2

p, with fp square-free. Set

SN = max
p|d0

sp .

Note that sincefp is square-free andz-smooth, it divides the product of all primesq ≤ z.
Thus forz� 1 we have:

fp ≤
∏
q≤z

q ≤ e3z/2 .

SinceL(N) is z-smooth and divides
∏

p|d0
(p − χ(p)), it also divides the product∏

p|d0
fps

2
p. Thus

L(N) ≤
∏
p|d0

fps
2
p ≤

∏
p|d0

e3z/2S2 ≤ (e
3
2zS2)ω(N)

or

logL(N)

ω(N)
− 3

2
z ≤ logS2

N. (5.4)

Now for almost allN ≤ x we have (Lemma 22)

ω(N) <
3

2
log logx, (5.5)
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and so by (5.4) ifL(N) is large, so isSN . Specifically, if logL(N) > 3z log logx =
3(log logx)4 then by (5.4), (5.5), we find

logS2
N > z/2= (log logx)3/2.

We will show that this fails for almost allN ≤ x and thus prove the proposition.
To estimate the number ofN ≤ x for which logS2

N > z/2 = (log logx)3/2, recall
that by the definition ofSN there is some primeq dividing d0 (and hence dividingN )
so that thez-smooth part ofq − χ(q) is fqs2

q andSN = sq (in particular ifN ≤ x then
SN ≤ x1/2). Thus there is a primeq | N for whichq = ±1 modS2.

Givenq there are at most[x/q] integersN ≤ x divisible byq, and hence the total
number ofN ≤ x with logS2

N > z/2 is at most∑
exp(z/4)<S<x1/2

∑
q=±1 modS2

q≤x

x

q
.

By Lemma 23 we have for fixedS < x1/2,∑
q=±1 modS2

q≤x

x

q
� x log logx

S2 ,

and summing overS > ez/4 gives at most

x log logx
∑

S>exp(z/4)

1

S2 �
x log logx

exp(z/4)
.

Thus the number ofN ≤ x for which logS2
N > z/2= (log logx)3/2 is at most

x log logx

ez/4
� x log logx exp(−1

4
(log logx)3) = o(x),

and we are done."#

6. Large Order for Primes

In this section we show that ord(A, p) is large for a positive proportion of primes. Our
main result here is:

Theorem 14. Let 1/2 < η < 3/5. Then the number of primes p ≤ x for which the order
of the cat map modulo p satisfies ord(A, p) > xη is at least c(η)π(x)+o(π(x)), where

c(η) = 3− 5η

2(1− η)
, 1/2 < η < 3/5 . (6.1)

We first observe (following Hooley [12]):

Lemma 15. The number of primes for which ord(A, p) ≤ y is� y2.
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Proof. If ord(A, p) = k ≤ y thenAk = I mod p and sop | det(Ak − I ). Thus the
number of such primes is bounded by the total number of prime divisors of the integers
det(Ak − I ), k ≤ y, that is by ∑

k≤y
ω(det(Ak − I )),

whereω(n) is the number of prime factors ofn. Now trivially ω(n) ≤ log |n|, and
|det(Ak − I )| ∼ εk, whereε > 1 is the largest eigenvalue ofA. Thus we get a bound
for the number of primes as above of∑

k≤y
ω(det(Ak − I ))�

∑
k≤y

k � y2

as required. "#
Forη ≥ 1/2, letPη(x) be the set of primesp ≤ x for which there is a primeq > xη,

with q | p − χ(p). The main tool for proving Theorem 14 is:

Proposition 16. For 1/2 < η < 3/5 we have

#Pη(x) ≥ c(η)π(x) (1+ o(1))

with c(η) > 0 given by (6.1).

Theorem 14 follows from Proposition 16 and the following observation: For all but
o(π(x)) of the primes ofPη(x) we have ord(A, p) > xη. Indeed, forp � DA, ord(A, p)

dividesp − χ(p). For p ∈ Pη(x), if ord(A, p) is not divisible by the large factor
q > xη of p − χ(p) then it dividesp−χ(p)

q
< x1−η and so ord(A, p) is smaller than

y = x1−η; the number of such primes is by Lemma 15 at mostO(x2(1−η)) = o(π(x))

sinceη > 1/2. Thus for all buto(π(x)) of the primes inPη(x), we haveq | ord(A, p)

and so for these primes ord(A, p) ≥ q > xη.

6.1. Proof of Proposition 16. The proof of Proposition 16 is a modification of a theorem
due to Goldfeld [8] from the case of primesp for whichp + a has a large prime factor
for fixeda, to the case whena is allowed to vary withp in a bounded fashion, depending
on a fixed set of congruence conditions.

The idea is as follows: By quadratic reciprocity,χ(p) only depends on the residue
of p moduloDA = 4(tr(A)2− 4). Thus the number of primes inPη(x) is the sum over
all invertible residuesa modDA of the number of primes in

Pη(x;DA, a) = {p ∈ Pη(x) : p = a modDA}.
We will show

#Pη(x;DA, a) � c(η)

φ(DA)
π(x), (6.2)

wherec(η) is given by (6.1). Summing (6.2) over all invertible residuesa modDA will
give Proposition 16.
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6.1.1. As in [8], we consider the sum

Sa(x) =
∑
m≤x

(m,DA)=1

∑
p≤x

p=amodDA
m|p−χ(a)

D(m),

and more generally fory1 < y2 ≤ x, we set

Sa(y1, y2; x) =
∑

y1<m≤y2
(m,DA)=1

∑
p≤x

p=amodDA
m|p−χ(a)

D(m).

This is the weighted sum over prime powersm ∈ (y1, y2], coprime toDA, of the number
of primesp ≤ x, p = a modm with m | p − χ(p).

If (m,DA) = 1 then by the Chinese Remainder Theorem, there is a uniqueam
modmDA so that

am = χ(a) modm,

am = a modDA.

Then we have
Sa(y1, y2; x) =

∑
y1<m≤y2
(m,DA)=1

D(m)π(x;mDA, am).

6.1.2. Prime powers. Let us first see that the contribution of proper prime powersm =
qk, k > 1, toSa(y1, y2; x) is at mostO(x/ logx), which will allow us to ignore their
contribution: Indeed, this contribution is bounded by

∑
qk<x
k>1

logq · π(x; qkDA, aqk ) ≤

 ∑
qk<x3/4

k>1

+
∑

x3/4≤qk<x
k>1

 logq · π(x; qkDA, aqk ).

By Brun–Titchmarsh (A.1), ifqk < x3/4 thenπ(x; qkDA, aqk )� x/(qk logx), so that
the sum overqk < x3/4 is bounded by∑

qk<x3/4

logq
x

qk logx
� x

logx
,

since ∑
q prime

∑
k>1

logq

qk
<∞ .

As for the sum overx3/4 < qk < x, we use the trivial bound

π(x; qkDA, aqk )�
x

qkDA

< x1/4
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(which comes from countingintegers in an arithmetic progression) plus the fact that the
number of prime powersqk < x is O(logx/ logq). Since the primes contributing are
no larger thanx1/2, we bound this sum by

∑
q<x1/2

logq
logx

logq
x1/4� x3/4

which is negligible.

6.1.3. A reduction. We reduce the study ofPη(x;DA, a) to that ofSa(xη, x; x):

Pη(x;DA, a) =
∑

xη<q≤x
q�DA prime

π(x;DA, aq)

≥ 1

logx

∑
xη<q≤x

q�DA prime

logq · π(x;DA, aq)

= 1

logx
Sa(x

η, x; x)+O

(
x

log2 x

)
,

since the prime powers are negligible. (Also note thatq > x1/2 so that eachp is counted
exactly once in the first sum.) Thus in order to prove (6.2), we need to show that for
η < 3/5,

Sa(x
η, x; x) � 3− 5η

2(1− η)

x

φ(DA)
. (6.3)

6.1.4. A division. We write

Sa(x) = Sa(1,
x1/2

logc x
; x)+ Sa(

x1/2

logc x
, xη; x)+ Sa(x

η, x; x)

with c > 1 to be determined later. We will show

Sa(x) ∼ x

φ(DA)
, (6.4)

Sa(1,
x1/2

logc x
; x) ∼ 1

2

x

φ(DA)
, (6.5)

Sa(
x1/2

logc x
, xη; x) � 2η − 1

1− η

x

φ(DA)
, (6.6)

which will give (6.3) and hence our proposition.
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6.1.5. To showSa(x) ∼ x/φ(DA), we first writeSa(x) as

∑
m≤x

(m,DA)=1

D(m)
∑
p≤x

p=amodDA
m|p−χ(a)

1=

∑
m≤x
−

∑
m≤x

(m,DA)$=1

D(m)
∑
p≤x

p=amodDA
m|p−χ(a)

1.

To evaluate the sum over allm ≤ x, we switch the order of summation and use the
identity

∑
d|n D(d) = logn to get∑
m≤x

D(m)
∑
p≤x

p=amodDA
m|p−χ(a)

1=
∑
p≤x

p=amodDA

∑
m|p−χ(a)

D(m)

=
∑
p≤x

p=amodDA

log(p − χ(a)) ∼ x

φ(DA)
.

To estimate the sum over prime powersm ≤ x, with gcd(m,DA) $= 1, note that since
the sum is only over the powers of the primesq dividing DA, it suffices to treat each
such prime separately. We will show that each contributes at mostOq(x/ logx) and thus
prove (6.4).

Indeed, the contribution of such a prime is

logq
∑
k≥1
qk≤x

∑
p≤x

p=amodDA

qk |p−χ(a)

1≤ logq
∑
qk≤x

∑
p≤x

qk |p−χ(a)

1

≤ logq
∑
qk≤x

π(x; qk,±1) .

The contributing exponentsk consist of those (“small”k’s) with qk ≤ x/e and at most
two “large” values ofk for which x/e < qk ≤ x. The contribution of the “large”
exponents can be shown to be at mostO(1) by noting thatπ(x; qk,±1) is at most the
number ofintegersn ≤ x congruent to±1 moduloqk, which is at mostx/qk+1= O(1).

For the “small” exponents (k ≥ 1 such thatqk ≤ x/e), we use the Brun–Titchmarsh
theorem (A.1) to bound

π(x; qk,±1) <
2

1− q−1

x/qk

logx/qk
,

and so the sum over allk ≥ 1 with qk ≤ x/e is at most

logq
2

1− q−1

∑
qk≤x/e

x/qk

logx/qk
.

In the rangeq ≤ qk ≤ x/e, the functionk �→ x/qk

logx/qk
is decreasing and so the sum over

1≤ k ≤ log(x/e)/ logq is bounded by the integral∫ log(x/e)/ logq

0

x/qk

log(x/qk)
dk = 1

logq

∫ x

e

dt

log t
� 1

logq

x

logx
.
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Thus the total contribution of these “small”k’s is at mostcqx/ logx. Summing over all
prime divisorsq of DA gives (6.4).

6.1.6. To evaluateSa(1, x1/2

logc x ; x), we replaceπ(x;mDA, am) by Li(x)/φ(mDA) and
use the Bombieri–Vinogradov theorem to bound the error by

∑
m<x1/2/ logc x

logm max
(b,m)=1

∣∣∣∣π(x;mDA, b)− Li (x)

φ(mDA)

∣∣∣∣� logx
x

log2 x
� x

logx

(c was chosen to give the exponent 2 on the RHS of (A.2)). The main term is evaluated
by (note thatφ(mDA) = φ(m)φ(DA) if m andDA are coprime)

∑
m<x1/2/ logc x
(m,DA)=1

D(m)

φ(mDA)
Li (x) = Li (x)

φ(DA)

∑
m<x1/2/ logc x
(m,DA)=1

D(m)

φ(m)

= Li (x)

φ(DA)

 ∑
m<x1/2/ logc x

D(m)

φ(m)
+O(1)


∼ Li (x)

φ(DA)
log

x1/2

logc x

∼ 1

2

x

φ(DA)

as required to prove (6.5).

6.1.7. Finally we estimateSa(x1/2/ logc x, xη; x), We will use the Brun–Titchmarsh
inequality (A.1) which form < xη, η < 3/5 gives

π(x;mDA, am) <
2

1− η

x

φ(DAm) logx
. (6.7)

We now find using (6.7) that

Sa

(
x1/2

logc x
, xη; x

)
<

2

1− η

x

logx

∑
x1/2/ logc x<m≤xη

(m,DA)=1

D(m)

φ(mDA)

= 1

φ(DA)

2

1− η

x

logx

(
logxη − log

x1/2

logc x
+O(1)

)
∼ 2(η − 1/2)

1− η

x

φ(DA)
,

which gives the required estimate (6.6).
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7. Large Order for Almost All Integers

In this section we will show that for a density one subsequence of the positive integers,
the order ofA is large enough to give uniform distribution of all eigenfunctions of
UN(A). We will show:

Theorem 17. There exist δ > 0 and a density one subset S of the integers such that for
all N ∈ S we have

ord(A,N)� N1/2 exp((logN)δ) .

Fix 1/2 < η < 3/5. We say that a primep is good if p � DA and ord(A, p) ≥ pη.
LetPG be the set of good primes, and letPG(x) be the set of primes inPG that does not
exceedx. As shown in Theorem 14, there existsγ = γ (η) > 0 such that

PG(x) � γπ(x) .

If p | DA or ord(A, p) < pη we callp bad, and ifp | DA or ord(A, p) < p1/2/ logp
we callp terrible.As for good primes we letPB andPT denote the set of bad, respectively
terrible, primes (note thatPT ⊂ PB ), and byPB(x) resp.PT (x) the number of primes
less thanx in these sets. SincePB is the complement ofPG which has lower densityγ ,
we have

PB(x) � (1− γ )π(x). (7.1)

As for the size ofPT , it is immediate from Lemma 15 that

PT (x) = O(
x

log2 x
) . (7.2)

Given an integerN we writeN = NGNB , where

NG =
∏

p
ai
i ‖N

pi∈PG

p
ai
i , NB =

∏
p
ai
i ‖N

pi∈PB

p
ai
i .

We also letNT | NB be given byNT =∏
p
ai
i ‖N

pi∈PT

p
ai
i .

Define a set of integersNG by n ∈ NG if and only if all prime divisors ofn are
good, and similarly forNB andNT . As for primes we letNG(x) (respectivelyNB(x)

andNT (x)) be the elements ofNG (respectivelyNB andNT ) not exceedingx.

Proposition 18. The number NB(x) of integers N ≤ x having all their prime factors in
PB satisfies

NB(x)� x

(logx)γ
.

Proof. Let bp = 1 if p ∈ PB and letbp = 0 if p ∈ PG, and for composite integersd
put bd = ∏

p|d bp. ThenNB(x) =∑
n≤x bn. SincePB(x) ≤ (1− γ )π(x) the sieve of

Eratosthenes gives thatNB(x) = o(x). Indeed,

NB(x) = #{n ≤ x : p ∈ PG ⇒ p � n} = x
∏

p∈PG(z)

(1− 1/p)+O(exp(z)) .
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Putting z = log logx and noting that limz→∞
∏

p∈PG(z)
(1 − 1/p) = 0, since∑

p∈PG
1/p = ∞, we obtainNB(x) = o(x).

Now following Wirsing [20], we consider the smoothed sum
∫ x

1 NB(t)
dt
t

. By partial
summation we have∫ x

1
NB(t)

dt

t
= NB(x) logx −

∑
n≤x

bn logn . (7.3)

Using the identity logn =∑
d|n D(d) we obtain:

∑
n≤x

bn logn =
∑
n≤x

bn

∑
d|n

D(d)

 =∑
d≤x

bdD(d)
∑

n≤x/d
bn

=
∑
n≤x

bn
∑

d≤x/n
bdD(d) .

(7.4)

Now, ∑
d≤x/n

bdD(d) =
∑

p∈PB(x/n)

logp +O((
x

n
)1/2 log(x/n))� x

n

by Chebyshev’s bound onπ(x). Moreover,NB(t) = o(t) implies that
∫ x

1
NB(t)

t
dt =

o(x). Hence

NB(x) logx + o(x)�
∑
n≤x

bn
x

n
. (7.5)

However,∑
n≤x

bn

n
≤

∏
p∈PB(x)

(1+ 1/p + 1/p2+ . . . ) = exp(
∑

p∈PB(x)

(1/p +O(1/p2))

� exp((1− γ ) log logx) = (logx)1−γ ,
and thus

NB(x)� x

logx
(logx)1−γ + o(

x

logx
)� x

(logx)γ
. (7.6)

"#
Corollary 19. We have

#{N ≤ x : NG ≤ exp((logx)γ/2)} � x

(logx)γ/2
. (7.7)

Proof. We may write #{N ≤ x : NG ≤ z} as∑
NG≤z

NB(
x

NG

),

and by Proposition 18 we may bound this sum by∑
NG≤z

x

NG(log x
NG

)γ
� x

(log x
z
)γ

∑
NG≤z

1

NG

� x

(log x
z
)γ

logz .

Puttingz = exp((logx)γ/2) we obtain the desired conclusion."#
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We will also need to estimate the number of integersN with NT large:

Lemma 20. Let β(z) =∑
N∈NT
N≥z

1/N . Then:

(i) The number of integers N ≤ x for which NT ≥ z is at most xβ(z).
(ii) lim z→∞ β(z) = 0.

Proof. (i) We have

#{N ≤ x : NT ≥ z} ≤
∑
NT≥z

x

NT

= xβ(z).

(ii) By (7.2), ∑
p∈PT

1/p <∞,

and hence ∑
N∈NT

1/N =
∏
p∈PT

(1+ 1/p + 1/p2+ . . . ) <∞. "#

Proof of Theorem 17. As in Sect. 5, writeN = ds2, whered is square free,d =
d0 gcd(d,DA), DA = 4(tr(A)2− 4). By Proposition 11, for almost allN ≤ x we have

ord(A,N) ≥
∏

p|d0
ord(A, p)

exp(3(log logx)4)
.

Fix 1/2 < η < 3/5. Write d0 = dGdB , wheredG is “good” anddB is “bad”. By
definition, ifp is good then ord(A, p) > pη, hence∏

p|dG
ord(A, p) ≥ d

η
G.

Furthermore,

∏
p| dB

dT

ord(A, p) ≥
∏
p| dB

dT

p1/2

logp
≥

(
dB

dT

)1/2 1

(logdB)ω(dB)
.

But trivially ord(A, p) ≥ 1 for p ∈ PT , hence

∏
p|d0

ord(A, p) ≥ d
η
G

(
dB

dT

)1/2

× 1

(logdB)ω(dB)

= d
η−1/2
G d1/2

d
1/2
T (logdB)ω(dB)

= d
η−1/2
G N1/2

(dT s2)1/2(logdB)ω(dB)
.
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Now considerN ≤ x. By the previous results we may, without affecting the density (i.e.
for all buto(x)), assume that the following holds:

dT ≤ logx (Lemma 20), (7.8)

s ≤ logx (Lemma 21), (7.9)

ω(dB) ≤ ω(N) ≤ 2 log logx (Lemma 22), (7.10)

dG ≥ exp((logx)γ/2) (Corollary 19). (7.11)

We also use logdB ≤ logN ≤ logx. Hence

∏
p|d0

ord(A, p) ≥ N1/2 exp
(
(η − 1/2)(logx)γ/2

)
(logx)3/2+3/2 log logx .

Hence by Proposition 11,

ord(A,N) ≥
∏

p|d0
ord(A, p)

exp(3(log logx)4)

≥ N1/2 exp
(
(η − 1/2)(logx)γ/2

)
exp

(
3(log logx)4+ (3/2+ 3/2 log logx) log logx

)
� N1/2 exp((logN)γ/3).

This concludes the proof of Theorem 17."#

A. Background from Prime Number Theory

A.1. In thisAppendix, we collect some facts which we will need in the rest of the paper.
The first asserts that most integers have only small square factors:

Lemma 21. The number of integers N ≤ x which have a square factor s2 | N with
s > logN is o(x).

Proof. If N ∈ [x1/2, x], then logN ≥ 1/2 logx, and the number ofN ∈ [x1/2, x] such
thats2 | N for somes > logN is bounded by∑

s≥1/2 logx

x

s2 �
x

logx
.

Hence the number ofN ≤ x for which s2 | N for somes > logN is� x
logx + x1/2 =

o(x). "#

A.2. We will need to know that most integers have few prime factors: Letω(N) be the
number of prime factors ofN . As a consequence of the Hardy-Ramanujan theorem [10]
(see [11], Theorem 431), we have:

Lemma 22. The set of N such that ω(N) ≥ 3/2 log logN has zero density.
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A.3. We recall two important theorems: The first is the Brun–Titchmarsh inequality,
which we will use in the following convenient form [16]: For all 1≤ k < x, (a, k) = 1,

π(x; k, a) < 2x

φ(k) log x
k

. (A.1)

One consequence we will need is:

Lemma 23. Let q ≤ x1/2. Then ∑
p≤x

p≡±1 modq

1

p
� log logx

φ(q)
.

The second is the Bombieri–Vinogradov theorem [1] in the form: For everyA > 0
there is someB > 0 so that∑

k≤ x1/2

(logx)B

max
(a,k)=1

∣∣∣∣π(x; k, a)− Li (x)

φ(k)

∣∣∣∣� x

(logx)A
. (A.2)
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