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1 CLT for a Congruence Subgroups

Abstract

We consider hyperbolic Laplacian on a Riemann surfaces associ-
ated to congruence subgroups of the modular group. We establish the
Central Limit Theorem for the spectrum of the Laplacian on these
surfaces. In the case of the modular group it is done by Z. Rudnick
[20]. An important quantity in our work is a weighted multiplicities
function for closed geodesics of given length on a �nite area Riemann
surface. These weighted multiplicities appear naturally in the Selberg
trace formula, and in particular their mean square plays an important
role in establishing the result.
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1 Introduction

Determining the motion of a particle in microworld di¤ers from that
for the macroscopic case. The laws of classical mechanics no longer
apply for the atomic scale. There is still no way to describe explicitly
the motion or dislocation of a particle. Quantum mechanics o¤ers to
measure the probability of the particle to be at the certain place in
a given time. In this way one loses the usual concepts of trajectory,
coordinates, momentum etc. What remains is a strong analogy with
the Hamiltonian formalism of classical mechanics. More precisely, a
particle is described at each time by a wave function  t, such thatZ

R3

j tj2 (�!x )dV = 1,

and for a measurable set B � R3Z
B

j tj2 (�!x )dV ,

is the probability of �nding the particle inside B at time t.

The wave function satis�es the Schrödinger equation

i~@t t = H t,

whereH is the Schrödinger operator, obtained from the classical Hamil-
tonian of the system by a certain recipe. Hence, one of the natural
problems is to �nd the eigenvalues (energy levels) En(~) and the eigen-
functions '~n 2 L2(D) for this operator and some domain D. In general
it is very di¢ cult problem, so one looks for any possible information
about these energy levels and eigenfunctions.
There is a strong relation between the energy levels En(~) and

the eigenvalues of the Laplace operator de�ned on D. This relation
reduces the problem of determining the energy levels statistics for the
given quantum system to the studying the eigenvalue statistics of the
Laplacian de�ned on a given domain D. These statistics form one of
the intriguing parts of a comparatively young branch of the theoretical
physics - "quantum chaos". For more detailed explanation see [2].
In this work we establish the Central Limit Theorem (CLT) for the

spectrum of the hyperbolic Laplacian on the fundamental domain of
the congruence subgroup of the modular group. For the modular group
this was done by Z. Rudnick [20].
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We now explain what exactly is proven in this work. Let Q be an
odd squarefree integer. De�ne

�0(Q) :=

�
T 2 SL2(Z) j T =

�
a b
c d

�
; c � 0(modQ)

�
be the congruence subgroup of level Q of the modular group. Let

� = �0(Q)�f�Ig,

and let

y2
�
@2

@2x
+

@2

@2y

�
be the hyperbolic Laplacian on the upper complex half plane H. It is
known [10], that the discrete spectrum

�0 = 0 < �1 � �2 � :::

of the Laplacian on �nH satis�es Weyl�s law

N(T ) := #f0 � rj � Tg = vol(�nH)
4�

T 2 +O(T lnT ), (1)

where �j = 1=4 + r2j . We de�ne a smooth version of the counting
function as follows. Let f be an even test function with compactly
supported smooth Fourier transform: bf 2 C100 (R). De�ne

Nf (�) =
X
j�0

f(L(rj � �)) + f(L(�rj � �)).

If f = 1(�1=2;1=2) is a characteristic function then Nf (�) counts the
number of rj lying in the intervals �(� � 1=2L; � + 1=2L). By (1) we
expect Nf (�) to be asymptotically equal to a multiple of �=L. To study
the �uctuations around this expectation we consider � as a random
variable drawn from a certain distribution on the line. To do this we
choose an even weight function ! � 0, with

1Z
�1

!(x)dx = 1,

such that b! compactly supported, and consider an averaging operator:
hF iT :=

1

T

1Z
�1

F (�)!(
�

T
)d� .
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In particular, for ! = 1[1;2]

hF iT =
1

T

2TZ
T

F (�)d�

is the standard arithmetic mean. We wish to study the moments of
Nf .
To get an idea what one wants to prove, it is desirable to have some

conjecture about the result. In the case of the eigenvalue statistics
problem one of the tools for making conjectures is Random Matrix
Theory (RMT). The background idea of RMT is simple: we change
the eigenvalues of the given operator by the eigenvalues of a random
n�n matrix, and study the statistical properties of eigenvalues of such
a matrices as n tends to in�nity. Thus we obtain a model for eigenvalue
statistics of a "typical" operator.
In part I we introduce an example of such a calculation for a certain

random matrices ensemble, the Circular Unitary Ensemble (CUE) and
we state the CLT for smooth linear statistics, due to Diaconis and
Shahshahani [7]. This example will show what kind of CLT we may
expect to prove in our particular case, and the hopes, as we will see
below, are fully justi�ed.
In part III we will prove that the limiting value distribution of

Nf (�) is Gaussian with mean

nf :=
�

L

2vol(�nH)
4�

1Z
�1

f(x)dx

and variance

�21(L) :=
4�Q
�L

1Z
0

bf2(u)e�Ludu,
where

�Q = C1
Y
qjQ

2(q2 � q � 1)(q + 1)2
q(q3 + q2 � q � 3) ; C1 = 1:328:::.

Our main result is

Theorem 1.1 Let L ! 1, as T ! 1, such that L = o(lnT ). Then
the moments of Nf (�) are those of Gaussian random variable with
mean nf and variance �21(L).

lim
T!1

*�
Nf � nf
�1(L)

�K+
T

=

8><>:
(2k)!

k!2k
; K = 2k is even

0; K is odd

.
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Similar eigenvalue statistics may be also established for the arithmetic
surfaces derived from inde�nite rational quaternion algebras [15].

The main part of the thesis is Part II, which is dedicated to the asymp-
totic behavior of a weighted multiplicities function �Q(n), connected
with the multiplicities of conjugacy classes of matrices of trace n in the
congruence group �0(Q). This will play a vital role in the proof of the
main result. We explain brie�y what is done in this part:
Let � be a congruence subgroup of PSL2(R). Put

h(r) = f(L(r � �)) + f(L(�r � �))
then we can use the Selberg Trace Formula to express Nf (�) as:

Nf (�) =
X
j�0

h(rj) = fidentity contributiong+

+ fhyperbolic contributiong+ (2)

+ felliptic contributiong+
+ fparabolic and continuous spectrum contributiong

We say that the element T of � is hyperbolic if jtrT j > 2. Such an

element is conjugate in PSL2(R) to a diagonal matrix
�
� 0
0 ��1

�
,

where � > 1 is real. For an element T , such that jtrT j = t we de�ne
the norm1 of T to be

N (T ) = �2 =

 
t+

p
t2 � 4
2

!2
.

For us the most important term in formula (2) is the hyperbolic con-
tribution term, which is de�ned explicitly as:X

t>2

X
fTg hyperbolic

jtrT j=t

lnN (T0)
N (T )1=2 �N (T )�1=2 g(lnN (T )).

There are in general several conjugacy classes with jtrT j = t. De�ne
the weighted multiplicity function ��(t) by:

��(t) =
1

4

X
fTg ��

T=Tk0 is hyperbolic
jtrT j=t

lnN (T0)
N (T )1=2 �N (T )�1=2 ,

1The number �2 is called also a multiplier of T .
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where T0 is a primitive hyperbolic element, that is T0 is not a power
of any other hyperbolic element. In this notation we can rewrite the
hyperbolic contribution term as followsX

t>2

��(t)g(lnN (T )),

so the information about the weighted multiplicities will be useful for
understanding the behavior of this term.

From the prime geodesic theorem it follows that the mean value of
��(t) is unity:

lim
N!1

1

N

X
2<t�N

��(t) = 1.

The main result of this part is a computation of the mean square of
the weighted multiplicities for the case that � = �0(Q) is a congruence
subgroup of the modular group (Theorem 7.1). Namely, designating
�Q = �� for � = �0(Q), we obtain

lim
N!1

1

N

X
2<t�N

�2Q(t) = C1
Y
qjQ

2(q2 � q � 1)(q + 1)2
q(q3 + q2 � q � 3) = �Q.

Here

C1 = lim
N!1

1

N

X
2<t�N

�21(t) =
1015

864

Y
p6=2

p2(p3 + p2 � p� 3)
(p2 � 1)2(p+ 1) = 1:328:::

which is the mean square of the weighted multiplicities for the modular
domain (Q = 1), proved by M. Peter [16], following a conjecture of
Bogomolny et al [3].

We now explain the method of proof. As a �rst step, we express the
weighted multiplicities in terms of Dirichlet�s L-functions. For �0(Q)
the expression is

�Q(t) =
X
D;v�1

D is a discriminant
Dv2=t2�4

1

v
L(1; �D) �

Y
qjQ

8<: 2; q2 j D

1 +

�
D

q

�
q2 - D

9=; . (3)
This is proved in section 3 by connecting the weighted multiplicities
with class numbers and using Dirichlet�s class number formula.
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The principal tool in our approach, following Peter, is that the
formula (3) displays the weighted multiplicity �Q(t) as a "limit periodic
function" in a suitable sense (see section 5 for background on these).
To show this, we approximate the L-functions by a �nite Euler product
using a zero-density theorem, in a certain semi-norm coming from the
theory of limit periodic functions (section 6). For computing mean
squares, this su¢ ces and allows us to use Parseval�s equality in this
setting to express the mean square as

lim
N!1

1

N

X
2�t�N

�2Q(t) =
X
b�1

X
1�a�b

gcd(a;b)=1

���c�Q �a
b

����2 =

=
Y

p - prime

0BB@1 +X
c�1

X
1�a�pc

a6=0(mod p)

����\�(p;Q)� a

pc

�����2
1CCA ;

where b� are the Fourier coe¢ cients of �, de�ned in section 5.
We then carry out a length calculation of the Fourier coe¢ cients

in section 7.2, �nally ending up with rather complicated expressions
described in Theorem 7.3.
The result is that the mean square is an Euler product

lim
N!1

1

N

X
2�n�N

�2Q(n) =
Y

p - prime

Mp(Q);

with
Mp(Q) = 1 +

X
c�1

AQ(p
c);

and AQ(pc) is given by (20), section 7.3. We evaluate the sum Mp(Q)
over prime powers as a rational function of p and �nd that it depends
on divisibility of Q by p, in particular, for p - Q, p 6= 2,

Mp(Q) =Mp(1) =
p2(p3 + p2 � p� 3)
(p2 � 1)2(p+ 1) :

This will prove Theorem 7.1.
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Part I

A statistical model: The
Circular Unitary Ensemble
(CUE)
In this section we analyze one of the random matrices ensembles and
get some knowledge about its statistical behavior. We consider the
group U(n) of unitary n� n matrices, equipped with the unique Haar
probability measure dH . The eigenvalues of the unitary matrix U are

ei�1 ; ei�2 ; ei�3 ; :::; ei�n ,

where �j 2 [0; 2�). All the eigenvalues thus lie on the unit circle,
justifying the ensemble�s name. Ordering the eigenphases

�1 � �2 � �3 � ::: � �n

we study their statistics. To get an averages, we recall Weyl�s integra-
tion formula

Z
U(n)

g(U)dHU =
1

n!(2�)n

2�Z
0

:::

2�Z
0

g(�1; �2; :::; �n)
Y

1�j<k�n

��ei�j � ei�k ��2 d�1:::d�n,
(4)

where g is a function which depends only on eigenphases �1; �2; :::; �n.

Let now f be a real valued trigonometric polynomial, that is

f(�) =
X
k

fke
ik�.

De�ne a linear statistic of the unitary matrix U by

Nf (U) =

nX
j=1

f(�j),

where �j are eigenphases of U . We may rewrite this in the form

Nf (U) =
nX
j=1

X
k

fke
ik�j =

X
k

fk

nX
j=1

eik�j =
X
k

fktr(U
k).
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The mean value of Nf is

hNf (U)i =
*X

k

fktr(U
k)

+
=
X
k

fk


tr(Uk)

�
. (5)

By the invariance of Haar measure under multiplication by a scalar
matrix �I we obtain


tr(Uk)
�
=


tr((�U)k)

�
= �k



tr(Uk)

�
.

Choosing � not to be a k-th root of unity we conclude, that for k 6= 0

tr(Uk)

�
= 0.

Substituting into (5) we �nd

hNf (U)i = nf0.

To obtain the variance of Nf (U) we need to compute

V ar(Nf ) =
D
jNf � nf0j2

E
=
X
k;l 6=0

fkfl

D
tr(Uk)tr(U l)

E
.

Just as before, using the invariance of Haar measure we get, that for
k 6= l D

tr(Uk)tr(U l)
E
= 0.

Thus
V ar(Nf ) =

X
k 6=0

jfkj2
D��tr(Uk)��2E .

We will show that for �n � k � n; k 6= 0D��tr(Uk)��2E = jkj ,
and therefore obtain

V ar(Nf ) =
X
k 6=0

jfkj2 jkj =: �2f .

Lemma 1.2 Let 1 � k � n, then
D��tr(Uk)��2E = k.

Proof. By de�nitionD��tr(Uk)��2E = Z
U(n)

��tr(Uk)��2 dHU .
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Denoting

dAn :=
1

n!(2�)n

Y
1�j<k�n

��ei�j � ei�k ��2 d�1:::d�n
and using formula (4) we haveD��tr(Uk)��2E = Z

[0;2�)n

nX
j=1

eik�j
nX
l=1

e�ik�ldAn =

Z
[0;2�)n

nX
j;l=1

eik(�j��l)dAn

= n �
Z

[0;2�)n

dAn + 2 �
Z

[0;2�)n

X
1�j<l�n

cos k (�j � �l) dAn = I1 + I2.

The �rst integral is n, since Z
[0;2�)n

dAn = 1.

For this see for example [6]:
We stay with the integral I2. To handle it we use Gaudin�s lemma

(see [6]), which allows to restrict the number of integration variables to
the number of variables on which the integrand depends. More precise,
we have

I2 = 2�
Z

[0;2�)n

X
1�j<l�n

cos k (�j � �l) dAn =

= 2 � 1

2!(2�)2

Z
[0;2�)2

cos k(�1 � �2)(n2 � S2n(�1 � �2))d�1�2,

where

Sn(�) =
sin(n�)=2

sin �=2
.

Changing variables and doing some arithmetic one gets

I2 = �
1

2�

2�Z
0

cos ku � S2n(u)du.

Remembering, that
S2n(u) = 2n � Fn�1(u),

where Fn�1 is the (n� 1)-th Fejer�s kernel, we obtain

I2 = �
n

�

2�Z
0

cos ku�Fn�1(u)du =



V. Lukianov 12

= �n
�

2�Z
0

cos ku

241
2
+

n�1X
j=1

�
1� j

n

�
cos ju

35 du = �(n� k).
It follows D��tr(Uk)��2E = I1 + I2 = n� (n� k) = k,

as desired.

Diaconis and Shahshahni [7] went on to compute the higher moments
of Nf and established the CLT for this ensemble:

Theorem 1.3 As n!1, the moments of Nf converge to those of a
Gaussian random variable with mean

nf0 =
1

2�

2�Z
0

f(�)d�

and variance
�2f :=

X
k 6=0

jfkj2 jkj .

That is

D
jNf � nf0jK

E
!

n!1

8><>:
(2k)!

2kk!
�2kf ; K = 2k

0; K = 2k � 1
.
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Part II

The weighted multiplicities
function �Q(t)
Let T 2 SL2(Z), such that jtj = jtr(T )j > 2 . For such T the equation
det(T � �I) = 0 has two di¤erent solutions: �1;2 = t�

p
t2�4
2 , and so

T is diagonalizable. Such T is called hyperbolic. De�ne N (T ) := �2,

where j�j > 1. Hence N (T ) = (jtj+
p
t2�4)

2

4 .

De�ne the weighted multiplicities function

�(t) =
1

4

X
fTg2SL2(Z)
jtr(T )j=t

lnN (T0)
N (T ) 12 �N (T )� 1

2

:

In his work M. Peter [16] proved that

lim
N!1

1

N

X
2�n�N

�2(n) =
1015

864

Y
p6=2

p2(p3 + p2 � p� 3)
(p2 � 1)2(p+ 1) = C1; (6)

and the numerical calculation gives C1 = 1:328::: .
We generalize this result for a congruence subgroups �0(Q) of SL2(Z),

where Q is an odd squarefree integer. In the previous notation we de-
�ne

�Q(t) :=
1

4

X
fTg2�0(Q)
jtr(T )j=t

hyperbolic; doesn0t
fix cusp

lnN (T0)
N (T ) 12 �N (T )� 1

2

;

where the sum is taken over conjugacy classes of �0(Q).
In this part we will calculate (Theorem 7.1) the mean square of

weighted multiplicities �Q(n):

lim
N!1

1

N

X
2�n�N

�2Q(n) = C1
Y
qjQ

2(q2 � q � 1)(q + 1)2
q(q3 + q2 � q � 3) : (7)

This calculation will be done in a few steps. In the �rst step we
use Dirichlet�s class number formula to express weighted multiplici-
ties function �Q(n) in terms of Dirichlet�s L-function (Theorem 3.1).
After that, following M.Peter, we prove that �Q(n) is a "limit periodic
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function", in the sense that it may be approximated by periodic func-
tions in the suitable norm (Proposition 6.1). A �nite Euler product
for L-functions is used for these purposes. All that allows us to use
Parseval�s equality to get a formula for the mean square of weighted
multiplicities �Q(n) in terms of Fourier coe¢ cients (see Proposition
6.13) . Routine Fourier coe¢ cient computation lead us to the �nal
result (7).

2 Preliminaries on orders in quaternion al-
gebras

In this section we remind algebraic de�nitions and results, which we
are going to use along this part.

First of all we recall that a ring B with unity is called an algebra
of dimension n over a �eld F , if the following three conditions are
satis�ed:

1� B � F;and 1B = 1F ;
2� any element of F commutes with all elements of B;
3� B is a vector space over F of dimension n.

De�nition 2.1 Let B be a �nite dimensional algebra over Q with
identity element 1B. A subset R � B is called an order in B if the
following conditions are satis�ed:

1� R is a �nitely generated Z-module;
2� R contains basis of B over Q;
3� R is a subring of B and 1B 2 R.

For any �nite dimensional algebra B over Q and for each place � of Q
(i.e. � = 1 or � = p a prime) we de�ne B� := B 
Q Q�. B� is an
algebra over Q� of dimension dimQB. For � = p a prime, orders in Bp
de�ned as in the previous de�nition, replacing Q and Z by Qp and Zp.
If R is an order of B, we get an order in Bp by the de�nition

Rp := R
Z Zp = [the closure of R in Bp]:

We also recall the de�nition of adele ring BA [19, pp. 197-198] and
[23, p. 62]. As a set this is

BA = f(b�) 2
Y
�

B� j bp 2 Rp for almost all primes pg;



15 CLT for a Congruence Subgroups

where R is any order in B.

De�nition 2.2 A nonzero integer d is called a fundamental discrim-

inant if d � 1(mod 4); d square free, d 6= 1; or d � 0(mod 4),
d

4
6=

1(mod 4),
d

4
squarefree.

Consider now a quadratic extension of Q arising as the splitting �eld
over Q of a polynomial P (X) = X2� tX+1; t 2 Z. Notice that P (X)
is irreducible i¤

p
t2 � 4 =2 Q. In this case we can write t2 � 4 = l2d;

l 2 Z+; d is a fundamental discriminant. The splitting �eld of P (X)
is Q(

p
d) and the zeros of P (X) are

x1 =
t

2
+ l

p
d

2
; x2 =

t

2
� l
p
d

2
:

For each �xed fundamental discriminant d we let for each f 2 Z+

r[f ] := Z+f!Z; where ! =
d+

p
d

2
:

Then orders in Q(
p
d) are precisely r[f ]; f = 1; 2; 3; ::: [5, pp. 48-49],

and in particular r[1] is the unique maximal order.[8, pp. 146-147].
The index [r[1] : r[f ]] = f , and we call r[f ] the order of index f in
Q(
p
d). Note that r[f1] � r[f2] i¤ f2 j f1.

For P (X) as above, the roots x1; x2 of P (X) satisfy

Z+x1Z = Z+x2Z =r[l] (t2 � 4 = l2d):

Let K = Q(
p
d); d as above, then

K1 = Q(
p
d)
Q R '

�
R� R ; d > 0
C ; d < 0

�
;

Kp = Q(
p
d)
Q Qp'

8<: Qp �Qp ;
�
d
p

�
= 1

Qp(
p
d) ;

�
d
p

�
= �1

9=; :

The distinct orders in Kp are
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o[pn] := Zp+pn!Zp; n = 0; 1; 2; ::: and ! =
d+

p
d

2
as above.

We have

o[1] � o[p] � o[p2] � ::: and [o[1] : o[pn]] = pn:

Combining the de�nitions of order in K and in Kp we get

(r[f ])p = o[p
n]; where n = ordpf:

For any order r in K = Q(
p
d) we de�ne

r1 := K1

rA :=
Y
�

r� � KA

r�1+ := fx 2 K�
1 j N(x) > 0g

r�A+ := f(��) 2 r�A j N(�1) > 0g = r
�
1+ �

Y
p

r�p � r�A

Here N denotes the extension of the norm N : K �! Q to the regular
norm in the algebra K1 over Q1 = R. [23, p.53].

The subgroup r�A+ �K� has �nite index in K�
A , and we set

h(r) :=
�
K�
A : (r

�
A+ �K�)

�
;

the class number of r.

ForK = Q(
p
d) as above one can also show [4, Chapter 5.2] that h(r[f ])

is equal to the number of inequivalent primitive (and if d < 0, positive)
quadratic forms ax2 + bxy + cy2 with discriminant b2 � 4ac = df2. In
other words h(r[f ]) = h(df2), where the right-hand side is as in [13,
vol I, pp. 127-].

3 Expression of weighted multiplicities func-
tion in the terms of Dirichlet�s L-functions

In this section we express �Q(t) in the terms of Dirichlet�s L-functions.
It is a necessary step, which allows to analyze the behavior of �Q(t).



17 CLT for a Congruence Subgroups

The result is stated in Theorem 3.1, proof of which takes the rest
of the section. In the proof we rely extensively on the exposition of
Strömbergsson [22].

Theorem 3.1 For t 2 Z,

�Q(t) =
X
D;v�1

D is a discrim inant
Dv2=t2�4

1

v
L(1; �D) �

Y
qjQ

8<: 2; q2 j D

1 +

�
D

q

�
q2 - D

9=; ,

if
p
t2 � 4 =2 Q, t2 � 4 > 0, and �Q(t) = 0, otherwise. Here

� �
�
�
is a

Legendre�s symbol and �D is a quadratic character.

We start from noting that

�0(Q) =
G
t2Z

Ht,

where
Ht = fT 2 �0(Q) j tr(T ) = tg .

So we can write ( the change from 1=4 to 1=2 comes from not collecting
together t and �t )

�Q(t) =
1

2

X
T2Ht==�0(Q)

hyperbolic; doesn0t
fix cusp

lnN (T0)
N (T ) 12 �N (T )� 1

2

(8)

Here Ht==�0(Q) is the set of �0(Q)-conjugacy classes of Ht.

Lemma 3.2 For a hyperbolic element T 2 Ht (i.e. t2 � 4 > 0) no
�xed point of T is a cusp of �0(Q):

Proof. Note, that the cusps of �0(Q) are exactly the points in

fi1g [ Q, by [19, cor. 1.5.5, th. 4.1.3(2)]. Assume T =

�
a b
c d

�
.

First, c 6= 0, since we will get T parabolic. So, the �xpoints of T are

the two real solutions to
ax+ b

cx+ d
= x , x =

a� d
2c

�
p
t2 � 4
2 jcj , which

are both irrational, since
p
t2 � 4 =2 Q.

Now we want to know when in the sum (8), Ht is not the empty set.
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Lemma 3.3 Let t 2 Z, such that
p
t2 � 4 =2 Q , and write t2 � 4 =

l2d, l 2 Z+; d is a fundamental discriminant. Then Ht is not empty

i¤ for all primes q divide Q we have q j l or
�
d

q

�
6= �1:

Proof. Ht 6= ; i¤ there some a; b; c 2 Z, such that det
�

a b
Qc t� a

�
=

1: Hence Ht 6= ; i¤ there is some a 2 Z, such that a(t � a) �
1(modQ) , (2a � t)2 � t2 � 4(modQ) , (2a � t)2 � l2d(modQ):
Since Q is odd squarefree, the last congruence is solvable i¤ (2a� t)2 �
l2d(mod q) for all primes q j Q: Or equivalently: the last congruence is

solvable i¤ q j l or
�
d

q

�
6= �1; for all q j Q:

Note, that for T 2 Ht,N (T )
1
2�N (T )� 1

2 =
jtj+

p
t2 � 4
2

� 2

jtj+
p
t2 � 4

=
p
t2 � 4:

So, for �xed t 2 Z, such that
p
t2 � 4 =2 Q, t2 � 4 > 0, Ht 6= ; we can

write (8) in the form

�Q(t) =
1

2

X
T2Ht==�0(Q)

lnN (T0)p
t2 � 4

(9)

We will enumerate the �0(Q)-conjugacy classes in Ht, and for each
conjugacy class will get the number N (T0):
Fix some Tt 2 Ht, and take the polynomial P (X) = X2 � tX + 1,

i.e. the characteristic polynomial of Tt, and so P (Tt) = 0: P (X) is
irreducible, since

p
t2 � 4 =2 Q. Hence Q [Tt] �= Q(

p
d), where t2 � 4 =

l2d:

De�ne the set C(Tt) := f�Tt��1 j � 2 GL2(Q)g. Then Ht = R\C(Tt),

where R =

��
a b
c d

�
2M2(Z) j Q j c

�
is an order in M2(Q). For

any � 2 GL2(Q),
�
Q[Tt] \ �R��1

�
is an order inQ[Tt]; by the fact, that

if A0 is a subalgebra of A, and O is an order in A, then A0\O is an order
in A0. For any order r in Q[Tt] de�ne C(Tt; r) := f�Tt��1 j � 2 GL2(Q),
Q[Tt]\��1R� = rg. Following Strömbergsson [22], Miyake [19] we have
a
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Lemma 3.4

C(Tt) =
1G
f=1

C(Tt; r[f ]);

Ht =
G
f jl

C(Tt; r[f ]);

and each C(Tt; r[f ]) is closed under �0(Q)-conjugation.2

Proof. Clearly, C(Tt) =
1S
f=1

C(Tt; r[f ]), since there are no other or-

ders than r[1], r[2], ... in Q[Tt]. To prove disjointedness, we must show
that if �1Tt�

�1
1 = �2Tt�

�1
2 (�1; �2 2 GL2(Q)), then ��11 R�1, and �

�1
2 R�2

have the same intersection with Q[Tt]. From �1Tt�
�1
1 = �2Tt�

�1
2 we get

��11 �2 2 Q[Tt], since if an element of M2(Q) commutes with Tt, it is in
Q[Tt], by [19, Lemma 5.2.2(3)], and thus

Q[Tt]\��12 R�2 = (�
�1
1 �2)

�
Q[Tt] \ ��12 R�2

�
(��11 �2)

�1 = Q[Tt]\��11 R�1:

This prove the �rst relation.

Next, for any order r in Q[Tt] and any � 2 GL2(Q), such that �Tt��1 2
C(Tt; r), we have :

Tt 2 r, Tt 2 Q[Tt]\��1R� , Tt 2 ��1R� , �Tt�
�1 2 R, �Tt�

�1 2 Ht:

In other words :
if Tt 2 r, then C(Tt; r) � Ht;
if Tt =2 r, then C(Tt; r) \Ht = ;:

Note that Tt 2 r[l]; where t2 � 4 = l2d, l 2 Z+:So the orders of r in
Q[Tt] that contain Tt are exactly r[f ]; such that r[f ] � r[l]; that is, such
that f j l. By de�nition Ht � C(Tt), and so from the �rst relation the
second relation follows.

Finally, �1R = R, for any  2 R�. So we get that each C(Tt; r) is
closed underR�-conjugation, and in particular under �0(Q)-conjugation.

2 r[f ] := Z+fwZ, is an all orders in Q(
p
d), where f 2 Z+; w = d+

p
d

2
: Since

Q(
p
d) �= Q[Tt] we use the symbol r[f ] for the corresponding order in Q[Tt] .
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Let "d =
x+ y

p
d

2
be the proper fundamental unit in Q(

p
d) ( (x; y)

is the positive integer solution to x2 � dy2 = 4; for which y > 0 is
minimal). De�ne

r[f ]1 := f� 2 r[f ] j N(�) = 1g;

the units of the order r[f ]: Since

r[1]1 =
�
�"kd j k 2 Z

	
;

we have

r[f ]1 =

(
�
�
"
[r[1]1:r[f ]1]
d

�k
j k 2 Z

)
:

Lemma 3.5 If T is hyperbolic, i.e. d > 0, then N (T0) = "
2[r[1]1:r[f ]1]
d :

Proof. Choose some � 2 GL2(Q), such that T = �Tt�
�1, and

Q[Tt] \ �R��1 = r. Then Z�0(Q)(T ); the centralizer of T in �0(Q) is

Z�0(Q)(T ) = Q[T ] \ �0(Q) = �(Q[Tt] \ ��1�0(Q)�)��1 = �r[f ]��1

by [19, lemma 5.2.2(3)].Since

r[f ]1 =

(
�
�
"
[r[1]1:r[f ]1]
d

�k
j k 2 Z

)
;

for d > 0 we can take for T0 the image of "
[r[1]1:r[f ]1]
d under the

composite of the two isomorphisms Q [Tt] �= Q(
p
d) and Q [Tt] 3 S 7�!

�S��12 Q [T ] : Then

trM2(Q)(T0) = tr

�
"
[r[1]1:r[f ]1]
d

�
:

If we will denote "
[r[1]1:r[f ]1]
d = �+ �

p
d 2 Q(

p
d), note, that �; � � 0;

and N(�+ �
p
d) = �2 � d�2 = 1: We have tr(�+ �

p
d) = t; and so

N (T0) =
�
jtj+

p
t2 � 4

�2
4

=

�
2 j�j+

p
4�2 � 4

�2
4

=

=

�
2 j�j+

p
4(1 + d�2)� 4

�2
4

=

�
2 j�j+ 2 j�j

p
d
�2

4
=

=
�
j�j+ j�j

p
d
�2
=
�
�+ �

p
d
�2
= "

2[r[1]1:r[f ]1]
d :
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Now we can rewrite (9) in the form

�Q(t) =
X
f jl

jC(Tt; r[f ])==�0(Q)j
ln "
[r[1]1:r[f ]1]
dp
t2 � 4

;

where we write t2 � 4 = dl2 with d a fundamental discriminant and
l � 1.

We calculate now the quantity jC(Tt; r[f ])==�0(Q)j, in particular we
will prove

Proposition 3.6 Let N be squarefree and h(df2) the narrow class
number of Q(

p
d). Then

jC(Tt; r[f ])==�0(N)j = h(df2)�
�
2; if d < 0
1; if d > 0

�
�
Y
pjN

(
2; p j f

1 +
�
d
p

�
p - f

)
:

Let B be an inde�nite quaternion algebra over Q and R an order of
B of level N , i.e. Rp is a maximal order of Bp if p - N , and if N =

Q
pe

thenRp is conjugate to an order
��

a b
pec d

�
2M2(Zp) j a; b; c; d 2 Zp

�
.

In the case of B =M2(Q) we have

Rp 'M2(Zp); if p - N;

and

Rp '
��

a b
pec d

�
2M2(Zq) j a; b; c; d 2 Zp

�
; if p j N:

De�ne the subgroups �R and UR of B
�
A by

�R :=
�
 2 B� j N() = 1

	
UR := GL+2 (R)�

Y
p

R�p

For instance, in the case of modular groups, B =M2(Q);
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R =

��
a b
c d

�
2M2(Z) j c 2 NZ

�
,

Rp =

��
a b
c d

�
2M2(Zp) j c 2 NZp

�
:

Therefore
�R = UR \B� = �0(N):

Now, for � 2 �R, put

C(�) =
�
h�h�1 j h 2 B�

	
;

C(�; r) =
�
h�h�1 j h 2 B�;Q[�] \ hRh�1 = r

	
;

CA(�) =
�
h�h�1 j h 2 B�A

	
;

CA(�; r) =
�
h�h�1 j h 2 B�A ;QA[�] \ hRAh

�1 = rA
	
;

C�(�; r) =
�
h�h�1 j h 2 B�� ;Q�[�] \ hR�h�1 = r�

	
;

where � =1 or � = p is prime.

Lemma 3.7 Let � be an element of �R, then

jC(�; r)==�Rj = h(r)
Y

�=1;2;3;5;:::

��C�(�; r)==R�� �� :
Proof. Consider the natural mapping

� : C(�)==� �! CA(�)==U

� : �1C(�) 7�! �1CA(�)

(here � = �R and U = UR;  2 � ,! U).

Let g = h�h�1; (h 2 B�A ) be an element of CA(�). Since B
�
A = B� �U

by [19, Th. 5.2.11, a consequence of the approximation theorem] we
may write h = u0�, where � 2 B� and u0 2 U . So

CU (g) :=
�
ugu�1 j u 2 U

	
=
�
uu0���

�1u�10 u�1 j u 2 U
	
= CU (���

�1):
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Thus � is surjective.

For an element � 2 B�, we see that

CU (���
�1) = CU (g)() � 2 UhQA[�]� \B�:

And for two elements �; � 2 B�

C�(���
�1) = C�(���

�1)() ��Q[�]� = ��Q[�]�;

since

� 2 ��Q[�]� , � = �e� ( 2 �; e� 2 Q[�]�), C�(���
�1) = C�(���

�1):

We have
�QA[�]��1 = QA[����1];

hence����1 (CU (g))�� = ���nUhQA[�]� \B�=Q[�]��� = ���nU�QA[�]� \B�=Q[�]��� =
=
���nUQA[����1]� \B�=Q[����1]��� ;

where the last equality holds by the following reason:

Let

' : U�QA[�]� \B� �! U�QA[�]���1 \B� = UQA[����1]� \B�

' : u�t 7�! u�t��1; u 2 U; t 2 QA[�]
Let x; y 2 U�QA[�]� \B�, then

y � x(modQ[�]�), y = xa (a 2 Q[�]�),

, y��1 = xa��1 , y��1 = x��1(�a��1),

, y��1 � x��1(mod�Q[�]���1), y��1 � x��1(modQ[����1]�):

Now, since B�A = B� �U it follows that for any commutative subgroup
E of B�A , for any t 2 E, there is a u 2 U , such that ut 2 UE \ B�.
Let t1; t2 2 E and u1; u2 2 U . Assume u1t1; u2t2 2 UE \B� then

�u1t1(E \B�) = �u2t2(E \B�)() t1t
�1
2 2 (E \ U)(E \B�);
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since � = U \B�. Thus���nUE \B�=E \B��� = ��E=(E \ U)(E \B�)�� :
Since QA[����1]�\B� = Q[����1]� we can apply the last result for
E = QA[����1]�. So we get����1 (CU (g))�� = ��QA[����1]�=(QA[����1] \ U) �Q[����1]���

=
��QA[�]�=(QA[�] \ ��1U�) �Q[�]��� :

Since U = GL+2 (R)�
Q
p
R�p we have for g 2 CA(�; r)

QA[�]\��1U� = QA[�]\h�1Uh = QA[�]\h�1
 
GL+2 (R)�

Y
p

R�p

!
h = r�A+

Therefore ����1 (CU (g))�� = ��QA[�]�=r�A+ �Q[�]�
�� = h(r):

(see the de�nitions of the Section 2). Thus we have

jC(�; r)==�j = h(r) jCA(�; r)==U j :

Write
U = GL+2 (R)�

Y
p

R�p =
Y

�=1;2;3;5;:::

R��

and we will get the claim of the lemma:

jC(�; r)==�j = h(r)
Y

�=1;2;3;5;:::

��C�(�; r)==R�� �� :

Now we calculate each of the factors jC�(�; r)==R�� j.

Let � =1.

Lemma 3.8 jC1(�; r)==R�1j =
�
1; � is hyperbolic
2; � is parabolic or elliptic

�
:

Proof. Since C1(�; r) = C1(�) and R�1 = GL+2 (R) we have

C1(�; r)==R
�
1 = fx�x�1 j x 2 GL2(R)g==GL+2 (R):
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Let g 2 GL+2 (R), then

y�y�1 = g�1(x�x�1)g () � = y�1g�1x�x�1gy

() x�1gy 2 Z(�)() y 2 g�1xZ(�):

It follows
y 2 GL+2 (R)xZ(�):

From the other hand, if y 2 GL+2 (R)xZ(�), then there are z 2
Z(�); g 2 GL+2 (R) such that y = gxz and

y�y�1 = gxz�(gxz)�1 = gxz�z�1x�1g�1 = g(x�x�1)g�1;

and y�y�1 is GL+2 (R)-conjugate to x�x�1. Thus we have��fx�x�1 j x 2 GL2(R)g==GL+2 (R)�� = ��GL+2 (R)nGL2(R)=Z(�)�� :
If � is a hyperbolic element, then there is matrix B 2 GL2(R), such

that � = B�1
�
� 0
0 ��1

�
B. The centralizer Z of

�
� 0
0 ��1

�
in

GL2(R) is the set of all invertible diagonal matrices with real entries.

Since
�
1 0
0 1

�
;

�
�1 0
0 1

�
2 Z, we see that

��GL+2 (R)nGL2(R)=Z�� =
1. But Z(�) = B�1ZB, therefore we also have��GL+2 (R)nGL2(R)=Z(�)�� = 1:
For � be elliptic or parabolic one shows in a similar manner that��GL+2 (R)nGL2(R)=Z(�)�� = 2:
Finally,��C1(�; r)==R�1�� = � 2; � is parabolic or elliptic

1; � is hyperbolic

�
:

Now let � = p. We want to know what elements of M2(Qp) are in
Cp(�; r); where � is a non-scalar element of

Rp =

��
a b
c d

�
2M2(Zp) j c � 0(mod p�)

�
:

( if p - N then � = 0 and Rp =M2(Zp) ).
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Let
f�(X) = X2 � tX + 1; (t 2 Zp);

be the minimal polynomial of �, and let rp be an order of Qp[�] in-
cluding an order Zp[�]. We put

[rp : Zp[�]] = p�; (� � 0):

Since all orders of M2(Qp) are of the form

Zp + pn!Z; (! =
d+

p
d

2
; t2 � 4 = dl2);

it follows that rp is uniquely determined by �.

Lemma 3.9 Let Rp be an order of M2(Zp) as above, � be a non-
scalar element of Rp, and rp an order of Qp[�], such that rp � Zp[�],
and [rp : Zp[�]] = p�; (� � 0). For an element g 2 Cp(�) the following
statements are equivalent:
(1) g 2 Cp(�; r);
(2) g 2 Zp + p�Rp and g =2 Zp + p�+1Rp;

(3) if g =
�
a b
c d

�
then b � a�d � 0(mod p�); c � 0(mod p�+�);

and any one of the following three conditions is satis�ed:
(i) b 6= 0(mod p�+1);
(ii) c 6= 0(mod p�+�+1);
(iii) a� d 6= 0(mod p�+1).

Proof. (1)() (2):

Put g = h�h�1 with h 2 GL2(Qp). Then

g 2 Cp(�; r)() Qp[�]\h�1Rph = rp () Qp[g]\Rp = hrph
�1 ()

() [Qp[g] \Rp : Zp[g]] = p�; since
�
Qp[�] \ h�1Rph : Zp[�]

�
=

p�:

But

[Qp[g] \Rp : Zp[g]] = p� () Zp[g] = Zp +Qp[g] \ p�Rp;

since all orders in Qp[g] are of the form Zp + pn!Zp, for suitable !:
This implies the equivalence of (1) and (2).
(2)() (3): It follows from the de�nition of Rp:
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After this lemma we ask ourselves what elements of Rp are in Cp(�; r).
We see that �rst of all this elements have trace t and determinant 1,
and so them of the form �

� kp�

c t� �

�
;

where
(i) t� 2� � 0(mod p�);
(ii) k 2 Z�p ;
(iii) c � 0(mod p�+�);
(iv) �(t� �)� ckp� = 1:

From (iv) we have c = �k�1p��f�(�), and since (ii) and (iii) must be
satis�ed it follows that

f�(�) � 0(mod p2�+�):

We take k = 1 and put

g� =

�
� p�

�p��f�(�) t� �

�
2 Rp;

where

� 2 
(�; rp) :=
�
� 2 Zp j f�(�) � 0(mod p2�+�); t� 2� � 0(mod p�)

	
:

Therefore by de�nition we have g� 2 Cp(�; r):

Lemma 3.10 On the conditions of the previous lemma, for g 2 Cp(�)
we have that g 2 Cp(�; r) i¤ g is N(Rp)-conjugate to g� for some
� 2 
(�; rp). Here

N(Rp) =

8<:
Q�p R�p if � = 0

Q�p R�p [
�
0 1
p� 0

�
Q�p R�p if � > 0

9=; ;

the normalizer of the Rp ( see [19, Lemma 6.6.2] ).

Proof. Let g is N(Rp)-conjugate to g� for some � 2 
(�; rp). That
is g = xg�x

�1 for x 2 N(Rp). The direct calculations show that g
satis�es condition (3) of the previous lemma, and so g 2 Cp(�; r).

Suppose g =
�
a b
c d

�
2 Cp(�; r); then g satis�es condition (3): Let

(i) is ful�lled. Put
b = kp�; k 2 Z�p
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Since g 2 Cp(�), it follows that g is similar to � and

f�(g) = 0:

In particular,
t = a+ d; and ad� bc = 1;

so that

f�(a) = a2�(a+d)a+ad�bc = �bc � 0(mod p2�+�) and t�2a � 0(mod p�):

Thus a 2 
(�; rp). Moreover we see

g = u�1g�u; for u =

�
1 0
0 k

�
2 R�p :

Let now (ii) is ful�lled. We have
�
0 1
p� 0

�
2 N(Rp). Put

eg = � 0 1
p� 0

�
g

�
0 1
p� 0

��1
=

�
d cp��

p� a

�
:

Since c � 0(mod p�+�); we get

cp�� = c1p
�+�p�� = c1p

� (c1 2 Z�p ):

So we have

cp�� � 0(mod p�) and cp�� 6= 0(mod p�+1);

that is eg satis�es (i). Therefore eg is R�p -conjugate to gd as before, and
thus g is N(Rp)-conjugate to gd.

Lastly assume condition (iii). We may suppose that

b � 0(mod p�+1) and c � 0(mod p�+�+1):

Let u =
�
1 1
0 1

�
2 R�p . Then

ugu�1 =

�
a+ c �a+ d+ b� c
c �c+ d

�
;

we see that �a + d + b � c 6= 0(mod p�+1); and so ugu�1 satis�es (i).
We �nish as in the previous cases.
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For � � 1, we put w =
�
0 1
p� 0

�
2 N(Rp). Then for � 2 
(�; rp),

wg�w
�1 =

�
t� � �f�(�)p����
p�+� �

�
2 Cp(�; r):

And so we have

Cp(�; r) =

�
fg� j � 2 
(�; rp)g ==R�p ; � = 0�

g�; wg�w
�1 j � 2 
(�; rp)

	
==R�p ; � � 1

�
:

Now we will conclude some results about R�p -conjugation in 
(�; rp).

Lemma 3.11 Let �; � be two elements of 
(�; rp).
(1) g� and g� are R�p -conjugate i¤ � � �(mod p�+�);
(2) Suppose � � 1. Then g� and wg�w�1 are R�p -conjugate i¤ �

and � satisfy the following two conditions:
(i) t2 � 4 6= 0(mod p2�+1) or f�(�) 6= 0(mod p2�+�+1);
(ii) � � t� �(mod p�+�).

Proof. (1) Suppose � � �(mod p�+�). Then for

u =

�
1 0

�p��(� � �) 1

�
2 R�p

we have ug�u�1 = g�.

Conversely assume g� = ug�u
�1 with u 2 R�p . We have

g� � � =
�

0 p�

�p��f�(�) t� 2�

�
� 0(mod p�);

hence
p��(g� � �) 2 Rp;

so that
p��(g� � �) = up��(g� � �)u�1 2 Rp:

We calculate

p��(g� � �) =
�
p��(� � �) �

� �

�
:

In other hand for u =
�

a b
cp� d

�
2 R�p

up��(g���)u�1 =
p��

ad� bcp�

�
a b
cp� d

� �
0 p�

�p��f�(�) t� 2�

� �
d �b

�cp� a

�
=
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=
1

ad� bcp�

�
�bdp�2�f�(�)� cap� � cbp���(t� 2�) �

� �

�
:

So we see that
p��(� � �) � 0(mod p�);

and thus
� � �(mod p�+�):

(2) We will show �rst that g =
�
a b
c d

�
2 Cp(�; r) is R�p -conjugate

to g� for some � 2 
(�; rp) i¤

b 6= 0(mod p�+1) or a� d 6= 0(mod p�+1):

The if-part was proved in the previous lemma. Assume

b � a� d � 0(mod p�+1);

and

ugu�1 = g� (u =

�
a0 b0

c0 d0

�
2 R�p ; � 2 
(�; rp)):

By previous lemma c � 0(mod p�+�) and so

g� = ugu�1 �
�
� (�a0b0(a� d) + a02b)=(a0d0 � b0c0)
� �

�
(mod p�+�);

but
�a0b0(a� d) + a02b � 0(mod p�+1);

and this contradicts the de�nition of g�.

By de�nition we have

wg�w
�1 =

�
t� � �p����f�(�)
p�+� �

�
2 Cp(�; r);

and so

�p����f�(�) 6= 0(mod p�+1) or 2� � t 6= 0(mod p�+1):

Equivalently:

f�(�) 6= 0(mod p2�+�+1) or 2� � t 6= 0(mod p�+1);
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and since
�(t� �) � 1(mod p�+2�);

we see that

(2� � t)2 = 4�2 � 4�t+ t2 = t2 � 4�(t� �) � t2 � 4(mod p�+2�):

Thus we see that

2� � t 6= 0(mod p�+1)() t2 � 4 6= 0(mod p2�+1);

and we have condition (i).

Condition (ii) we get by argument similar to part (1) of the lemma.

Now assume 
(�; rp) 6= ; and let � 2 
(�; rp). Then

t2 � 4 � (t� 2�)2(mod p2�+�);

and by de�nition of 
(�; rp) we have t2 � 4 � 0(mod p2�).

Conversely, suppose that � such that t2 � 4 � 0(mod p2�). If � 2 Zp
satis�es

f�(�) � 0(mod p2�+�);

then
�(t� �) � 1(mod p2�+�) � 1(mod p2�);

and

(t� 2�)2 = t2 � 4�(t� �) � t2 � 4(mod p2�) � 0(mod p2�):

Thus
t� 2� � 0(mod p�):

Therefore


(�; rp) =

� �
� 2 Zp j f�(�) � 0(mod p2�+�)

	
; t2 � 4 � 0(mod p2�)

;; otherwise

�
:

We also put


0(�; rp) =

� �
� 2 Zp j f�(�) � 0(mod p2�+�+1)

	
; t2 � 4 � 0(mod p2�+1); � � 1

;; otherwise

�
:

Combining we have
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Proposition 3.12 Assume � � 1. Let � be a non-scalar element of
Rp and f�(X) = X2 � tX + 1 the minimal polynomial of �. For any
order rp of Qp[�] including Zp[�] such that [rp : Zp[�]] = p�; (� � 0);
we can take as a complete set of representatives of Cp(�; r)==R

�
p the

set �
g� j � 2 
=p�+�

	
[
�
wg�w

�1 j � 2 
0=p�+�
	
;

where 
=p�+� (resp. 
0=p�+�) is a complete set of representatives of

(�; rp)mod p

�+� (resp. 
0(�; rp)mod p�+�):

Now we can return to our case, i.e.

Rp =M2(Zp) if p - N;

and

Rp =

��
a b
c d

�
2M2(Zp) j c � 0(mod p�)

�
if p j N and ordpN = �:

Lemma 3.13 If Rp =M2(Zp) then
��Cp(�; r)==R�p �� = 1.

Proof. Since any order rp of Qp[�] is a Zp-free module we can
write

rp = Zp[�] with � 2 Qp[�]:
Put

� = a+ b� (a; b 2 Qp):
Then Cp(�; r)==R�p corresponds bijectively to Cp(�; r)==R�p through
the correspondence g 7�! a + bg. Since [rp : Zp[�] ] = 1 we see that
� = 0, and 
(�; rp) = Zp. Then by previous lemma we have��Cp(�; r)==R�p �� = ��Cp(�; r)==R�p �� = 1:

Now we are left with p j N . Since N is squarefree we see that � = 1:
We will show

Lemma 3.14 Let N be squarefree. For prime number p; such that
p j N we have

��Cp(�; r)==R�p �� =
(

2; p j f
1 +

�
d
p

�
; p - f

)
:
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Proof. We proved that��Cp(�; r)==R�p �� = ��
=p1+���+ ��
0=p1+��� :
Let

rp = (r[f ])p = Zp + f!Zp (! =
d+

p
d

2
; t2 � 4 = l2d):

In other hand (r[f ])p = o[pn], where n = ordpf . Since

Zp[�] = (r[l])p = Zp + l!Zp;

we see that

� = ordp
l

f
:

We have


 = f� 2 Zp j �2 � t� + 1 � 0(mod p2�+1)g;
the condition t2�4 � 0(mod p2�) is ful�lled, since t2�4 = dl2 = df2p2�.


0 =

�
f� 2 Zp j �2 � t� + 1 � 0(mod p2�+2)g; t2 � 4 = l2d � 0(mod p2�+1)

;; otherwise

�
:

Assume p 6= 2. For � 2 Zp we �nd

�2 � t� + 1 � 0(mod p2�+1)() (2� � t)2 � l2d(mod p2�+1)

() (2� � t)2 � df2p2�(mod p2�+1):

If p j f then

�2 � t� + 1 � 0(mod p2�+1)() � =
t

2
(mod p�+1):

(Note that t
2 2 Zp, since p 6= 2). If p j d then

�2 � t� + 1 � 0(mod p2�+1)() � =
t

2
(mod p�+1):

If p - f; p - d then the congruence �2 � t� + 1 � 0(mod p2�+1) has

two incongruent solutions mod p�+1 if
�
d
p

�
= 1; and no solutions if�

d
p

�
= �1: So we have

��
=p1+��� =
8>>>>><>>>>>:

1; p j f
2; p - f;

�
d
p

�
= 1

0; p - f;
�
d
p

�
= �1

1; p - f;
�
d
p

�
= 0

9>>>>>=>>>>>;
:
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In the similar way

�2 � t� + 1 � 0(mod p2�+2)() (2� � t)2 � l2d(mod p2�+2)

() (2� � t)2 � df2p2�(mod p2�+2):

If p - f and d = ps, where p - s. We have that the congruence
�2 � t� + 1 � 0(mod p2�+2) is equivalent to the congruence

(2� � t)2 � sf2p2�+1(mod p2�+2);

but thus we see that

(2� � t)2 � 0(mod p2�+1) and so (2� � t)2 � 0(mod p2�+2):

The last congruence is impossible, since p - f and p - s. Hence 
0 = ;:

If p - f and p - d we have that p2�+1 - l2d and so 
0 = ;:

If p j f then l2d � 0(mod p2�+2) and

�2 � t� + 1 � 0(mod p2�+2)() � =
t

2
(mod p�+1):

We get ��
0=p1+��� = � 1; p j f
0; p - f

�
:

Combining together we have that for p - N

��Cp(�; r)==R�p �� =
8>>>>><>>>>>:

2; p j f
2; p - f;

�
d
p

�
= 1

0; p - f;
�
d
p

�
= �1

1; p - f;
�
d
p

�
= 0

9>>>>>=>>>>>;
=

(
2; p j f

1 +
�
d
p

�
; p - f

)
:

For p = 2 we consider two cases:

(i) 2 j f . In this case we have that t
2
2 Z2, since t2�4 = dl2; and f j l.

We also have that for the set 


�2 � t� + 1 � 0(mod 22�+1)() (2� � t)2 � l2d(mod 22�+3)

() (2� � t)2 � df222�(mod 22�+3)()
() (2� � t)2 � df 0222�+2(mod 22�+3):
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If d � 1(mod 8) the last congruence have two incongruent solutions for
2� � t modulo 22�+3; which imply only one solution � modulo 2�+1.

If d � 5(mod 8) then d � 1(mod 4) and

(2� � t)2 � f 0222�+2(22d0 + 1)(mod 22�+3) � f 0222�+2(mod 22�+3);

and there are two solutions for 2� � t modulo 22�+3; which imply only
one solution � modulo 2�+1.

If d � 0(mod 4) there is one solution � � t
2 (mod 2

�+1):

For the set 
0 we have that

�2 � t� + 1 � 0(mod 22�+2)() (2� � t)2 � df 0222�+2(mod 22�+4);

and by the same arguments we have exactly the same results.

(ii) 2 - f . For the set 
0

�2 � t� + 1 � 0(mod 22�+2)() (2� � t)2 � l2d(mod 22�+4)

() (2� � t)2 � df222�(mod 22�+4):

If d � 1; 5(mod 8) we have 
0 = ;, since 22�+1 - dl2:

If d � 0(mod 8) then (2� � t)2 � 0(mod 22�+3); and then (2� � t)2 �
0(mod 22�+4); that contradicts either the de�nition of the fundamental
discriminant or the assumption 2 - f .

If d � 4(mod 8) we have that d � �4(mod 16) or d � 4(mod 16):
If d � �4(mod 16); then has no solution, since �1 is not a square
mod22�+4:

If d � 4(mod 16) we have d
4
� 1(mod 4); that contradicts the de�nition

of the fundamental discriminant.
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For the set 
, if 2 - f , we consider two cases: � 6= 0 and � = 0:

Let � 6= 0; we still have t
2
2 Z2, since 4 j t2 � 4 = dl2:

�2 � t� + 1 � 0(mod 22�+1)() (2� � t)2 � l2d(mod 22�+3)

() (2� � t)2 � df222�(mod 22�+3):

If d � 1(mod 8) we have two incongruent solution for 2� � t modulo
22�+3; which imply two incongruent solutions � modulo 2�+1:

If d � 5(mod 8) there is no solution, since
�
5

2

�
= �1:

If d � 0(mod 8) we have one solution � modulo 2�+1:

If d � 4(mod 8) we have two solutions for 2� � t modulo 22�+3; which
imply only one solution � modulo 2�+1:

In the case of � = 0 we want to be sure that if d � 1(mod 8) we still
have two incongruent solutions � modulo 2�+1: Indeed

(2� � t)2 � df2(mod 23)() 2� � t� f(mod 23);

but
t� f
2

2 Z2; since 2 - f and 2 - t; and we have the desired.

This �nishes the proof of the Proposition 3.6.

Now we can apply the above results for � = Tt and N = Q be an odd
squarefree number. So we �nd:

Lemma 3.15

�Q(t) =
X
f jl

h(df2)
ln "
[r[1]1:r[f ]1]
dp
t2 � 4

�
Y
qjQ

8<: 2; q j f

1 +

�
d

q

�
q - f

9=; ,
where we write t2�4 = dl2 with d a fundamental discriminant

and l � 1.



37 CLT for a Congruence Subgroups

Proof. Immediately from proposition 3.6.

We can continue the process

X
f jl

h(df2)
ln "
[r[1]1:r[f ]1]
dp
t2 � 4

�
Y
qjQ

8<: 2; q j f

1 +

�
d

q

�
q - f

9=; =

=
X
f jl

h(df2) ln "df2

l
p
d

�
Y
qjQ

8<: 2; q j f

1 +

�
d

q

�
q - f

9=; =

=
X
f jl

(D=df2)

h(D) ln "D

l �
p
D
f

�
Y
qjQ

8<: 2; q j f

1 +

�
d

q

�
q - f

9=; :

Now using Dirichlet�s class number formula h(D) ln "D =
p
DL(1; �D);

we get

�Q(t) =
X
f jl

(D=df2)

L(1; �D)
f

l
�
Y
qjQ

8<: 2; q j f

1 +

�
D

q

�
q - f

9=; =

=
X
D;v�1

Dv2=t2�4

1

v
L(1; �D) �

Y
qjQ

8<: 2; q j f

1 +

�
D

q

�
q - f

9=; =

=
X
D;v�1

Dv2=t2�4

1

v
L(1; �D) �

Y
qjQ

8<: 2; q2 j D

1 +

�
D

q

�
q2 - D

9=; ;

and the theorem 3.1 follows.

Remark 3.16 Here D is a discriminant, i.e. D � 0; 1(mod 4). We
assume it from now on.

4 Factorization of weighted multiplicities

Here we factorize (lemma 4.1) the weighted multiplicities function as
a �nite products of a local terms, de�ned below.
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We have

�Q(n) =
X
D;v�1

Dv2=n2�4

1

v
L(1; �D) �

Y
qjQ

8<: 2; q2 j D

1 +

�
D

q

�
q2 - D

9=; :

We use now the Euler product formula for L(1; �D). For n � 3; P � Q;
de�ne

�P;Q(n) :=
X
D;v�1

Dv2=n2�4
pjv=)p�P

0@1
v

Y
p�P

�
1� �D(p)

p

��11A�Y
qjQ

8<: 2; q2 j D

1 +

�
D

q

�
q2 - D

9=; :

Note, that

q2 j D () q2 j (n2 � 4)v�2 () q2 j (n2 � 4)
Y
p�P
pjv

p�2bp

()
�
q2 j n2 � 4 ; bq = 0

q2 j (n2 � 4)q�2bq ; bq 6= 0

�
() q2 j (n2 � 4)q�2ordqv:

Hence

�P;Q(n) =
X
D;v�1

Dv2=n2�4
pjv=)p�P

0@1
v

Y
p�P

�
1� �D(p)

p

��11A�

�
Y
qjQ

8<:
2 ; q2 j (n2 � 4)q�2ordqv

1 +

�
(n2 � 4)q�2ordqv

q

�
; q2 - (n2 � 4)q�2ordqv

9=; :

De�ne a function

�(p;Q)(n) :=
X
b�0

1

pb

�
1� 1

p
�(n2�4)p�2b(p)

��1
� Ipb(n) ;

where
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Ipb(n) :=
�
1 ,n2 = 4(mod p2b)
0 , else

�
; for p 6= 2; p - Q

I2b(n) :=
�
1 , n2 = 4(mod 22b) , (n2 � 4)2�2b is a discriminant
0 , else

�
;

and for q j Q

Iqb(n) :=

8><>:
2 , n2 = 4(mod q2b) , q2 j (n2 � 4)q�2b

1 +
�
(n2�4)q�2b

q

�
, n2 = 4(mod q2b) , q2 - (n2 � 4)q�2b

0 , else

9>=>; :

Lemma 4.1 For Q odd squarefree and P � Q we have

�P;Q(n) =
Y
p�P
p-Q

�(p;Q)(n) �
Y
qjQ

�(q;Q)(n):

Proof.

Y
p�P
p-Q

�(p;Q)(n)�
Y
qjQ

�(q;Q)(n) =
Y
p�P
p-Q

0@X
b�0

1

pb

�
1� 1

p
�(n2�4)p�2b(p)

��1
� Ipb(n)

1A�
Y
qjQ

0@X
b�0

1

qb

�
1� 1

q
�(n2�4)q�2b(q)

��1
Iqb(n)

1A :

After opening the brackets, we will get the sum of terms of the form:

1

pb11

�
1� 1

p1
�
(n2�4)p�2b11

(p1)

��1
I
p
b1
1
(n)� 1

pb22

�
1� 1

p2
�
(n2�4)p�2b22

(p2)

��1
I
p
b2
2
(n)�: : : �

1

pbkk

�
1� 1

pk
�
(n2�4)p�2bkk

(pk)

��1
I
p
bk
k

(n)� 1
q
bq1
1

�
1� 1

q1
�
(n2�4)q�2bq11

(q1)

��1
I
q
bq1
1

(n)�: : : �

1

q
bql
l

�
1� 1

ql
�
(n2�4)q

�2bql
l

(ql)

��1
I
q
bql
l

(n):

Therefore, since P � Q we haveY
p�P
p-Q

�(p;Q)(n) �
Y
qjQ

�(q;Q)(n) =
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X
b�0

Y
p�P

n2=4(mod p2b)

(n2�4)2�2b is
a discriminant

1

pb

�
1� 1

p
�(n2�4)p�2b(p)

��1
�

�
Y
qjQ

8<:
2 ; q2 j (n2 � 4)q�2ordqv

1 +

�
(n2 � 4)q�2ordqv

q

�
; q2 - (n2 � 4)q�2ordqv

9=; =

X
D;v�1

Dv2=n2�4
pjv=)p�P

241
v

Y
p�P

�
1� 1

p
�D(p)

��135�

�
Y
qjQ

8<:
2 ; q2 j (n2 � 4)q�2ordqv

1 +

�
(n2 � 4)q�2ordqv

q

�
; q2 - (n2 � 4)q�2ordqv

9=; = �P;Q(n):

5 Limit periodic functions and Fourier analy-
sis

Let s � 1. For f : N�!C, de�ne the seminorm

kfks :=

0@lim sup
N!1

1

N

X
1�n�N

jf(n)js
1A1=s

2 [0;1):

A function f is called s-limit periodic if for every " > 0 there is a
periodic function h with kf � hks � ": The set Ds of all s-limit periodic
functions becomes a Banach space with norm k�ks if functions f1, f2
with kf1 � f2ks = 0 are identi�ed. If 1� s1 � s2 < 1, we have
D1 � Ds1 � Ds2 as sets (but they are endowed with di¤erent norms).
For all f 2 D1, the mean value

M(f) := lim
N!1

1

N

X
1�n�N

f(n)

exists. The space D2 is a Hilbert space with inner product

hf; hi :=M(fh); f; h 2 D2 :
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For u 2 R, de�ne eu(n) := e2�iun, n 2 N. In D2, we have canonical
orthonormal base

�
ea=b

	
, where 1 � a � b and gcd(a; b) = 1:

For all f 2 D1, the Fourier coe¢ cients bf(u) :=M(fe�u); u 2 R, exist.

Lemma 5.1 For f 2 D1; u =2 Q, we have bf(u) = 0
Proof. Let f 2 D1. For any " > 0 there is a linear combina-

tion
P

1�v�V ev(n), such that
f �P1�v�V ev


1
< ", where v 2 Q.

So
���f(n)�P1�v�V ev(n)

��� < ", for all 1 � n � N . Therefore we have������ bf(u)� lim
N!1

1

N

X
1�n�N

X
1�v�V

ev(n)e�u(n)

������ =

= lim
N!1

1

N

������
X

1�n�N

0@f(n)� X
1�v�V

ev(n)

1A e�u(n)

������ �
� lim

N!1

1

N

X
1�n�N

" je�u(n)j � ":

Let u =2 Q, since v � u =2 Q we have������ limN!1

1

N

X
1�n�N

X
1�v�V

ev(n)e�u(n)

������ =
������ limN!1

1

N

X
1�n�N

X
1�v�V

e2�in(v�u)

������ =
=

������ limN!1

1

N

X
1�v�V

1� e2�iN(v�u)
1� e2�i(v�u)

������ � lim
N!1

1

N

X
1�v�V

2

const
= 0;

and the lemma follows.

6 Limit periodicity of weighted multiplic-
ities

In this section we will prove that the weighted multiplicities function
�Q(n) is limit periodic (prop. 6.1), and as consequence, we will obtain
the formula (17) for calculating its mean square (end of the section).
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Proposition 6.1 The functions �Q(n) 2 D1 and
for 1 � s � 2, lim

P!1
k�Q � �P;Qks = 0 holds.

Write �Q(n)� �P;Q(n) = 4(1)
P (n) +4(2)

P (n); where

4(1)
P (n) :=

X
D;v�1;Dv2=n2�4
pjv for some p>P

1

v

Y
qjQ

8<: 2; q2 j D

1 +

�
D

q

�
q2 - D

9=;L(1; �D)

and

4(2)
P (n) :=

X
D;v�1;Dv2=n2�4

pjv)p�P

1

v

Y
qjQ

8<: 2; q2 j D

1 +

�
D

q

�
q2 - D

9=;
0@L(1; �D)� Y

p�P

�
1� �D(p)

p

��11A :

Lemma 6.2 For P � Q we have

1

x

X
2<n�x

���4(1)
P (n)

���2 � X
v>P

1

v2
:

Proof. Note that

4(1)
P (n) �

X
D;v�1;Dv2=n2�4
pjv for some p>P

2!(Q)

v
L(1; �D); (10)

where !(Q) is the number of prime divisors of Q: Cauchy�s inequality
gives

���4(1)
P (n)

��� �
0BB@ X
D;v�1;Dv2=n2�4
pjv for some p>P

22!(Q)

v2

1CCA
1=20BB@ X

D;v�1;Dv2=n2�4
pjv for some p>P

L(1; �D)
2

1CCA
1=2

:

For x � 1, this givesX
2<n�x

���4(1)
P (n)

���2 � X
v>P

22!(Q)

v2

X
2<n�x

D;v�1;Dv2=n2�4

L(1; �D)
2:

M.Peter shows [16],[17] that the last sum isX
2<n�x

D;v�1;Dv2=n2�4

L(1; �D)
2 � const � x,
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as x!1. Therefore we have the claim of the lemma.

In order to estimate 4(2)
P (n) we must compare L(1; �D) with a partial

product of its Euler products. This is done by comparing both terms
with a smoothed version of the Dirichlet series for L(1; �D). LetN � 1.
Then

4(2)
P (n) = 4(2;1)

P;N (n) +4
(2;2)
P;N (n) +4

(2;3)
P;N (n);

where

4(2;1)
P;N (n) :=

X
D;v�1;Dv2=n2�4

pjv)p�P

1

v

Y
qjQ

8<: 2; q2 j D

1 +

�
D

q

�
q2 - D

9=;
0@L(1; �D)�X

l�1

�D(l)

l
e�l=N

1A ;

4(2;2)
P;N (n) :=

X
D;v�1;Dv2=n2�4

pjv)p�P

1

v

Y
qjQ

8<: 2; q2 j D

1 +

�
D

q

�
q2 - D

9=; X
l�1:pjl for some p>P

�D(l)

l
e�l=N ;

4(2;3)
P;N (n) :=

X
D;v�1;Dv2=n2�4

pjv)p�P

1

v

Y
qjQ

8<: 2; q2 j D

1 +

�
D

q

�
q2 - D

9=; X
l�1:pjl)p�P

�D(l)

l

�
e�l=N � 1

�
;

Lemma 6.3 (Sarnak [21])X
2<n�x
d;v�1

dv2=n2�4

1 � const � x

Proof.
X

2<n�x
d;v�1

dv2=n2�4

1 = N(x) :=

= #
�
(n; v; d) j n � x; n2 � 4 = dv2; n; v > 0; d is a discriminant

	
(11)

First, we notice that in counting solutions to (11) we may include
the case of d being a perfect square without altering the behavior of
N(x). So for these purposes we may think of d as being positive integer
congruent to 0 or 1(mod 4).
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Let S(v) denote the number of solutions of (11) in the variables n and
d, for �xed v.

N(t) =

tX
v=1

S(v) =
X
v�t1=2

S(v) +
X

t1=2�v�t

S(v) = N1 +N2:

We prove �rst that
N2 = O(t2=3+"):

To see this, let

S�(v) := #
�
(n; k) j 0 < n � t; n2 � 4 = kv2

	
so that

N2 �
X

t1=2�v�t

S�(v):

Let T �(v) is the number of residue class solutions of n2 � 4(mod v2).T �
is multiplicative and one easily checks that T �(v) = O(v") for any
" > 0.

For t1=2 < v;
S�(v) � T �(v):

Now

N2 �
X

t1=2�v�t2=3
S�(v) +

X
t2=3<v�t

S�(v) = O(t2=3+") +
X

t2=3<v�t

S�(v):

The latter term is the number of solutions of

n2 � kv2 = 4; n � t; t2=3 < v � t (12)

or
kv2 = (n� 2)(n+ 2); n � t; t2=3 < v � t:

So we may write

v = yz with y2 j (n+ 2); z2 j (n� 2);

or

v = 2yz with
�
2y2 j (n+ 2); z2 j (n� 2);
y2 j (n+ 2); 2z2 j (n� 2);

�
:

In any case, one y or z > t1=3=2. Thus the n�s which are solutions of
(12) are among those n�s satisfying

n � �2(modm2); where t1=3 � m � t1=2:
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Given such n and m, there are clearly at most �(m � 2) solutions of
(12) in v and k. Now �(l) = O(l") for any " > 0. Therefore the number
of solutions of (12) is at most

t"
X

t1=3<m<t1=2

#fn � t j n � �2(modm2)g = t"
X

t1=3�m�t1=2

�
t

m2
+O(1)

�
=

=
t1+"

t1=3
+O(t1=2+") = O(t2=3+"):

So we get that N2 = O(t2=3+") as we desired.

Now we discuss the term N1 =
P

v�t1=2
S(v). To calculate S(v), let S1(v)

be the number of solutions of

n2 � 4kv2 = 4; k � 1; n � t; (13)

and S2(v) be the number of solutions of

n2 � (4k + 1)v2 = 4; k � 1; n � t: (14)

So that S(v) = S1(v) + S2(v). A solution (n; k; v) of (13) must have n
even, n = 2n0, and so we are looking at

(n0)
2 � kv2 = 1; n0 � t=2:

Let T1(v) be the number of residue class solutions of (n0)
2 � 1(mod v2).

Clearly, for any " > 0

S1(v) =
tT1(v)

2v2
+O(T1(v)) =

t

2

T1(v)

v2
+O(v").

Let T2(v) be the number of residue class solutions of n2 � (v2 +
4)(mod 4v2). Then from (14), for any " > 0

S2(v) =
tT2(v)

4v2
+O(T2(v)) =

t

4

T2(v)

v2
+O(v"):

Therefore,

N1 =
X
v�t1=2

�
tT1(v)

2v2
+
tT2(v)

4v2
+O(v")

�
= t

1X
v=1

�
T1(v)

2v2
+
T2(v)

4v2

�
+O(t1=2+"):
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P.Sarnak [21] proves that

1X
v=1

T1(v)

v2
=
11

4
, and

1X
v=1

T2(v)

v2
=
13

4
:

Finally, we have

N1 = t

�
11

8
+
13

16

�
+O(t1=2+") =

35

16
t+O(t1=2+");

and so

N(t) =
35

16
t+O(t2=3+"),

proving the lemma.

Lemma 6.4 For P � Q and x;N � 1, we have

1

x

X
2<n�x

���4(2;3)
P;N (n)

���2 �
0@N�1=2 +

X
l>
p
N :pjl)p�P

1

l

1A2

:

Proof. Since je�u � 1j � u for 0 � u � 1, we see that for n > 2

the inner sum in 4(2;3)
P;N (n) is

�
X

l�1:pjl)p�P

1

l

���e�l=N � 1���� X
l>
p
N :pjl)p�P

2

l
+

X
1<l�

p
N :pjl)p�P

1

l

l

N

�
X

l>
p
N :pjl)p�P

1

l
+N�1=2 =: c1(P;N):

Cauchy�s inequality and (10) give

X
2<n�x

���4(2;3)
P;N (n)

���2 � X
2<n�x

0@ X
D;v�1;Dv2=n2�4

2!(Q)

v

1A2

c1(P;N)
2 �

� c1(P;N)
2
X

2<n�x

0@ X
D;v�1;Dv2=n2�4

22!(Q)

v2

1A0@ X
D;v�1;Dv2=n2�4

1

1A�

� c1(P;N)
2

X
2<n�x

D;v�1;Dv2=n2�4

1:

By using the previous lemma the result follows.
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Lemma 6.5 ( Peter [12]) For l; v 2 N and x � 3, we haveX
2<n�x
d�1

dv2=n2�4

�d(l)�
x

v2�"K(l)
+ v"l;

where K(l) is the squarefree kernel of l and " > 0 is arbitrary.

Proof. Let dj =
�
0; j = 1
1; j = 2

�
: Write

X
2<n�x
d�1

dv2=n2�4

�d(l) =
2X
j=1

X
d=dj(mod 4)
2<n�x

dv2=n2�4

�d(l):

Let sj(v) be the number of the solution of the congruence m2 � djv
2+

4(mod 4v2); and let mij(v); 1 � i � sj(v) be all it�s solutions. Divide
the interval of the summation to intervals of the length 4v2: We get
that our expression is equal to

2X
j=1

sj(v)X
i=1

X
t2Z:

mij(v)+4v
2t�x

�pijv(t)(l);

where

pijv(t) =
(mij(v) + 4v

2t)2 � 4
v2

= 16v2t2+8mij(v)t+
mij(v)

2 � 4
v2

2 Z[t]:

Divide the interval of the summation on t to intervals of the length 4l:
We get

2X
j=1

sj(v)X
i=1

X
t2Z:

mij(v)+4v
2t�x

�pijv(t)(l) =
2X
j=1

sj(v)X
i=1

0@ x

16v2l

X
t(mod 4l)

�
pijv(t)

l

�
+O(l)

1A =

=
x

16v2l

0@ 2X
j=1

sj(v)X
i=1

X
t(mod 4l)

�
pijv(t)

l

�1A+O((s1(v) + s2(v)) � l) =
=

x

16v2l
c(v; l) +O(l � s(v));

where

s(v) := s1(v) + s2(v); c(v; l) := c1(v; l) + c2(v; l);
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and

cj(v; l) :=

sj(v)X
i=1

X
t(mod 4l)

�
pijv(t)

l

�
:

Calculation shows that c(v; l) � 2�(v)
l

K(l)
� v"

l

K(l)
, and s(v) �

2�(v) � v", where �(v) is the number of distinct prime factors of v.
Therefore we have X

2<n�x
d�1

dv2=n2�4

�d(l)�
x

v2�"K(l)
+ v"l,

as claimed in the lemma.

Lemma 6.6 For P � Q and x;N � 1, we have

1

x

X
2<n�x

���4(2;2)
P;N (n)

���2 � X
l>P 2

�(l)

lK(l)
+

1

x1=3�"
N2

where �(l) is the number of positive divisors of l:

Proof. Let � >
1

2
. We write

4(2;2)
P;N (n) =

X
D;v�1

Dv2=n2�4
v�n�

1

v

Y
qjQ

8<: 2; q2 j D

1 +

�
D

q

�
q2 - D

9=; X
l�1:pjl for
some p>P

�D(l)

l
e�l=N+

+
X
D;v�1

Dv2=n2�4
v>n�

1

v

Y
qjQ

8<: 2; q2 j D

1 +

�
D

q

�
q2 - D

9=; X
l�1:pjl for
some p>P

�D(l)

l
e�l=N =

= 4(2;2;1)
P;N (n) +4(2;2;2)

P;N (n):

A trivial estimate gives

4(2;2;2)
P;N (n) �

X
D;v�1

Dv2=n2�4
v>n�

2!(Q)

v

X
l�1:pjl for
some p>P

�D(l)

l
e�l=N �

X
D;v�1

Dv2=n2�4
v>n�

1

v

X
l�1:pjl for
some p>P

1

l
e�l=N �

logN
X
D;v�1

Dv2=n2�4
v>n�

1

v
� logN � 1

n�
�(n2 � 4)� logN � 1

n��"
:
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Thus , since � >
1

2
, we have

X
2<n�x

���4(2;2;2)
P;N (n)

���2 � (logN)
2 �

X
2<n�x

1

n2(��")
� (logN)

2
: (15)

By Cauchy�s inequality

���4(2;2;1)
P;N (n)

��� � X
D;v�1

Dv2=n2�4
v�n�

2!(Q)

v

������
X

l�1:pjl for some p>P

�D(l)

l
e�l=N

������ �

0@ X
D;v�1;Dv2=n2�4

22!(Q)

v2

1A 1
2

�

0B@ X
D;v�1;Dv2=n2�4;v�n�

0@ X
l�1:pjl for some p>P

�D(l)

l
e�l=N

1A2
1CA

1
2

:

Thus for x � 1;

X
2<n�x

���4(2;2;1)
P;N (n)

���2 � X
2<n�x

X
D;v�1;Dv2=n2�4;v�x�

0@ X
l�1:pjl for some p>P

�D(l)

l
e�l=N

1A2

=

=
X

l1;l2:pijli
for some pi>P

1

l1l2
e�(l1+l2)=N

X
1�v�x�

X
2<n�x
D�1

Dv2=n2�4

�D(l1l2):

Applying Peter�s lemma 6.5 to the innermost sum gives the estimateX
2<n�x

���4(2;2;1)
P;N (n)

���2 � X
l>P 2

1

l
�(l)

X
1�v�x�

x

v2�"K(l)
+
X

l1;l2�1

l1l2
l1l2

e�(l1+l2)=N
X

1�v�x�
v"

� x
X
l>P 2

�(l)

lK(l)
+N2x�(1+"):

Thus together with (15), for � = 2=3 > 1=2 we have

1

x

X
2<n�x

���4(2;2)
P;N (n)

���2 � X
l>P 2

�(l)

lK(l)
+
1

x
(logN)2 +

1

x1=3�"
N2:
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In order to estimate 4(2;1)
P;N (n) we must show that the error

I(D;N) := L(1; �D)�
X
l�1

�D(l)

l
e�l=N ;

which comes from smoothing Dirichlet series expansion of L(1; �D), is
small for large N .

Lemma 6.7 For 1=2 < �0 < 1 de�ne the rectangle

Rx := fs 2 C j �0 � Re(s) � 1; jIm(s)j � log2 xg:

(a) If L(s; �D) has no zeros in Rx and D � x2, then for

Re(s) = �; jIm(s)j � (log x)2

2

holds
I(D;N)� x"N (��1);

(b) If L(s; �D) has zeros in Rx, then

#f(n; v;D) j 2 < n � x;D; v � 1; n2 �Dv2 = 4;
L(s; �D) has zeros in Rxg � x�+";

where � := 8(1� �0)=�0 < 1; �0 < � < 1.

Proof. See [16, Lemma 3.6].

Lemma 6.8 There are 0 < �; � < 1 such that for P � Q; x;N � 1
and " > 0 we have

1

x

X
2<n�x

���4(2;1)
P;N (n)

���2 � x"N2(��1) + x��1+"(log(x2N))2:

Proof. Note that a trivial estimation gives I(D;N) � log(DN).
Cauchy�s inequality, previous lemma and (10) give

X
2<n�x

���4(2;1)
P;N (n)

���2 � X
2<n�x

0@ X
D;v�1;Dv2=n2�4

22!(Q)

v2

1A0@ X
D;v�1;Dv2=n2�4

jI(D;N)j2
1A�

�
X

2<n�x;D;v�1:Dv2=n2�4
L(s;�D) has no zeros in Rx

�
x"N (��1)

�2
+

X
2<n�x;D;v�1:Dv2=n2�4
L(s;�D) has a zero in Rx

log2(DN)�
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� x
�
x"N (��1)

�2
+ x�+"(log(x2N))2;

which proves the lemma.

Now the results are collected.

Lemma 6.9 For P � Q, we have

k�Q � �P;Qk2 �
 X
v>P

1

v2

!1=2
+

 X
l>P 2

�(l)

lK(l)

!1=2
:

Proof. For x � 1 choose N := x1=8. Then previous lemmas show
that

1

x

X
2<n�x

���4(2)
P (n)

���2 �
0@x�1=16 + X

l>x1=16:pjl)p�P

1

l

1A2

+
X
l>P 2

�(l)

lK(l)
+

+
1

x
(log x)2 +

1

x1=12�"
+ x(��1)=4+" + x��1+"(log x)2:

Since the series X
l�1:pjl)p�P

1

l

converges, we have for P � Q �xed4(2)
P (n)

2
2
�
X
l>P 2

�(l)

lK(l)
:

Together with Lemma 6.2 this proves the claim.

Corollary 6.10 The functions �Q(n) 2 D1 and for 1 � s � 2,
lim
P!1

k�Q � �P;Qks = 0 holds.

Proof. By previous lemma we have

k�Q � �P;Qk2 �
 X
v>P

1

v2

!1=2
+

 X
l>P 2

�(l)

lK(l)

!1=2
;

here X
v>P

1

v2
�! 0,
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as P !1; since the series
P

v�1
1
v2 converges. Furthermore,X

l>P 2

�(l)

lK(l)
�! 0,

as P !1; sinceX
l�1

�(l)

lK(l)
=

X
a;b�1:a squarefree

�(ab2)

ab2 � a �
X
a�1

a"

a2

X
b�1

b2"

b2
<1:

Thus lim
P!1

k�Q � �P;Qk2 = 0. For f : N �! C arbitrary and 1 � s � 2
we have kfks � kfk2 by Hölder�s inequality. Thus limP!1

k�Q � �P;Qks =
0, for all 1 � s � 2 and, in particular lim

P!1
k�Q � �P;Qk1 = 0.

Since the b-th summand of �(p;Q) is p2b+1-periodic for p - Q; 22b+3-
periodic in case p = 2, and p2b+2-periodic in case p j Q; and the
series representing �(p;Q) is uniformly convergent, the function �(p;Q)
is uniformly limit periodic, i.e. �(p;Q) 2 Du; here Du is the set of
all functions which can be approximated to an arbitrary accuracy by
periodic functions with respect to the supremum norm. Since Du is
closed under multiplication it follows from Lemma 4.1, that �P;Q 2 Du
for all P � Q. This gives �Q 2 Ds for all 1 � s � 2.

So we have now

c�Q(0) :=M(�Q) := lim
N!1

1

N

X
1�n�N

�Q(n):

One can prove the

Lemma 6.11 For b 2 N, a 2 Z, gcd(a; b) = 1, choose ap 2 Z for all
p j b such that

P
pjb
app

�ordpb � ab�1(mod 1): Then

c�Q(a
b
) =

Y
pjb

\�(p;Q)(
ap

pordpb
): (16)

Proof. Word by word the proof of the same fact in [16, Lemma
4.3]

Corollary 6.12

lim
N!1

1

N

X
1�n�N

�Q(n) = c�Q(0) = 1
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Proposition 6.13

lim
N!1

1

N

X
2�n�N

�2Q(n) =
Y

p -prime

0BB@1 +X
c�1

X
1�a�pc

a6=0(mod p)

����\�(p;Q)� a

pc

�����2
1CCA .
(17)

Proof. By Parseval�s equality and by previous lemma and corollary

M(��) := lim
N!1

1

N

X
2�n�N

�2Q(n) =
X
b�1

X
1�a�b

gcd(a;b)=1

���c�Q �a
b

����2 =

=
Y

p - prime

0BB@1 +X
c�1

X
1�a�pc

a6=0(mod p)

����\�(p;Q)� a

pc

�����2
1CCA :

Here the term 1 in a brackets is a contribution of c = 0; that is���\�(p;Q) (0)���2 :
7 Calculating the mean square of weighted
multiplicities �Q(n)

In this section we will prove

Theorem 7.1 Let Q be an odd squarefree number. Then the mean
square of weighted multiplicities function is

lim
N!1

1

N

X
2�n�N

�2Q(n) = C1
Y
qjQ

2(q2 � q � 1)(q + 1)2
q(q3 + q2 � q � 3) ;

where C1 = 1:328:::, is de�ned in (6).

De�ne a functions

�(p;Q;b)(n) :=

�
1� 1

p
�(n2�4)p�2b(p)

��1
� Ipb(n);

and calculate the Fourier coe¢ cients of the �(p;Q)(n) by the Fourier
coe¢ cients of the �(p;Q;b)(n):
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\�(p;Q)(r) =
X
b�0

1

pb
\�(p;Q;b)(r) (18)

In [16] was proved that for all p - Q;

\�(p;Q)(0) = 1 (19)

We will prove that \�(q;Q)(0) = 1 holds as well, for all q j Q.

7.1 Calculation of the period of the �(q;Q;b)(n)

Let us calculate now the minimal period of the function de�ned above:

�(q;Q;b)(n) :=

�
1� 1

q
�(n2�4)q�2b(q)

��1
� Iqb(n)

Lemma 7.2 For q j Q the minimal period of the �(q;Q;b)(n) is q2b+2.

Proof. a) we will �nd a period of a �: We will look for a minimal
k ,such that �(n+ k) = �(n) for all n. That is �

n2 � 4
�
q�2b

q

!
=

0@
�
(n+ k)

2 � 4
�
q�2b

q

1A =

 �
n2 � 4

�
q�2b +

�
2nk + k2

�
q�2b

q

!

and it�s true for k = q2b+1.

b) we will �nd a period of the Iqb(n). We will look for a minimal k

,such that Iqb(n+ k) = Iqb(n) for all n.

n2 � 4 � 0(mod q2b)() (n+ k)
2 � 4 � 0(mod q2b)()

n2 � 4 + 2nk + k2 � 0(mod q2b)() 2nk + k2 � 0(mod q2b),
and it�s true for k = q2b.�
n2 � 4

�
q�2b � 0(mod q2)()

�
(n+ k)

2 � 4
�
q�2b � 0(mod q2)()�

n2 � 4
�
q�2b+

�
2nk + k2

�
q�2b � 0(mod q2)()

�
2nk + k2

�
q�2b � 0(mod q2),

and it�s true for k = q2b+2.

So the minimal period of the �(q;Q;b)(n) is q2b+2 that is �(q;Q;b)(n +

q2b+2) = �(q;Q;b)(n) for all n.
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7.2 Calculation of the Fourier coe¢ cients \�(q;Q;b)(r)
and d�(q;Q)(r)
Theorem 7.3 For any prime q j Q the Fourier coe¢ cients \�(q;Q;b)(

a

qc
)

are:

c = 0; b = 0; \�(q;Q;0)(0) = 1�
2

q2(q � 1)

c = 0; b 6= 0; \�(q;Q;b)(0) =
2(q2 + q + 1)

q2b+2

c = 2b+ 2; b 6= 0; \�(q;Q;b)(
a

qc
) =

2

q2b+2
cos

�
4�a

qc

�

c = 2b+ 1; b 6= 0;

\�(q;Q;b)(
a

qc
) =

1

q2b+2

 �
1� 1

q

��1
q
3
2 �q�

�
�
e
�4�i aqc (

�a
q
) + e

4�i
a
qc (

a

q
)

�
� 2

q � 1 cos
�
4�a

qc

��
;

where �q =

�
1; q � 1(mod 4)
i; q � 3(mod 4)

�
c � 2b; b 6= 0; \�(q;Q;b)(

a

qc
) =

2

q2b+2
cos

�
4�a

qc

�
(q2 + q + 1)

c = 1; b = 0;

\�(q;Q;0)(
a

q
) = � 2

q2(q � 1) cos
�
4�a

q

�
+

+
1

q � 1
X

n(mod q)

�
n2 � 4
q

�
e
�2�inaq

c = 2; b = 0; \�(q;Q;0)(
a

q2
) =

2

q2
cos

�
4�a

q2

�
:

First we calculate the \�(q;Q;b)(0):

Remark 7.4 In all of the sums below we want to be sure that the
function �(q;Q;b)(n) is de�ned at n, that is n is a trace of some element
of �0(Q). The necessary and su¢ cient condition for n to be a trace

of some element of �0(Q) is the condition that
�
n2�4
q

�
6= �1 for all

q j Q. We will easily see that those n, for which
�
n2�4
q

�
6= �1 do not

contribute to the sum. That is why we can sum over all n of the given
range without any restriction.
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a) b = 0;

\�(q;Q;0)(0) =
1

q2

X
n(mod q2)

�
1� 1

q

�
n2 � 4
q

���1
�

8<:
2; q2 j n2 � 4�

n2 � 4
q

�
+ 1; q2 - n2 � 4

9=;

=
1

q2

X
n(mod q2)

�
1� 1

q

�
n2 � 4
q

���1
�
(
2; n = �2; or

�
n2�4
q

�
= 1

1; n 6= �2; q j n2 � 4

)

=
1

q2

 
2 � 2 + 2 �#fn(mod q2) j

�
n2 � 4
q

�
= 1g

�
1� 1

q

��1
+

#fn 6= �2(mod q2) j q j n2 � 4g) = 1

q2
(2 � 2 + 2q � 3

2
� q
�
1� 1

q

��1
+ 2(q � 1)

!

=
1

q2

�
4 + q(q � 3) q

q � 1 + 2(q � 1)
�
= 1� 2

q2(q � 1) :

b) b 6= 0;

\�(q;Q;b)(0) =
1

q2b+2

X
n(mod q2b+2)

�
1� 1

q

�
(n2 � 4)q�2b

q

���1
�

�

8>><>>:
2 , n2 = 4(mod q2b) , q2 j (n2 � 4)q�2b

1 +

�
(n2 � 4)q�2b

q

�
, n2 = 4(mod q2b) , q2 - (n2 � 4)q�2b

0 , else

9>>=>>; =

=
1

q2b+2

0@2 � 2 + 2�1� 1
q

��1
#

8<:n(mod q2b+2) j
8<:

n2 � 4(mod q2b)�
(n2 � 4)q�2b

q

�
= 1

9=;
9=;+

#

�
n 6= �2(mod q2b+2) j

�
n2 � 4(mod q2b)
q2b+1 j n2 � 4

���
:
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Lemma 7.5 The cardinality of the set8<:n(mod q2b+2) j
8<:

n2 � 4(mod q2b)�
(n2 � 4)q�2b

q

�
= 1

9=;
9=; is q(q � 1);

and the cardinality of the set�
n 6= �2(mod q2b+2) j

�
n2 � 4(mod q2b)
q2b+1 j n2 � 4

��
is 2q � 2:

Proof.

a) There are 2q2 numbers nmodulo q2b+2 such that n2�4 = 0(mod q2b).
They are of the form kq2b, where k = �1;�2; :::;�q2.So it�s need to
check how many of the k�s are squares modulo q. There are (q � 1)=2
squares modulo q, hence there are 2q(q � 1)=2 = q(q � 1) numbers in
the �rst set.

b) The number of n 6= �2 modulo q2b+2 such that n2 = 4 modulo
q2b+1 is 2q � 2.

So

\�(q;Q;b)(0) =
1

q2b+2

�
4 + 2

q

q � 1q(q � 1) + 2q � 2
�
=
2(q2 + q + 1)

q2b+2
:

From the relation (18) it follows that

\�(q;Q)(0) =
X
b�0

1

qb
\�(q;Q;b)(0) = 1�

2

q2(q � 1) +
X
b�1

1

qb
2(q2 + q + 1)

q2b+2
=

1� 2

q2(q � 1)+
2(q2 + q + 1)

q2

X
b�1

1

q3b
= 1� 2

q2(q � 1)+
2(q2 + q + 1)

q2
1

q3 � 1 = 1:

Now we will compute the Fourier coe¢ cients \�(q;Q;b)( aqc ).

a) b 6= 0; c = 2b+ 2:
We will need a lemmas before we will start .
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Lemma 7.6 If q - a; then

q2X
k=1

�
k

q

�
e
�2�ik a

q2 = 0,

for q prime.

Proof. Note that �
m

q

�
=

�
m+ lq

q

�
,

for l 2 Z. Now we can write
q2X
k=1

�
k

q

�
e
�2�ik a

q2 =

qX
m=1

q�1X
l=0

�
m+ lq

q

�
e
�2�i(m+lq) a

q2 =

qX
m=1

q�1X
l=0

�
m

q

�
e
�2�im a

q2 � e�2�il
a
q =

qX
m=1

�
m

q

�
e
�2�im a

q2

q�1X
l=0

e�2�il
a
q :

But
q�1X
l=0

e�2�il
a
q = 0

and hence
q2X
k=1

�
k

q

�
e
�2�ik a

q2 = 0,

as desired.

Lemma 7.7 For c = 2b+ 2

X
n 6=�2(mod q2b+2)

q2b+1-n2�4
q2bjn2�4

�
1� 1

q

�
(n2 � 4)q�2b

q

���1�
1 +

�
(n2 � 4)q�2b

q

��
e�2�in

a
qc = 0:

Proof.X
n 6=�2(mod q2b+2)

q2b+1-n2�4
q2bjn2�4

�
1� 1

q

�
(n2 � 4)q�2b

q

���1�
1 +

�
(n2 � 4)q�2b

q

��
e�2�in

a
qc =

e�4�i
a
qc

q2�1X
k=1
q-k

�
1 +

�
k

q

���
1� 1

q

�
k

q

���1
e�2�ikaq

2b�c
+
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e4�i
a
qc

q2�1X
k=1
q-k

�
1 +

�
�k
q

���
1� 1

q

�
�k
q

���1
e�2�ikaq

2b�c
= fc = 2b+2g =

e�4�i
a
qc

q2�1X
k=1;( kq )=1

2

�
1� 1

q

��1
e
�2�ik a

q2+e4�i
a
qc

q2�1X
k=1;(�kq )=1

2

�
1� 1

q

��1
e
�2�ik a

q2 =

e�4�i
a
qc � 2

�
1� 1

q

��1
� 1
2

q2�1X
k=1
q-k

e
�2�ik a

q2

�
1 +

�
k

q

��
+

e4�i
a
qc � 2

�
1� 1

q

��1
� 1
2

q2�1X
k=1
q-k

e
�2�ik a

q2

�
1 +

�
�k
q

��

= e�4�i
a
qc

�
1� 1

q

��1 q2�1X
k=1
q-k

�
k

q

�
e
�2�ik a

q2+e�4�i
a
qc

�
1� 1

q

��1 q2�1X
k=1
q-k

e
�2�ik a

q2+

e4�i
a
qc

�
1� 1

q

��1 q2�1X
k=1
q-k

�
�k
q

�
e
�2�ik a

q2+e4�i
a
qc

�
1� 1

q

��1 q2�1X
k=1
q-k

e
�2�ik a

q2 :

By the previous lemma and the fact that

q2�1X
k=1
q-k

e
�2�ik a

q2 = 0

the expression we want to compute is equal to 0:

Now it will be much easier to compute what we want to compute:

\�(q;Q;b)(
a

qc
) =

1

q2b+2

X
n(mod q2b+2)

�
1� 1

q

�
(n2 � 4)q�2b

q

���1
�

�

8>><>>:
2 , n2 = 4(mod q2b) , q2 j (n2 � 4)q�2b

1 +

�
(n2 � 4)q�2b

q

�
, n2 = 4(mod q2b) , q2 - (n2 � 4)q�2b

0 , else

9>>=>>;�e�2�in
a
qc
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=
1

q2b+2

0BB@ X
n=2

n=�2+q2b+2

2e�2�in
a
qc +

X
n(mod q2b+2)

n2=4(mod q2b)

q2-(n2�4)q�2b

�
1� 1

q

�
(n2 � 4)q�2b

q

���1�
1 +

�
(n2 � 4)q�2b

q

��
e�2�in

a
qc

1CCCCCCA

=
1

q2b+2

0BBB@ X
n=2

n=�2+q2b+2

2e�2�in
a
qc +

X
n 6=�2(mod q2b+2)
q2b+1jn2�4

e�2�in
a
qc+

X
n 6=�2(mod q2b+2)

q2b+1-n2�4
q2bjn2�4

�
1� 1

q

�
(n2 � 4)q�2b

q

���1�
1 +

�
(n2 � 4)q�2b

q

��
e�2�in

a
qc

1CCCCCCA =

1

q2b+2

0BB@ X
n=2

n=�2+q2b+2

2e�2�in
a
qc + 2 cos

�
4�a

qc

� q�1X
k=1

e�2�ikaq
2b�c+1

+ 0

1CCA :

by the previous lemma. Note that

q�1X
k=1

e�2�ikaq
2b�c+1

= �1

when c = 2b+ 2. Therefore

\�(q;Q;b)(
a

qc
) =

1

q2b+2

�
2e�4�i

a
qc + 2e4�i

a
qc + 2 cos

�
4�a

qc

�
� (�1)

�
=

1

q2b+2
cos

�
4�a

qc

�
(4� 2) = 2

q2b+2
cos

�
4�a

qc

�
:

b) b 6= 0; c = 2b+ 1:
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Lemma 7.8

q2X
k=1

�
k

q

�
e�2�ik

a
q = q

3
2 (
�a
q
)�q, where �q =

�
1; q � 1(mod 4)
i; q � 3(mod 4)

�
:

Proof.

q2X
k=1

�
k

q

�
e�2�ik

a
q =

qX
m=1

q�1X
l=0

�
m+ lq

q

�
e�2�i(m+lq)

a
q =

=

qX
m=1

q�1X
l=0

�
m

q

�
e�2�im

a
q � e�2�ila = q

qX
m=1

�
m

q

�
e�2�im

a
q =

= q(
�1
q
)

qX
m=1

�
�m
q

�
e2�i(�m)

a
q = q(

�1
q
)

qX
m=1

�
m

q

�
e2�im

a
q =

= q(
�1
q
)(
a

q
)

qX
m=1

�
m

q

�
e2�i

m
q :

The equality holds by using of property of the Gaussian sum. The
value of the last sum is �q

p
q; where �q de�ned as above. For this see,

for example,[11, chapter 6]. Hence

q2X
k=1

�
k

q

�
e�2�ik

a
q = q(

�1
q
)(
a

q
)�q
p
q = q

3
2 (
�a
q
)�q,

and we have the claim of the lemma.

Lemma 7.9 For c = 2b+ 1; and �q de�ned as before

X
n 6=�2(mod q2b+2)

q2b+1-n2�4
q2bjn2�4

�
1� 1

q

�
(n2 � 4)q�2b

q

���1�
1 +

�
(n2 � 4)q�2b

q

��
e�2�in

a
qc =

=

�
1� 1

q

��1
q
3
2 �q

�
e�4�i

a
qc (
�a
q
) + e4�i

a
qc (

a

q
)

�
�2q

�
1� 1

q

��1
cos

�
4�a

qc

�
:

Proof.X
n 6=�2(mod q2b+2)

q2b+1-n2�4
q2bjn2�4

�
1� 1

q

�
(n2 � 4)q�2b

q

���1�
1 +

�
(n2 � 4)q�2b

q

��
e�2�in

a
qc =
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= e�4�i
a
qc

q2�1X
k=1
q-k

�
1 +

�
k

q

���
1� 1

q

�
k

q

���1
e�2�ikaq

2b�c
+

e4�i
a
qc

q2�1X
k=1
q-k

�
1 +

�
�k
q

���
1� 1

q

�
�k
q

���1
e�2�ikaq

2b�c
= fc = 2b+1g =

= e�4�i
a
qc

q2�1X
k=1;( kq )=1

2

�
1� 1

q

��1
e�2�ik

a
q+

e4�i
a
qc

q2�1X
k=1;(�kq )=1

2

�
1� 1

q

��1
e�2�ik

a
q =

= e�4�i
a
qc � 2

�
1� 1

q

��1
� 1
2

q2�1X
k=1
q-k

e�2�ik
a
q

�
1 +

�
k

q

��
+

e4�i
a
qc � 2

�
1� 1

q

��1
� 1
2

q2�1X
k=1
q-k

e�2�ik
a
q

�
1 +

�
�k
q

��
=

= e�4�i
a
qc

�
1� 1

q

��1 q2�1X
k=1
q-k

�
k

q

�
e�2�ik

a
q+e�4�i

a
qc

�
1� 1

q

��1 q2�1X
k=1
q-k

e�2�ik
a
q+

e4�i
a
qc

�
1� 1

q

��1 q2�1X
k=1
q-k

�
�k
q

�
e�2�ik

a
q+e4�i

a
qc

�
1� 1

q

��1 q2�1X
k=1
q-k

e�2�ik
a
q :

By the previous lemma and the fact that

q2�1X
k=1
q-k

e�2�ik
a
q = �q

we can write that our expression is equal to�
1� 1

q

��1
q
3
2 �q

�
e�4�i

a
qc (
�a
q
) + e4�i

a
qc (

a

q
)

�
�2q

�
1� 1

q

��1
cos

�
4�a

qc

�
,

proving the claim.
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By using the same arguments as in the case a) we will get

\�(q;Q;b)(
a

qc
) =

1

q2b+2

0BBB@ X
n=2

n=�2+q2b+2

2e�2�in
a
qc +

X
n 6=�2(mod q2b+2)
q2b+1jn2�4

e�2�in
a
qc+

X
n 6=�2(mod q2b+2)

q2b+1-n2�4
q2bjn2�4

�
1� 1

q

�
(n2 � 4)q�2b

q

���1�
1 +

�
(n2 � 4)q�2b

q

��
e�2�in

a
qc

1CCCCCCA =

=
1

q2b+2

0BB@ X
n=2

n=�2+q2b+2

2e�2�in
a
qc + 2 cos

�
4�a

qc

� q�1X
k=1

e�2�ika+

�
1� 1

q

��1
q
3
2 �q

�
e�4�i

a
qc (
�a
q
) + e4�i

a
qc (

a

q
)

�
� 2q

�
1� 1

q

��1
cos

�
4�a

qc

�!
:

by using previous lemma. Note that

q�1X
k=1

e�2�ika = q � 1,

so

\�(q;Q;b)(
a

qc
) =

1

q2b+2

�
4 cos

�
4�a

qc

�
+ 2(q � 1) cos

�
4�a

qc

�
+

�
1� 1

q

��1
q
3
2 �q

�
e�4�i

a
qc (
�a
q
) + e4�i

a
qc (

a

q
)

�
� 2q

�
1� 1

q

��1
cos

�
4�a

qc

�!
=

=
1

q2b+2

 �
1� 1

q

��1
q
3
2 �q

�
e�4�i

a
qc (
�a
q
) + e4�i

a
qc (

a

q
)

�
� 2

q � 1 cos
�
4�a

qc

�!
:
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c) b 6= 0; 2b � c:

By doing the same steps as before we can write

Lemma 7.10 For 2b � c;

X
n 6=�2(mod q2b+2)

q2b+1-n2�4
q2bjn2�4

�
1� 1

q

�
(n2 � 4)q�2b

q

���1�
1 +

�
(n2 � 4)q�2b

q

��
e�2�in

a
qc =

= 2q2 cos

�
4�a

qc

�
:

Proof.X
n 6=�2(mod q2b+2)

q2b+1-n2�4
q2bjn2�4

�
1� 1

q

�
(n2 � 4)q�2b

q

���1�
1 +

�
(n2 � 4)q�2b

q

��
e�2�in

a
qc =

= e�4�i
a
qc

q2�1X
k=1
q-k

�
1 +

�
k

q

���
1� 1

q

�
k

q

���1
e�2�ikaq

2b�c
+

e4�i
a
qc

q2�1X
k=1
q-k

�
1 +

�
�k
q

���
1� 1

q

�
�k
q

���1
e�2�ikaq

2b�c
= f2b � cg =

= e�4�i
a
qc

q2�1X
k=1;( kq )=1

2

�
1� 1

q

��1
+ e4�i

a
qc

q2�1X
k=1;(�kq )=1

2

�
1� 1

q

��1
=

= 2
q

q � 1#fk(mod q
2) j (k

q
) = 1g2 cos

�
4�a

qc

�
= 4

q

q � 1
q(q � 1)
2

cos

�
4�a

qc

�
=

= 2q2 cos

�
4�a

qc

�
:

And gathering all together we have
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\�(q;Q;b)(
a

qc
) =

1

q2b+2

0BB@ X
n=2

n=�2+q2b+2

2e�2�in
a
qc + 2 cos

�
4�a

qc

� q�1X
k=1

e�2�ikaq
2b�c+1

+

X
n 6=�2(mod q2b+2)

q2b+1-n2�4
q2bjn2�4

�
1� 1

q

�
(n2 � 4)q�2b

q

���1�
1 +

�
(n2 � 4)q�2b

q

��
e�2�in

a
qc

1CCCCCCA

=
1

q2b+2

�
4 cos

�
4�a

qc

�
+ 2(q � 1) cos

�
4�a

qc

�
+ 2q2 cos

�
4�a

qc

��
=

=
1

q2b+2
cos

�
4�a

qc

�
[4+2(q�1)+2q2] = 2

q2b+2
cos

�
4�a

qc

�
(q2+q+1):

d) b = 0; c = 1:

As always we need two lemmas:

Lemma 7.11X
n(mod q2)

�
n2 � 4
q

�
e�2�in

a
q = q

X
n(mod q)

�
n2 � 4
q

�
e�2�in

a
q :

Proof.

X
n(mod q2)

�
n2 � 4
q

�
e�2�in

a
q =

qX
m=1

q�1X
l=0

�
(m+ lq)2 � 4

q

�
e�2�i(m+lq)

a
q =

=

qX
m=1

q�1X
l=0

�
m2 � 4
q

�
e�2�im

a
q = q

qX
m=1

�
m2 � 4
q

�
e�2�im

a
q =

= q
X

n(mod q)

�
n2 � 4
q

�
e�2�in

a
q :
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Lemma 7.12X
n 6=�2(mod q2)

q-n2�4

�
1� 1

q

�
n2 � 4
q

���1��
n2 � 4
q

�
+ 1

�
e�2�in

a
q =

= q

�
1� 1

q

��10@�2 cos�4�a
q

�
+

X
n(mod q)

�
n2 � 4
q

�
e�2�in

a
q

1A :

:

Proof.X
n 6=�2(mod q2)

q-n2�4

�
1� 1

q

�
n2 � 4
q

���1��
n2 � 4
q

�
+ 1

�
e�2�in

a
q =

=
X

n(mod q2)
n 6=�2(mod q)

�
1� 1

q

�
n2 � 4
q

���1��
n2 � 4
q

�
+ 1

�
e�2�in

a
q =

=
X

n(mod q2)�
n2�4
q

�
=1

2

�
1� 1

q

��1
e�2�in

a
q =

= 2 � 1
2

�
1� 1

q

��1 X
n(mod q2)

n 6=�2(mod q)

��
n2 � 4
q

�
+ 1

�
e�2�in

a
q =

=

�
1� 1

q

��10BBB@ X
n(mod q2)

n 6=�2(mod q)

e�2�in
a
q +

X
n(mod q2)

n 6=�2(mod q)

�
n2 � 4
q

�
e�2�in

a
q

1CCCA =

=

�
1� 1

q

��1�
�2q cos

�
4�a

q

�
+

X
n(mod q2)

�
n2 � 4
q

�
e�2�in

a
q �

X
n(mod q2)

n=�2(mod q)

�
n2 � 4
q

�
e�2�in

a
q

1CCCA

=

�
1� 1

q

��10@�2q cos�4�a
q

�
+

X
n(mod q2)

�
n2 � 4
q

�
e�2�in

a
q � 0

1A =



67 CLT for a Congruence Subgroups

=

�
1� 1

q

��10@�2q cos�4�a
q

�
+ q

X
n(mod q)

�
n2 � 4
q

�
e�2�in

a
q

1A :

by previous lemma, and that�s it.

Now we can gather the results

\�(q;Q;0)(
a

q
) =

1

q2

X
n(mod q2)

�
1� 1

q

�
n2 � 4
q

���1
�

�

8<:
2; q2 j n2 � 4�

n2 � 4
q

�
+ 1; q2 - n2 � 4

9=; � e�2�in a
q

=
1

q2

0BBB@ X
n=2

n=�2+q2

2e�2�in
a
q +

X
n 6=�2(mod q2)

qjn2�4

e�2�in
a
q+

X
n 6=�2(mod q2)

q-n2�4

�
1� 1

q

�
n2 � 4
q

���1��
n2 � 4
q

�
+ 1

�
e�2�in

a
q

1CCCA

=
1

q2

�
4 cos

�
4�a

q

�
+ 2(q � 1) cos

�
4�a

q

�
+

q

�
1� 1

q

��1 24�2 cos�4�a
q

�
+

X
n(mod q)

�
n2 � 4
q

�
e�2�in

a
q

351A

= � 2

q2(q � 1) cos
�
4�a

q

�
+

1

q � 1
X

n(mod q)

�
n2 � 4
q

�
e�2�in

a
q :

e) b = 0; c = 2:

Lemma 7.13 X
n 6=�2(mod q2)

qjn2�4

e
�2�in a

q2 = �2 cos
�
4�a

q2

�
:
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Proof. Rewrite the condition f n 6= �2(mod q2); q j n2� 4g in the
form f n = �2 + kq; k = 1; :::; q � 1g. Thus

X
n 6=�2(mod q2)

qjn2�4

e
�2�in a

q2 =

q�1X
k=1

e
�2�i(�2+kq) a

q2 =

= 2 cos

�
4�a

q2

� q�1X
k=1

e�2�ik
a
q = �2 cos

�
4�a

q2

�
,

and we are done.

Lemma 7.14X
n 6=�2(mod q2)

q-n2�4

�
1� 1

q

�
n2 � 4
q

���1��
n2 � 4
q

�
+ 1

�
e
�2�in a

q2 = 0:

Proof.X
n 6=�2(mod q2)

q-n2�4

�
1� 1

q

�
n2 � 4
q

���1��
n2 � 4
q

�
+ 1

�
e
�2�in a

q2 =

=
X

n(mod q2)
n 6=�2(mod q)

�
1� 1

q

�
n2 � 4
q

���1��
n2 � 4
q

�
+ 1

�
e
�2�in a

q2 =

=
X

n(mod q2)�
n2�4
q

�
=1

2

�
1� 1

q

��1
e
�2�in a

q2 =

= 2 � 1
2

�
1� 1

q

��1 X
n(mod q2)

n 6=�2(mod q)

��
n2 � 4
q

�
+ 1

�
e
�2�in a

q2 =

=

�
1� 1

q

��10BBB@ X
n(mod q2)

n 6=�2(mod q)

e
�2�in a

q2 +
X

n(mod q2)
n 6=�2(mod q)

�
n2 � 4
q

�
e
�2�in a

q2

1CCCA :

The �rst sum in the brackets is 0, and so we need to compute an
expression �

1� 1
q

��1 X
n(mod q2)

n 6=�2(mod q)

�
n2 � 4
q

�
e
�2�in a

q2 =
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=

�
1� 1

q

��1 X
n(mod q2)

�
n2 � 4
q

�
e
�2�in a

q2 =

=

�
1� 1

q

��1 qX
m=1

q�1X
l=0

 
(m+ lq)

2 � 4
q

!
e
�2�i(m+lq) a

q2 =

=

�
1� 1

q

��1 qX
m=1

q�1X
l=0

�
m2 � 4
q

�
e
�2�im a

q2 � e�2�il
a
q =

=

�
1� 1

q

��1 qX
m=1

�
m2 � 4
q

�
e
�2�im a

q2

q�1X
l=0

e�2�il
a
q = 0,

since the last sum is 0.

\�(q;Q;0)(
a

q2
) =

1

q2

X
n(mod q2)

�
1� 1

q

�
n2 � 4
q

���1
�
(

2; q2 j n2 � 4�
n2�4
q

�
+ 1; q2 - n2 � 4

)
�e�2�in

a
q2 =

=
1

q2

0BBB@ X
n=2

n=�2+q2

2e
�2�in a

q2 +
X

n 6=�2(mod q2)
qjn2�4

e
�2�in a

q2+

X
n 6=�2(mod q2)

q-n2�4

�
1� 1

q

�
n2 � 4
q

���1��
n2 � 4
q

�
+ 1

�
e
�2�in a

q2

1CCCA =

=
1

q2
(4 cos

�
4�a

q2

�
�2 cos

�
4�a

q2

�
+0) =

2

q2
cos

�
4�a

q2

�
.

Now we can compute the \�(q;Q)(r). Summarize the above results:

c = 0; b = 0; \�(q;Q;0)(0) = 1�
2

q2(q � 1)
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c = 0; b 6= 0; \�(q;Q;b)(0) =
2(q2 + q + 1)

q2b+2

c = 2b+ 2; b 6= 0; \�(q;Q;b)(
a

qc
) =

2

q2b+2
cos

�
4�a

qc

�

c = 2b+1; b 6= 0; \�(q;Q;b)(
a

qc
) =

1

q2b+2

 �
1� 1

q

��1
q
3
2 �q�

�
�
e�4�i

a
qc (
�a
q
) + e4�i

a
qc (

a

q
)

�
� 2

q � 1 cos
�
4�a

qc

��

c � 2b; b 6= 0; \�(q;Q;b)(
a

qc
) =

2

q2b+2
cos

�
4�a

qc

�
(q2+q+1)

c = 1; b = 0; \�(q;Q;0)(
a

q
) = � 2

q2(q � 1) cos
�
4�a

q

�
+

1

q � 1
X

n(mod q)

�
n2 � 4
q

�
e�2�in

a
q

c = 2; b = 0; \�(q;Q;0)(
a

q2
) =

2

q2
cos

�
4�a

q2

�
.

And the theorem is completely proved.

Now we can to compute the \�(q;Q)(r) .

Theorem 7.15 The Fourier coe¢ cients \�(q;Q)(
a

qc
) are:

\�(q;Q)
�
a

q

�
=

1

q � 1
X

n(mod q)

�
n2 � 4
q

�
e�2�in

a
q

\�(q;Q)
�
a

q2

�
=

2

q(q � 1) cos
�
4�a

q2

�
\�(q;Q)

�
a

qc

�
=

2

q � 1 cos
�
4�a

qc

�
1

q
3c�4
2

; for c > 2; c even

\�(q;Q)
�
a

qc

�
=

1

q � 1
1

q
3c�4
2

�q

�
a

q

��
e�4�i

a
qc (
�1
q
) + e4�i

a
qc

�
; for c > 2; c odd
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Proof. By using (18) we get

a) for c = 1;

\�(q;Q)
�
a

q

�
=
X
b�0

1

qb
\�(q;Q;b)

�
a

q

�
=

= � 2

q2(q � 1) cos
�
4�a

q

�
+

1

q � 1
X

n(mod q)

�
n2 � 4
q

�
e�2�in

a
q+
X
b�1

1

qb
\�(q;Q;b)

�
a

q

�

= � 2

q2(q � 1) cos
�
4�a

q

�
+

1

q � 1
X

n(mod q)

�
n2 � 4
q

�
e�2�in

a
q

+
X
b�1

1

qb
2

q2b+2
cos

�
4�a

q

�
(q2 + q + 1)

= � 2

q2(q � 1) cos
�
4�a

q

�
+

1

q � 1
X

n(mod q)

�
n2 � 4
q

�
e�2�in

a
q

+ 2 cos

�
4�a

q

�
(q2 + q + 1)

1

q2(q3 � 1)

=
1

q � 1
X

n(mod q)

�
n2 � 4
q

�
e�2�in

a
q :

b) for c = 2;

\�(q;Q)
�
a

q2

�
=
X
b�0

1

qb
\�(q;Q;b)

�
a

q2

�
=
2

q2
cos

�
4�a

q2

�
+
X
b�1

1

qb
\�(q;Q;b)

�
a

q2

�
=

=
2

q2
cos

�
4�a

q2

�
+
X
b�1

1

qb
2

q2b+2
cos

�
4�a

q2

�
(q2 + q + 1) =

=
2

q2
cos

�
4�a

q2

�
+2 cos

�
4�a

q2

�
(q2+q+1)

1

q2(q3 � 1) =
2

q(q � 1) cos
�
4�a

q2

�
:

c) for c > 2;
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\�(q;Q)
�
a

qc

�
=

X
0�b< c�2

2

1

qb
� 0 +

X
b= c�2

2

1

qb
2

q2b+2
cos

�
4�a

qc

�
+

+
X
b= c�1

2

1

qb

"
1

q2b+2

 �
1� 1

q

��1
q
3
2 �q

�
e�4�i

a
qc (
�a
q
) + e4�i

a
qc (

a

q
)

�
� 2

q � 1 cos
�
4�a

qc

�!#
+

+
X
b� c

2

1

qb
2

q2b+2
cos

�
4�a

qc

�
(q2 + q + 1):

For c even we have

\�(q;Q)
�
a

qc

�
=

1

q
c�2
2

2

qc
cos

�
4�a

qc

�
+
2

q2
cos

�
4�a

qc

�
(q2+q+1)

X
b� c

2

1

q3b
=

= 2 cos

�
4�a

qc

��
1

q
3c�2
2

+
1

q2
(q2 + q + 1)

1

q
3c�6
2

1

q3 � 1

�
=

2

q � 1 cos
�
4�a

qc

�
1

q
3c�4
2

:

And for c odd

1

q
c�1
2

"
1

qc+1

 �
1� 1

q

��1
q
3
2 �q

�
e�4�i

a
qc (
�a
q
) + e4�i

a
qc (

a

q
)

�
� 2

q � 1 cos
�
4�a

qc

�!#
+

+
2

q2
cos

�
4�a

qc

�
(q2 + q + 1)

X
b� c+1

2

1

q3b
=

=
1

q
3c+1
2

�
1� 1

q

��1
q
3
2 �q

�
e�4�i

a
qc (
�a
q
) + e4�i

a
qc (

a

q
)

�
� 1

q
3c+1
2

2

q � 1 cos
�
4�a

qc

�
+

+
2

q2
cos

�
4�a

qc

�
(q2 + q + 1)

1

q
3c�3
2

1

q3 � 1 =

=
1

q
3c�4
2

1

q � 1�q
�
e�4�i

a
qc (
�a
q
) + e4�i

a
qc (

a

q
)

�
�
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� 1

q
3c+1
2

2

q � 1 cos
�
4�a

qc

�
+

1

q
3c+1
2

2

q � 1 cos
�
4�a

qc

�
=

=
1

q � 1
1

q
3c�4
2

�q

�
a

q

��
e�4�i

a
qc (
�1
q
) + e4�i

a
qc

�
:

7.3 Calculating the mean square of weighted mul-
tiplicities function

In this subsection we will calculate the mean-square of the weighted
multiplicities �Q(n):

To calculate the limit

lim
N!1

1

N

X
2�n�N

�2Q(n)

we will use (17). Let us de�ne the function

AQ(p
c) :=

X
1�a�pc
p-a

����\�(p;Q)( apc )
����2 : (20)

So we have that

lim
N!1

1

N

X
2�n�N

�2Q(n) =
Y

p - prime

0@1 +X
c�1

AQ(p
c)

1A :

The values of the AQ(pc) for p - Q were calculate by M.Peter [16].
They are:

p 6= 2; p - Q; AQ(p) =
p2 � 2p� 1
(p2 � 1)2 ; AQ(p

c) =
2(p� 1)

(p2 � 1)2p2c�3

p = 2; AQ(2) =
1

9
; AQ(4) =

1

18
;

AQ(8) = 0; AQ(16) =
1

9 � 16 ;

AQ(32) = 0; AQ(2
c) =

1

9 � 22c�5 ; c � 6:

We just need to complete his work by adding the case q j Q:
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a) c = 1;

AQ(q) =
X
1�a�q
q-a

����\�(q;Q)(aq )
����2 = X

1�a�q
q-a

������ 1

q � 1
X

n(mod q)

�
n2 � 4
q

�
e�2�in

a
q

������
2

=

=
1

(q � 1)2
X
1�a�q
q-a

X
n1;n2(mod q)

�
n21 � 4
q

��
n22 � 4
q

�
e2�i(n1�n2)

a
q =

=
1

(q � 1)2
X

n1;n2(mod q)

�
n21 � 4
q

��
n22 � 4
q

� q�1X
a=1

e2�i(n1�n2)
a
q :

The sum

q�1X
a=1

e2�i(n1�n2)
a
q =

�
q � 1; n1 = n2 = n(mod q)
�1; else

.

Note that

X
n(mod q)

�
n2 � 4
q

�
=
q � 3
2

� q � 1
2

= �1;

hence

AQ(q) =
1

(q � 1)2

0@(q � 1) X
n(mod q)

�
n2 � 4
q

�2
�

�
X

n1(mod q)

X
n2 6=n1(mod q)

�
n21 � 4
q

��
n22 � 4
q

�1A

=
1

(q � 1)2

0@(q � 1)(q � 2)� X
n1(mod q)

0@ X
n2(mod q)

�
n21 � 4
q

��
n22 � 4
q

�
�
�
n21 � 4
q

�21A1A =

=
1

(q � 1)2

0@(q � 1)(q � 2)�
0@1� X

n1(mod q)

�
n21 � 4
q

�21A1A =
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=
1

(q � 1)2
�
q2 � 3q + 2� (1� (q � 2))

�
=
q2 � 2q � 1
(q � 1)2 :

b) c = 2;

AQ(q
2) =

X
1�a�q2
q-a

����\�(q;Q)( aq2 )
����2 = X

1�a�q2
q-a

���� 2

q(q � 1) cos
�
4�a

q2

�����2 =

=
4

q2(q � 1)2
X

1�a�q2
q-a

����cos�4�aq2
�����2 = 1

q2(q � 1)2
X

1�a�q2
q-a

�
e
8�i a

q2 + e
�8�i a

q2 + 2
�
=

=
1

q2(q � 1)2

0BB@2(q2 � q) + X
1�a�q2
q-a

�
e
8�i a

q2 + e
�8�i a

q2

�1CCA =
2(q2 � q)
q2(q � 1)2 =

2

q(q � 1) :

c1) c > 2; c even;

AQ(q
c) =

X
1�a�qc
q-a

����\�(q;Q)( aqc )
����2 = X

1�a�qc
q-a

���� 2

q � 1 cos
�
4�a

qc

�
1

q
3c�4
2

����2 =

=
1

q3c�4
4

(q � 1)2
X

1�a�qc
q-a

����cos�4�aqc
�����2 =

=
1

q3c�4
1

(q � 1)2
X

1�a�qc
q-a

�
e8�i

a
qc + e�8�i

a
qc + 2

�
=

=
1

q3c�4
1

(q � 1)2

0BB@2(qc � qc�1) + X
1�a�qc
q-a

�
e8�i

a
qc + e�8�i

a
qc

�1CCA
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=
2qc�1(q � 1)
q3c�4(q � 1)2 =

2

q2c�3(q � 1) :

c2) c > 2; c odd;

AQ(q
c) =

X
1�a�qc
q-a

����\�(q;Q)( aqc )
����2 =

=
X

1�a�qc
q-a

���� 1

q � 1
1

q
3c�4
2

�q

�
a

q

��
e�4�i

a
qc (
�1
q
) + e4�i

a
qc

�����2 =

=
1

(q � 1)2
1

q3c�4

X
1�a�qc
q-a

�q

�
e�4�i

a
qc (
�1
q
) + e4�i

a
qc

�
��q
�
e�4�i

a
qc (
�1
q
) + e4�i

a
qc

�
=

=
1

(q � 1)2
1

q3c�4

X
1�a�qc
q-a

�
2 +

�
�1
q

�h
e8�i

a
qc + e�8�i

a
qc

i�
=

=
2qc�1(q � 1)
q3c�4(q � 1)2 =

2

q2c�3(q � 1) :

And we can see that for c > 2; AQ(qc) does not depend on parity of c:
Now we have by [16]

p 6= 2; p - Q; AQ(p) =
p2 � 2p� 1
(p2 � 1)2 ; AQ(p

c) =
2(p� 1)

(p2 � 1)2p2c�3

p = 2; AQ(2) =
1

9
; AQ(4) =

1

18
;

AQ(8) = 0; AQ(16) =
1

9 � 16 ;

AQ(32) = 0; AQ(2
c) =

1

9 � 22c�5 ; c � 6:

and what we have �nd, for q j Q;

AQ(q) =
q2 � 2q � 1
(q � 1)2 ; AQ(q

2) =
2

q(q � 1) ; AQ(q
c) =

2

q2c�3(q � 1) :
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Now we can calculate

lim
N!1

1

N

X
2�n�N

�2Q(n) =
Y

p - prime

0@1 +X
c�1

AQ(p
c)

1A =

=

0@1 + 1
9
+
1

18
+

1

9 � 16 +
X
c�6

1

9 � 22c�5

1A�
�
Y
qjQ

 
1 +

q2 � 2q � 1
(q � 1)2 +

2

q(q � 1) +
X
c>2

2

q2c�3(q � 1)

!
�

�
Y
p6=2
p-Q

0@1 + p2 � 2p� 1
(p2 � 1)2 +

X
c�2

2(p� 1)
(p2 � 1)2p2c�3

1A

=
1015

864

Y
qjQ

2q(q2 � q � 1)
(q + 1)(q � 1)2

Y
p6=2
p-Q

p2(p3 + p2 � p� 3)
(p2 � 1)2(p+ 1) :

That is

lim
N!1

1

N

X
2�n�N

�2Q(n) =
1015

864

Y
qjQ

2q(q2 � q � 1)
(q + 1)(q � 1)2

Y
p6=2
p-Q

p2(p3 + p2 � p� 3)
(p2 � 1)2(p+ 1) =

=
1015

864

Y
qjQ

2q(q2 � q � 1)
(q + 1)(q � 1)2

(q2 � 1)2(q + 1)
q2(q3 + q2 � q � 3)

Y
p6=2

p2(p3 + p2 � p� 3)
(p2 � 1)2(p+ 1) =

=
1015

864

Y
qjQ

2 (q + 1)
2
(q2 � q � 1)

q (q3 + q2 � q � 3)
Y
p6=2

p2(p3 + p2 � p� 3)
(p2 � 1)2(p+ 1)

=

0@Y
qjQ

2(q2 � q � 1)(q + 1)2
q(q3 + q2 � q � 3)

1A�1:328::: = C1
Y
qjQ

2(q2 � q � 1)(q + 1)2
q(q3 + q2 � q � 3) ;

proving the result pointed out at the beginning of this part.
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Part III

Central Limit Theorem for
the spectrum of the Laplacian
8 The Selberg Trace Formula for �0(Q)

Let g 2 C100 (R) be a smooth even function with compact support, and
let

h(r) =

1Z
�1

g(u)eirudu

so that

g(u) =
1

2�

1Z
�1

h(r)e�irudr:

Then the Selberg Trace Formula for �0(Q) is the identity

X
j�0

h(rj) =

= fcentral term (identity contribution)g+
fhyperbolic contributiong+ felliptic contributiong+
fparabolic and continuous spectrum contributiong:

For Q squarefree, the terms are:

1. The central term is

vol(�nH)
4�

1Z
�1

h(r)r tanh(�r)dr:

2. The hyperbolic term can be written asX
t>2

X
fTg hyperbolic

jtrT j=t

lnN (T0)
N (T )1=2 �N (T )�1=2 g(lnN (T )) = 2

X
t>2

�Q(t)g(lnN (T )):

3. The elliptic term is

X
fEg elliptic

1

4ME sin �(E)

1Z
�1

e�2�(E)r

1 + e�2�r
h(r)dr:
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Here �(E) is the unique angle � 2 (0; �); such that E is SL2(R) -

conjugate to
�
cos � � sin �
sin � cos �

�
: It is clear that �(E) = f�2 ;

�
3 g, since

trE = 2 cos �: Also ME =
��Z�0(Q)(E)�� = f2; 3g is the order of the

centralizer of E in �0(Q):

4. The contribution of the parabolic terms and continuous spectrum
is (see[9])

2!(Q)

0@�g(0) ln 2� 1

2�

1Z
�1

h(r)

�
�0

�
(1 + ir)� 1

2

'0

'
(
1

2
+ ir)

�
dr

1A�
� 2!(Q)g(0) lnQ� 2!(Q)

X
pjQ

X
n=pr

�(n)

n
g(2 lnn):

Here 2!(Q) is the number of inequivalent cusps of �0(Q) for Q square-

free, �(n) =
�
ln p; n = pr

0; n 6= pr

�
, and '(s) = �(1�s)

�(s) ; �(s) = ��s�(s)�(2s):

9 Applying the Selberg Trace Formula for
the Counting Function

Let us set
h(r) = f(L(r � �)) + f(L(�r � �)),

where f is even function, such that f 2 C100 (R).

Lemma 9.1 In above conditions on f and g, it follows that

g(u) =
1

2�L
bf � u

2�L

� �
eiu� + e�iu�

�
.

Proof. We have

g(u) =
1

2�

1Z
�1

h(r)e�irudr =
1

2�

1Z
�1

[f(L(r � �)) + f(L(�r � �))] e�irudr

=
1

2�

1Z
�1

f(L(r � �))e�irudr + 1

2�

1Z
�1

f(L(�r � �))e�irudr.

Put in the second integral � = �r and get

g(u) =
1

2�

1Z
�1

f(L(r � �))e�irudr + 1

2�

1Z
�1

f(L(�� �))ei�ud�
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=
1

2�

1Z
�1

f(L(r � �))(eiru + e�iru)dr.

Write L(r � �) = t, we obtain

g(u) =
1

2�

1Z
�1

f(t)

�
eiu(

t
L+�) + e�iu(

t
L+�)

�
dt

L

=
1

2�L
eiu�

1Z
�1

f(t)e2�it
u
2�L dt+

1

2�L
e�iu�

1Z
�1

f(t)e�2�it
u
2�L dt.

Since f is an even function we can write

g(u) =
1

2�L

�
eiu� + e�iu�

� 1Z
�1

f(t)e2�it
u
2�L dt.

And �nally

g(u) =
1

2�L
bf � u

2�L

� �
eiu� + e�iu�

�
,

proving the lemma.

Now we can rewrite Nf by the new terms:

Nf (�) =
X
j�0

h(rj) =
X
j�0

[f(L(rj � �)) + f(L(�rj � �))]

=
vol(�nH)
4�

1Z
�1

[f(L(r � �)) + f(L(�r � �))] r tanh(�r)dr

+ 2
1

2�L

X
t>2

�Q(t) bf � lnN (t)
2�L

��
ei� lnN (t) + e�i� lnN (t)

�

+
X

fEg is elliptic

1

4ME sin �(E)

1Z
�1

e�2�(E)r

1 + e�2�r
[f(L(r � �)) + f(L(�r � �))] dr

� 2!(Q)g(0)(ln 2 + lnQ)� 2!(Q)
X
pjQ

X
n=pr

�(n)

n
g(2 lnn)

� 2!(Q) 1
2�

1Z
�1

ff(L(r � �)) + f(L(�r � �))g
�
�0

�
(1 + ir)� 1

2

'0

'
(
1

2
+ ir)

�
dr.

Now we will try to estimate the contribution of each term above.
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9.1 The Identity Term Contribution

Here we estimate the identity term, in particular we will prove

Lemma 9.2 As � !1 we have

vol(�nH)
4�

1Z
�1

[f(L(r � �)) + f(L(�r � �))] r tanh(�r)dr

=
2�

L

vol(�nH)
4�

1Z
�1

f(x)dx+O(�e�2�� ).

Proof. Since f is an even function we get

1Z
�1

[f(L(r � �)) + f(L(�r � �))] r tanh(�r)dr

= 2

1Z
�1

f(L(r � �))r tanh(�r)dr =
"
x = L(r � �) r =

x

L
+ �

dx = Ldr

#

= 2

1Z
�1

f(x)
� x
L2
+
�

L

�
tanh(�

x+ L�

L
)dx

=
2

L2

1Z
�1

f(x)x tanh(�
x+ L�

L
)dx+

2�

L

1Z
�1

f(x) tanh(�
x+ L�

L
)dx.

Now we can write

tanh(�
x+ L�

L
) = 1� 2

e2�(
x
L+�) + 1

,

and so the contribution of the identity term is

2

L2

1Z
�1

f(x)xdx� 4

L2

1Z
�1

f(x)x

e2�(
x
L+�) + 1

dx+
2�

L

1Z
�1

f(x)dx�4�
L

1Z
�1

f(x)

e2�(
x
L+�) + 1

dx.

The �rst integral is equal to 0, since xf(x) is an odd continuous func-
tion. The second and the fourth integrals are correspondinglyO(e�2�� )
and O(�e�2�� ) as � !1.
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Finally we have

vol(�nH)
4�

1Z
�1

[f(L(r � �)) + f(L(�r � �))] r tanh(�r)dr

=
2�

L

vol(�nH)
4�

1Z
�1

f(x)dx+O(�e�2�� ),

as � !1, proving the claim of the lemma.

9.2 The Elliptic Terms Contribution

Now we estimate the contribution of the elliptic terms. We consider
two cases, namely �(E) =

�

2
and �(E) =

�

3
.

Lemma 9.3 As � !1 the elliptic terms contribution is

X
fEg is el liptic

1

4ME sin �(E)

1Z
�1

e�2�(E)r

1 + e�2�r
[f(L(r � �)) + f(L(�r � �))] dr = O(

e�
2
3��

L
).

Proof.

a) Let �(E) =
�

2
, then the integral within the sum is

1Z
�1

e��r

1 + e�2�r
[f(L(r � �)) + f(L(�r � �))] dr

=

1Z
�1

f(L(r � �)) e��r

1 + e�2�r
dr +

1Z
�1

f(L(�r � �)) e��r

1 + e�2�r
dr

= 2

1Z
�1

f(L(r � �)) e��r

1 + e�2�r
dr =

"
x = L(r � �) r =

x

L
+ �

dx = Ldr

#

=
2

L

1Z
�1

f(x)
e��(

x
L+�)

1 + e�2�(
x
L+�)

dr =
2

L

AZ
�A

e��(
x
L+�)

1 + e�2�(
x
L+�)

dr,

since the function f has a compact support. By changing variables in
the last integral, namely by setting

t = e��(
x
L+�)
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we get

2

L

AZ
�A

e��(
x
L+�)

1 + e�2�(
x
L+�)

dr =
2

�

e��(��
A
L
)Z

e��(�+
A
L
)

dt

1 + t2
.

The last integral is positive and equal to

2

�

�
arctan e��(��

A
L ) � arctan e��(�+A

L )
�

<
2

�

�
e��(��

A
L ) � e��(�+A

L )
�

=
2

�
e���

�
e
A�
L � e�A�

L

�
=
4

�
e��� sinh

A�

L
= O(

e���

L
),

as � !1.

b) Consider now the case of �(E) =
�

3
, and transform the integral

within the sum
1Z

�1

e�
2
3�r

1 + e�2�r
[f(L(r � �)) + f(L(�r � �))] dr

=

1Z
�1

f(L(r � �)) e�
2
3�r

1 + e�2�r
dr +

1Z
�1

f(L(�r � �)) e�
2
3�r

1 + e�2�r
dr.

By changing r with �r in the second integral we will get
1Z

�1

f(L(r � �))
 

e�
2
3�r

1 + e�2�r
+

e
2
3�r

1 + e2�r

!
dr

=

1Z
�1

f(L(r � �))
 

e�
2
3�r

1 + e�2�r
+

e�
4
3�r

1 + e�2�r

!
dr =

"
x = L(r � �) r =

x

L
+ �

dx = Ldr

#

=
1

L

1Z
�1

f(x)
e�

2
3�(

x
L+�) + e�

4
3�(

x
L+�)

1 + e�2�(
x
L+�)

dx =
1

L

AZ
�A

e�
2
3�(

x
L+�) + e�

4
3�(

x
L+�)

1 + e�2�(
x
L+�)

dx,

since f compactly supported. Changing variables by substituting

t = e�
2
3�(

x
L+�)

we obtain

� 3

2�

e�
2
3
�(�+A

L
)Z

e�
2
3
�(��A

L
)

t+ t2

1 + t3
1

t
dt =

3

2�

e�
2
3
�(��A

L
)Z

e�
2
3
�(�+A

L
)

dt

t2 � t+ 1
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=

p
3

�

�
arctan

2p
3
(e�

2
3�(��

A
L ) � 1

2
)� arctan 2p

3
(e�

2
3�(�+

A
L ) � 1

2
)

�
�

� 2

�

�
e�

2
3�(��

A
L ) � e� 2

3�(�+
A
L )
�
=

=
2

�
e�

2
3��

�
e
2�A
3L � e� 2�A

3L

�
=
4

�
e�

2
3�� sinh

2�A

3L
= O(

e�
2
3��

L
),

as � !1.

Thus we see that the elliptic terms contribution is O( e
� 2
3
��

L ), as desired.

9.3 Contribution of the Parabolic Terms and of the
Continuous Spectrum.

In this subsection we will prove the

Theorem 9.4 Contribution of the parabolic terms and of the contin-
uous spectrum is

O

�
ln(1 + �)

L

�
, as � !1.

We start from the estimation of the integral

1Z
�1

h(r)
�0

�
(1 + ir)dr.

We will prove the following lemma:

Lemma 9.5 As � !1 we have

1Z
�1

h(r)
�0

�
(1 + ir)dr = O

�
ln(1 + �)

L

�
.



85 CLT for a Congruence Subgroups

Proof. We will use here a certain form of Stirling�s formula. By [1,
358-360] for s being not on the negative real axis there is an absolute
constant A, such that

ln �(s) =

�
s� 1

2

�
ln s� s+A�

1Z
0

x� [x] + 1
2

x+ s
dx.

Integrating by parts the integral here we obtain

1Z
0

x� [x] + 1
2

x+ s
dx =

1Z
0

'(x)

(x+ s)2
dx,

where

'(x) :=

xZ
1

�
u� [u]� 1

2

�
du,

and, in fact,

j'(x)j � 1

2
.

By the mean-value theorem we get

1Z
0

x� [x] + 1
2

x+ s
dx = �

1Z
0

1

(x+ s)2
dx, for some j�j � 1

2
.

Thus, one can conclude that

�0

�
(s) = (ln �(s))

0
= ln s� 1

2s
+O

 
1

jsj2

!
.

Rewrite now the source integral as follows:

1Z
�1

h(r)
�0

�
(1+ir)dr =

1Z
�1

h(r)

�
ln(1 + ir)� 1

2(1 + ir)
+O

�
1

1 + r2

��
dr,
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and consider each term independently. Designate this terms I1, I2, I3
correspondingly.

I1 =

1Z
�1

h(r) ln(1 + ir)dr =

1Z
�1

(f(L(r � �)) + f(L(�r � �))) ln(1 + ir)dr

=

1Z
�1

f(L(r � �)) ln(1 + ir)dr +
1Z

�1

f(L(�r � �)) ln(1 + ir)dr

=

1Z
�1

f(L(r � �)) ln(1 + ir)dr +
1Z

�1

f(L(r � �)) ln(1� ir)dr

=

1Z
�1

f(L(r � �)) ln(1 + r2)dr =

264 x = L(r � �) dr =
1

L
dx

r =
x

L
+ � 1 + r2 = 1 +

� x
L
+ �
�2
375

=
1

L

1Z
�1

f(x) ln

�
1 +

� x
L
+ �
�2�

dx = O

�
ln(1 + �)

L

�
, as � !1.

The last equality we obtain, for example, after integration by parts
and estimation of the each term.

I2 =

1Z
�1

h(r)
1

2(1 + ir)
dr =

1Z
�1

f(L(r � �)) + f(L(�r � �))
2(1 + ir)

dr

=

1Z
�1

f(L(r � �))
2(1 + ir)

dr +

1Z
�1

f(L(r � �))
2(1� ir) dr

=

1Z
�1

f(L(r � �)) 2

2(1 + r2)
dr =

1Z
�1

f(L(r � �))
1 + r2

dr =

"
x = L(r � �)
dr =

1

L
dx

#

=
1

L

1Z
�1

f(x)

1 +
� x
L
+ �
�2 dx = 1

L

AZ
�A

1

1 +
� x
L
+ �
�2 dx =

AZ
�A

d
� x
L
+ �
�

1 +
� x
L
+ �
�2

= arctan

�
A

L
+ �

�
� arctan

�
�A
L
+ �

�
� 2A

L
.

And thus

I2 = O

�
1

L

�
.
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Finally,

I3 = O

0@ 1Z
�1

h(r)

1 + r2
dr

1A = O

0@ 1Z
�1

f(L(r � �)) + f(L(�r � �))
1 + r2

dr

1A
= O

0@ 1Z
�1

f(L(r � �))
1 + r2

dr +

1Z
�1

f(L(�r � �))
1 + r2

dr

1A = O

0@2 1Z
�1

f(L(r � �))
1 + r2

dr

1A = O

�
1

L

�
,

exactly as in the previous case.

Now one can see that we proved the lemma.

For the following estimation of the parabolic terms and continuous
spectrum contribution, note that after certain number of steps, one
obtain

� 1

4�

1Z
�1

h(r)
'0

'
(
1

2
+ir)dr =

1

2�

1Z
�1

h(r)
�0

�
(
1

2
+ir)dr�2

1X
n=1

�(n)

n
g(2 lnn)�ln�g(0).

By the same argument as in the lemma we conclude that

1Z
�1

h(r)
�0

�
(
1

2
+ ir)dr = O

�
ln(1 + �)

L

�
, as � !1.

and the sum in the right-hand side is �nite, since g has a compact
support. Thus

1Z
�1

h(r)
'0

'
(
1

2
+ ir)dr = O

�
ln(1 + �)

L

�
, as � !1.

Since the non-integral part of the parabolic terms and continuous spec-
trum contribution is a constant for the �xed Q we have the desired
claim of the theorem.

9.4 Estimation of the counting function

Applying the above estimations we obtain

Nf (�)�2
vol(�nH)
4�

1Z
�1

f(x)dx
�

L
= Sf (�)+O

�
ln(1 + �)

L

�
, as � !1,
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where Sf is the hyperbolic terms contribution, that is

Sf (�) = 2
1

2�L

X
t>2

�Q(t) bf � lnN (t)
2�L

��
ei� lnN (t) + e�i� lnN (t)

�
. (21)

10 The mean and variance of Sf
10.1 The expected value of Sf
To calculate the mean value of Sf we consider a following averaging
operator. Choose an even weight function ! � 0, with

1Z
�1

!(x)dx = 1,

and b! compactly supported, and de�ne an operator:
hF iT :=

1

T

1Z
�1

F (�)!(
�

T
)d� .

For example, hNf (�)iT is the expectation of that all of Nf (T�) eigen-
values are in the "window" of the length T .

Lemma 10.1 The mean value of Sf (�) is zero, for T � 1.

Proof. By the above de�nition

hSf (�)iT =
1

T

1Z
�1

2
1

2�L

X
t>2

�Q(t) bf � lnN (t)
2�L

��
ei� lnN (t) + e�i� lnN (t)

�
!(
�

T
)d�

=
1

T
� 2

2�L

X
t>2

�Q(t) bf � lnN (t)
2�L

� 1Z
�1

!(
�

T
)
�
ei� lnN (t) + e�i� lnN (t)

�
d�

=
2

2�L

X
t>2

�Q(t) bf � lnN (t)
2�L

� 1Z
�1

!(
�

T
)

�
e2�i

�
T lnN (t) T2� + e�2�i

�
T lnN (t) T2�

�
d(
�

T
)

= 2 � 2

2�L

X
t>2

�Q(t) bf � lnN (t)
2�L

� b!� T

2�
lnN (t)

�
.

Since b! has a compact support, it follows that
hSf (�)iT = 0,

for T su¢ ciently large.
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10.2 The variance of Sf

Proposition 10.2 If L = o(lnT ), then for su¢ ciently large T

S2f (�)

�
T
= �2L,

where

�2L = 2

�
2

2�L

�2X
n>2

�2Q(n)
bf2� lnN (n)

2�L

�
.

Proof. Handle
D
S2f (�)

E
T
by the following way:



S2f (�)

�
T
=
1

T

1Z
�1

�
2

2�L

�2 X
m;n>2

�Q(m)�Q(n) bf � lnN (m)
2�L

� bf � lnN (n)
2�L

�
�

�
�
ei� lnN (m) + e�i� lnN (m)

��
ei� lnN (n) + e�i� lnN (n)

�
!(
�

T
)d�

=

�
2

2�L

�2 X
m;n>2

�Q(m)�Q(n) bf � lnN (m)
2�L

� bf � lnN (n)
2�L

�
�

�
1Z

�1

�
ei� lnN (m) + e�i� lnN (m)

��
ei� lnN (n) + e�i� lnN (n)

�
!(
�

T
)
d�

T

=

�
2

2�L

�2 X
m;n>2

�Q(m)�Q(n) bf � lnN (m)
2�L

� bf � lnN (n)
2�L

�
�

�
X

"1;"2=�1
b!� T

2�
("1 lnN (m) + "2 lnN (n))

�
.

Consider two cases: "1 = "2 and "1 = �"2.

a) Let "1 = "2 , then

b!� T

2�
("1 lnN (m) + "2 lnN (n))

�
= b!� T

2�
(lnN (m) + lnN (n))

�
,

vanishes, since b! has compact support.
b) Let "1 = �"2.
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(i) Let �rst m 6= n. We will show that these term do not contribute to
the sum. To do this we estimate the di¤erence

jlnN (m)� lnN (n)j .

Remember that

N (n) =
 
jnj+

p
n2 � 4
2

!2
,

and thus

lnN (n) = ln
 
jnj+

p
n2 � 4
2

!2
= 2 ln

 
jnj+

p
n2 � 4
2

!

= 2 ln jnj
1 +

r
1� 4

n2

2
= 2 ln jnj+ 2 ln

1 +

r
1� 4

n2

2
.

For n > 2 we have jnj = n, and using Taylor�s expansion we obtain

lnN (n) = 2 lnn+O
�
1

n2

�
.

Thus for m > n we have

lnN (m)� lnN (n) = 2 ln m
n
+O

�
1

n2

�
.

Since
ln
m

n
� ln n+ 1

n
� 1

n
� 1

2n2
� 1

N (n) ,

we conclude that for any m 6= n

jlnN (m)� lnN (n)j � max

�
1

N (n) ;
1

N (m)

�
. (22)

To get a non-zero contribution to the sum we need

lnN (m); lnN (n)� L or ln (N (m)N (n))� L , (23)

since bf has compact support, and
ln (N (m)N (n))� lnT , (24)

by (22) and since b! has compact support. The estimations (24), (23)
contradict L = o(lnT ), and thus the terms, for which m 6= n do not
contribute.
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(ii) We stay with the case m = n.



S2f (�)

�
T
=

�
2

2�L

�2X
n>2

�2Q(n)
bf2� lnN (n)

2�L

� X
"1=�"2=�1

b! (0)
= 2

�
2

2�L

�2X
n>2

�2Q(n)
bf2� lnN (n)

2�L

�
= �2L,

proving the proposition.

10.3 The asymptotics of �L

We can evaluate the asymptotics of �L as L!1, using the formula

lim
N!1

1

N

X
2�n�N

�2Q(n) = C1
Y
qjQ

2(q2 � q � 1)(q + 1)2
q(q3 + q2 � q � 3) =: �Q,

which proved earlier. (Here C1 = �1 = 1:328::: was analytically calcu-
lated by Manfred Peter.)

Using the partial summation formula for �2L one obtains

�2L � �21 := 2

�
2

2�L

�2
�Q�L

1Z
0

bf2(u)e�Ludu = 4�Q
�L

1Z
0

bf2(u)e�Ludu.
(25)

De�ne the "spectral radius" � of f by

� := supfj�j : bf(�) 6= 0g.
Then the sum (21) contains only terms with lnN (t) � 2��L. From
(25) it follows now, that as L!1

�L ��
e��L=2

L
.

11 Background from Diophantine approx-
imation theory

In order to compute higher moments, we need to recall some basic facts
about Diophantine approximation, speci�cally the basic machinery of
heights and Liouville�s theorem.
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Let K be a �nite extension of Q. Denote by MK the set of all
proper absolute values on K. The height of a number x 2 K is de�ned
as

HK(x) :=
Y

�2MK

maxf1; kxk�g (26)

If f(T ) = adT
d + ad�1T

d�1 + ::: + a1T + a0 2 Z[T ] is the minimal
polynomial of � 2 K, that is ai coprime integers, ad > 0, f(�) = 0,
then one has (see [14]3)

HK(�) := ad

dY
j=1

maxf1; j�j jg, (27)

where j�j is the complex absolute value, and �1; �2; :::; �d are the dis-
tinct Galois conjugates of �.
We de�ne the height of the above polynomial f to be

H(f) := maxfjaj j : 0 � j � dg,

and the length of f to be

L(f) := L(�) =

dX
j=0

jaj j . (28)

It is clear that
L(�) � (d+ 1)H(f).

Here we recall some basic properties of heights.

1. If x 6= 0, then
HK(x) = HK(x

�1).

Indeed, since for x 6= 0 we have
Q
�2MK

kxk� = 1 and
x�1

�
= kxk�1�

we obtain

1 =
Y

�2MK

kxk� =
Y

�:kxk�>1

kxk� �
Y

�:kxk�<1

kxk� =

=
Y

�:kxk�>1

kxk��
Y

�:kx�1k�>1

1

kx�1k�
,

and thus

HK(x) =
Y

�:kxk�>1

kxk� =
Y

�:kx�1k�>1

x�1
�
= HK(x

�1).

3The de�nitions in [14] quite more general. For our purposes we need no generalization.



93 CLT for a Congruence Subgroups

2. For any x; y 2 K

HK(xy) � HK(x)HK(y).

This is a straightforward conclusion from the de�nitions of height and
absolute value.

3. If L � K is a �nite extension of K of index [L : K], then

HL(x) = HK(x)
[L:K].

The proof one can �nd in [14, page 51].

From the third property we see that the height de�ned above depends
on a �eld extension. De�ne the absolute height of x by taking any
number �eld K containing x and setting

H(x) := HK(x)
1

[K:Q] , (29)

which is well de�ned.

Example 11.1 We compute the height of N (n) =
 
n+

p
n2 � 4
2

!2
.

Taking K = Q(N (n)) and noting that N (n) is an algebraic integer
we get kN (n)k� � 1 for all non-archimedean absolute value � on K.
Since the Galois conjugate of N (n) is N (n)�1 we have

H(N (n)) = HK(N (n))
1
2 =

�
maxf1;N (n)g �maxf1;N (n)�1g

� 1
2 = N (n) 12 .

4. If f 2 Z[T ] is the minimal polynomial of � of degree d, then

H(f) � 2d�1H(�)d.

For proof we recall that the coe¢ cients of f(x) = ad(x� �1)(x� �2) �
::: � (x��d) is the symmetric functions of �1; �2; :::; �d up to the factor
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ad, and that the maximum of the number of factors in such a functions
is 8>>>><>>>>:

�
2k

k

�
; d = 2k

�
2k � 1
k

�
; d = 2k � 1

.

Since �
2k

k

�
=
(k + 1) � ::: � (2k)

k!
� 2k � 2d�1,

and �
2k � 1
k

�
=
(k + 1) � ::: � (2k � 1)

(k � 1)! � 2k�1 � 2d�1

we have
H(f) � 2d�1HK(�) = 2

d�1H(�)d.

Finally, we recall Liouville�s theorem on the approximation of algebraic
integers by rationals.

Theorem 11.2 (Liouville) Let � be a real algebraic number of degree
d. Then for any rational

p

q
6= � we have

������ p

q

���� � 1

(1 + j�j)d�1 � dL(�) �
1

qd
,

where L(�) de�ned as in (28).

12 Higher moments

In this section we will show that Sf (�) has a Gaussian distribution:

Theorem 12.1 For K � 3 the K-th moment of Sf=�L converges to
that of a normal Gaussian provided that T;L ! 1, such that L =
o(lnT ):

*�
Sf (�)

�L

�K+
T

=

8><>:
(2k)!

k!2k
+O(��1+"L ); K = 2k is even

O(��1+"L ); K is odd

,

for any " > 0.
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By (21) the K-th moment of Sf is given by



SKf (�)

�
T
=

�
2

2�L

�K X
n1;n2;:::;nK

KY
j=1

�Q(nj) bf � lnN (nj)
2�L

�
� (30)

�
X
�j=�1

b!
0@ T

2�

0@ KX
j=1

�j lnN (nj)

1A1A .
We will show that for T � 1 the only contribution to (30) is for terms
satisfying:

KX
j=1

�j lnN (nj) = 0.

To do this we need a following lemma:

Lemma 12.2 Suppose that

KX
j=1

�j lnN (nj) 6= 0.

Then ������
KX
j=1

�j lnN (nj)

������ � C(K)

0@ KY
j=1

N (nj)

1A�2K�1

,

where
C(K) =

1

(5=2)2K�1 � 22K+k�1(2K + 1)
.

Proof. Let

� =
KY
j=1

N (nj)�j .

If j�� 1j � 1

2
then������

KX
j=1

�j lnN (nj)

������ = jln�j � j�� 1j .

By Liouville�s theorem (11.2) for
p

q
= 1 we have

j�� 1j � 1

(1 + j�j)d�1dL(�) ,
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where d is degree of � and L(�) de�ned in preliminaries. Since � lies
in the compositum of the quadratic �elds Q(N (nj)) we have

d � 2K .

Assuming that j�� 1j � 1

2
and using the facts

L(�) � (d+ 1)H(f) and H(f) � 2d�1H(�)d

we obtain

j�� 1j � 1

(5=2)2K�1 � 2K(2K + 1) � 22K�1H(�)2K
. (31)

Estimate now the absolute height of �:

H(�) �
KY
j=1

H (N (nj)�j ) =
KY
j=1

H (N (nj)) ,

and using the example (11.1) we �nd that

H(�) �
KY
j=1

N (nj)
1
2 .

By substituting this into (31) we derive������
KX
j=1

�j lnN (nj)

������ � 1

(5=2)2K�1 � 22K+k�1(2K + 1)

0@ KY
j=1

N (nj)

1A�2K�1

,

as desired.

To contribute to (30) it must be satis�ed������
KX
j=1

�j lnN (nj)

������� 1

T
,

since b! has compact support. By the above lemma������
KX
j=1

�j lnN (nj)

�������K

0@ KY
j=1

N (nj)

1A�2K�1

,
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which implies

1

T
�K

0@ KY
j=1

N (nj)

1A�2K�1

.

Taking logarithm and using lnN (nj)� L we obtain

lnT � K2K�1L+OK(1),

which contradicts the assumption L = o(lnT ).

So, we stay only with the terms, such that

KX
j=1

�j lnN (nj) = 0,

that is



SKf (�)

�
T
=

�
2

2�L

�K X
n1;n2;:::;nK

X
�j=�1:PK

j=1
�j lnN(nj)=0

KY
j=1

�Q(nj) bf � lnN (nj)
2�L

�

(32)
We start to handle the sum (32) from understanding the relation

KX
j=1

�j lnN (nj) = 0.

Rewrite this condition in the form

KY
j=1

N (nj)�j = 1,

and partition the set f1; 2; :::;Kg into disjoint union of the sets Sj ,
that is

f1; 2; :::;Kg =
j̀

Sj ,

such that Y
i2Sj

N (ni)�i = 1. (33)

We assume here that for any proper subset S of SjY
i2S
N (ni)�i 6= 1.
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Under this condition it is possible to prove that all the numbers N (ni),
i 2 Sj lie in the same real quadratic �eld Q(

p
dj).

Consider now two cases:

(i) In the sum (32) there is at least one index j, such that nj 6= ni for
any i 6= j. We call this case an o¤-diagonal case. In this case there is
at least one subset Sj , which contains at least 3 elements. Then the
number r of subsets must satisfy

K � 2(r � 1) + 3, that is r � K � 1
2

.

For each subset Sj we denote by dj the square-free kernel of n2i � 4,
i 2 Sj and write

n2i � 4 = djf
2
i , i 2 Sj.

Let "(dj) be the fundamental unit of the quadratic �eld Q(
p
dj). We

can write thus
N (ni) = "(dj)

2ki , i 2 Sj .

We saw before that ln N (ni)� L, which implies

ki �
L

ln "(dj)
, i 2 Sj .

From (33) we have X
i2Sj

�iki =
X
i2Sj

� ki = 0,

and thus for ln N (ni) � L there are at most O
�
(L= ln "(dj))

jSj j�1
�

solutions of (33) for each subset Sj . Taking to account that we have
a non-zero contribution for ln N (ni) � 2��L, where � is the spectral
radius of f , and using �Q(ni) � ln2(ni) and 2 lnni � ln N (ni) � L
we obtain that the o¤-diagonal contribution to the sum is

rX
j=1

Y
i2Sj

�Q(ni) bf � lnN (ni)
2�L

�
� L2

rY
j=1

X
"(dj)�e�L�

�
L

ln "(dj)

�jSj j�1

� Lk
�
#
�
d is the fundamental discriminant j "(d) � e�L�

	�r
,

where r � (k � 1)=2.
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Using Sarnak�s lemma (6.3) we have

#
�
d is the fundamental discriminant j "(d) � e�L�

	
� e�L�,

and thus we obtain that the contribution of the o¤-diagonal terms is
bounded by

LKe�L�r � LKe�L�
K�1
2 .

Since �L ��
e�L�=2

L
, it follows that the o¤-diagonal contribution is

O(�K�1+"L ), for any " > 0.

(ii) Consider now the diagonal terms contribution, that is the case in
which all of Sj consist of two elements, i.e. K = 2k. We can write
Sj = fj; k + jg for j = 1; :::; k, for example. We may assume now that
there is the same number of "+" signs and "-" signs, and thus there
are

�
2k
k

�
such choices of signs. Take for convenience the �rst k signs to

be "+" and the last k to be "-". It follows that we have to evaluate
the sum�

2

2�L

�2k X
Qk

j=1N (nj)=
Q2k

j=k+1N (nj)

2kY
j=1

�Q(nj) bf � lnN (nj)
2�L

�
.

There are k! ways to build the correspondence between the �rst k
numbers and the last k numbers, such as nj = nk+j . For each such
correspondence we obtain the term

�
2

2�L

�2k X
n>2

�2Q(n)
bf2� lnN (n)

2�L

�!k
=

�
�2L
2

�k
.

For the overlapping of such a correspondences we calculated the con-
tribution in the o¤-diagonal case. Thus the total contribution of the
diagonal terms is�

2k

k

�
k!

�
�2L
2

�k
+O(�2k�1+"L ) =

(2k)!

k!2k
�2kL +O(�2k�1+"L ),

for any " > 0, proving the theorem.
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