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The problem of characterizing learnability is the most basic question 

of statistical learning theory. A fundamental result is that 

learnability is equivalent to uniform convergence of the empirical 

risk to the population risk, and that if a problem is learnable, it is 

learnable via empirical risk minimization. The equivalence of uniform 

convergence and learnability was formally established only in the 

supervised classification and regression setting. We show that in 

(even slightly) more complex prediction problems learnability does not 

imply uniform convergence. We discuss several alternative attempts to 

characterize learnability. 
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