


"« Introduce basic concepts in

Complexity Theory.
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* Meet Celebrities and Computations
0 h Rate and Tractability
* Reducibility

s L ere ..




Dirana-Ad-the-Oscairs

¢ Problem: §
+ seat all guests around a table, so people
who sit next to each other get along.




Some History...




How Can-a Catastrophe be Avoided?







Naive Algorithm

5} > Observation: /

/£

+ Given a seating one can efficiently check
if all guests get along with their
neighbors

For each seating arrangement:
Check 1f all guests are OK with neilghbors
Stop 1f a good arrangement 1s found

—_— ——

How much time would it take? (worse case)
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Naive Algorithim

For each seating arrangement:
Check 1f all guests are OK with neighbors
Stop 1f a good arrangement 1s found
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How much time would it take? (worse case)

Saysourscompuyer:
IStcapapleroi o=
INSyrUciions per
second, This will
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Can you do better?




Tour Problem

* Plan a trip that visits every location exactly once.
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Frae e Racktracking)

Try out all
reachable sites
not yet visited

Backtrack &
and retry WI

Repeat the
process until
stuck
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http://en.wikipedia.org/wiki/Backtracking




Ls a-Problem Tractable?

4 - and here's an efficient algorithm [§
that solves it @
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9 Growth Rate: rough-classification

time nl =20(nIg n)

>
input length
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http://en.wikipedia.org/wiki/Scalability

Basic split-in-time-complexity

Maybe "3, Totally
reasonable ,4) unreasonable
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Which-is-Harder?-
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y Relations Between Problems

* assuming an efficient procedure for £
there is an efficient procedure for 4

an efficient procedure for
using

. an efficient procedure for

* A cannot be radically harder than £
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an efficient procedure for
using

. an efficient procedure for

A

I cannot be radically J‘

harder than

* In other words:

2 is at least as hard
as A
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http://en.wikipedia.org/wiki/Reduction_(complexity)

Reduce Tour to-Seating




Reduce Tour to-Seating

[ Conplorcrnss o
» If there's a four, there's a way to seaf
all the guests around the table.

* If there's a seating, we can easily find
a four path (no tour, no seating).

—Z - seating is at least as hard as tour p—
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problems

* prove they are
intraciable

* to show a very strong correlation ‘
between their complexity 7y




Inferesinglys
We @cm alserrediuce the
(- Fproblemttorties

Your orgoldi,
Canyoys

Furthermore,
there is a whole class

of problems Wthh can
be A i _yigs 2EEI Al antly
" to0 each other.
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« Ts P=NP?

NP-and-P

« Efficiently
computable

 Solution
efficiently
verifiable
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http://en.wikipedia.org/wiki/P_=_NP_problem
http://en.wikipedia.org/wiki/P_=_NP_problem

thousands || reducible
of distinct to all

;l:roblems others

'

nonel Fial = Time algoriThms

I-efficiem algorithms
NY,
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http://en.wikipedia.org/wiki/NP-complete

How can Complexity make you a Millionaire?

NP* question is the mos

Philosophically: if "> 1"

» Human ingenuity is redundant!
- So would mathematicians bell

Is nature nondeterministic?
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What's-Ahead?

i

i

» we'll review basic
questions explored
through the course.
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Generalized Tour Problem

* Each segment of the tour problem now has a cost
* find a least-costly tour
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Is Running

«~ lime the
only

\\

Resource?
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choose a word whose
first letter matches
other player’s last

N




Can one compute a winning strategy?

How much time would it take?
————————————————————————————————

How much space?




We have introduced two problems:
1. Seating = HAMILTONIAN-CYCLE
2. Tour = HAMILTONIAN-PATH

Unable to settle their complexity
we, nevertheless, showed strong
correlations between them

These problems are representatives of
a large class of problems:
NPC
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http://en.wikipedia.org/wiki/Hamiltonian_path
http://en.wikipedia.org/wiki/Hamiltonian_path
http://en.wikipedia.org/wiki/NP-complete_problem

Prognosis

\

* Approximation

S » Space-bounded
_L_——_ °
studied later: COmPUTGTIOHS
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http://en.wikipedia.org/wiki/Approximation
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http://en.wikipedia.org/wiki/Computational_complexity_theory
http://en.wikipedia.org/wiki/Computational_complexity_theory
http://en.wikipedia.org/wiki/Theory_of_computation
http://en.wikipedia.org/wiki/Complete_(complexity)
http://en.wikipedia.org/wiki/Hamiltonian_path
http://en.wikipedia.org/wiki/Hamiltonian_path
http://en.wikipedia.org/wiki/Scalability
http://en.wikipedia.org/wiki/Computational_complexity_theory
http://en.wikipedia.org/wiki/Computational_complexity_theory
http://en.wikipedia.org/wiki/NP-complete
http://en.wikipedia.org/wiki/P_(complexity)
http://en.wikipedia.org/wiki/NP_(complexity)
http://en.wikipedia.org/wiki/Exponential_time
http://en.wikipedia.org/wiki/Exponential_time
http://www.claymath.org/
http://en.wikipedia.org/wiki/Approximation
http://en.wikipedia.org/wiki/Reduction_(complexity)
http://www.cs.princeton.edu/theory/complexity/NPchap.pdf
http://en.wikipedia.org/wiki/Soundness_theorem

