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| Reductions
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- How to link between

problems’ complexity, while
not knowing what they are
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- Formalize the notion of “rzductions"

4
« Define Karp reductions N\
* Example: show HAMPATH <, HAMCYCLE
* Closeness under reductions

* Define Cook reductions

- Discuss Cormpleteness




an efficient procedure for A
using

. an efficient procedure for

Reductions

cannhot be

radically harder
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* In other words:

is at least as

hard as




Karp-reductions -Definition.
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Karp-Reductions ~llustrated
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. We'll use reductions that, by default, would be of

this type. which is called:
- Polynomial-time mapping reduction
_one reduction

- Polynomial-time many
- Polynomial-time Karp reduction



http://en.wikipedia.org/wiki/Richard_Karp

Reductions-and-Efficiency

Polynomial-time algorithm for .

I | Polynomial-time

L. algorithm for
v




Hamiltonian Path Instance:

+ A directed graph @=(V ,E)

* Is there a path in @, which goes through
every vertex exactly once?



http://en.wikipedia.org/wiki/William_Rowan_Hamilton

* Is there a simple cycle
in @ that paths
through each vertex
exactly once?
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9 HAMPATH < HAMCYCLE

[ Completeness:

+ Given a Hamiltenian path (vy,...,v,) in &,
(Vg, 0¥y ) is a Hamiltenian eycle in &

Soundness: I

+ Given a Hamiltenian ecyele (v, ...,V,, u) in
@', removing u yields a Hamiltenian path.
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http://en.wikipedia.org/wiki/Hamiltonian_path
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Cope Wp Wihiih @ recierion-Trunction 1

* weHAMPATHH W~ {(w)eHAMCYCLE
* weHAMPATH i f(w)eHAMCYCLE

Check list
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Alcomplexiiiysclass
- re:

juctions it

* L is reducible to L' and L'eC —>
L isalso in C.
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Observation

* P, NP, PSPACE and EXPTIME are
closed under polynomial-time Karp
reductions

+ Do it yourself !l
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“ f:z*z*
- i.e., 3 log-space
UM that outputs
§(w) on input W

= 1 is a log-space
reduction of A to &
-_—
L, NL, P, NP, PSPACE and EXPTIME are closed

under log-space reductions. j



http://en.wikipedia.org/wiki/Log-space_reduction

Reductions: General

" Cook Reduction:

» Assuming an efficient procedure that
decides B, construct one for A.
. K@?P iS a SpeCial case
of Cook reduciion:

an efficient procedure for A
using It allows .

- an efficient procedure for call +o B Whos
‘ e
| 1



http://en.wikipedia.org/wiki/Stephen_Cook

Cook-red. : HAMCY.CLE-—>HAMPATH.

Let E’=E

l -

If E'= peject

:

ic.:hcmse (any) <y, v2 in E’

iw HAMPATH ( <V#{w, z}, E'+H{<w,u>, <v,z2>}> ) accept

E' = E’ - {<u, v>}

l -

| Go to step 2



* For a class € of decision problems andﬁu}‘——/—?

language LeC, L is C-complete if:
L'eC = L is reducible to L.

N
Wr' classes C,C' & C=C
. !” languages inC and in €' are reducible

to L, which is in both. Since both are closed
under reductions, they're the samem

* Any EENPC, LeP = P=NP



http://www.cs.princeton.edu/theory/complexity/NPchap.pdf

sSummary

cfo‘f

) Discussed types of reductions:

nt procedure for A

* Cook vs. Karp reductions

* Poly-time vs. log-space @
= | Defined:

Land ¢ st L
IS C-complete

Fmd

) “completeness”

}?
g
W\» Discussed a way to show:
LA equality between complexity classes




The Cook/
Levin
theorem:




* In the beginning...
of NP-Completeness

* SAT - definition and examples N
* The Cook-Levin Theorem
- Look ahead
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- A Boolean formula.

X1 /\ —|X1

(X, vX,vaX,)A=X,)v =X, AX,)

i [ [ — v
’.\ NSO CIN -

\ » SAT isin NP - Can verify an @ss,

/ efficiently /




Rl Cook/Levin

evi
i L

« SAT is NP-Complete

* Given an NP machine M and an input w,
construct a Boolean formula ¢y ,,
Qu « Satisfiable < M accepts w.

m P, w
€eSAT
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http://en.wikipedia.org/wiki/Stephen_Cook
http://en.wikipedia.org/wiki/Leonid_Levin
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= {9091/ Gaccept Greject}

(g, 1)={(q,,R)}
N 8(ay 1={(G0R)}

O (ae.0)={(qqR)}
- 6(q4,0)={(q,,_R)}
(qor)={(Gacer L)}

#{(Groprt)}




1= (90,91 Qaccept- Greject?

!! =0, 1, ) ]

(qg,1)={(q,R)}
“ 8(qy,1)={(do,,R)}
O 8(de0)={(cg.R)}
6(q4,0)={(q,,_,R)}
(Qor)={(Gacerib)} ,
Gy )= (Grept)} 1/




| Opm . Variables

Boolean X, . - standing for-

> - I l

does cell i i has value &
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* P w Satisfiable & Wely

- Size of @y ,, polynomial in [W/|
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We have just shown
SAT is NP-hard,as
any NP language can

- AT

-

he reduced To =4

SAT is NPC
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P NP, co-NP-and-NPC
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Henceforth to show
a problem A is NP-
hard, it suffices to




Fur‘Thermor'e, once
We've shown A is NP-
lhard, we can reduce

fr'om |’r to show OThel‘
D lhape

g NP-




Summary

/
/-

— s

roved SAT is NP-Complete

~

r

= Consider SAT the Genesis
£ 'problem, and explored how
Nto proceed and show other
‘problems are NF -hard

~




» intfroduce some additional
NP-Complete problems.

~

' 3SAT

. CLIQUE & INDEPENDENT -
SET

35



SAT-and-NPC

- Is it satisfiable? | é (wM
———————




3SAT is NPC
3SAT isa special

* 3SAT € NP ¢ case of SAT.
i 00—
* 3SAT e NP-har Does

this

- amend our SAT formula, so it becomes 3CNF  SUifice?

» First make it a CNF: use DNF—-CNF on 3" ling™ "

Are all

others
oK?




CNE—=3CENE

(XVY)IA(X VXV .. VXA

A\ clauses with more than 3
\i’rer'als

clauses with 1 or #
2 literals

(Xl \"4 XZ \"4 @ii)A(ﬂf_;iiV X3 V@iZ)Annn /\(—lﬁﬁ,cgv xfelvxf)

D gSAY is NP-Cempleie

\{L&

4
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JUE is-NPC

* A graph 6=(V,E) and a threshold k

- Is there a set of nodes
C={vy,...,vJcV, s.t. vu,veC: (u,v)eE

-

* CLIQUE € NP

/.

e/ \e

[~

PAN

» Given C, verify all inner edges are in &
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SIP251.253 g SAT <, CLIQUE: proof

3 o each triplet

_ avBvy disconnected
2 |

b k-cligue has 1
xvovb vertex in each

4

| Completeness:

* Let A be a satisfying assignment to ¢, C(A)
contains 1 v, s.t. A(v,) for every clause

Soundness: I

ique C in @ of size k, each variable
has <1 of its literals-vertex in C

- extend to a satisfying assignment to ¢
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INDEPENDENT-SET is NPC
» A graph @=(V,E) and a threshold k
* Is there a set of nodes
I={vy,... . vJcV, s.t. vu,vel: (u,v)eE

+ IS € NP "“

- Given I, verify aII inner edges [ \\‘ s'
ww@%ﬂs on
LS is NP-hard  “°Mplement grqp),

P
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I v)

EXPTIME

W Windex |

Hamilton, William

i ™
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b
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Clique

Subset Sum

Cook-Levin

Theorem
9

Cook-Levin
Theorem

NPC

D =

Independent
Set

NP Hard

WW.index
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