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Abstract. This work studies the typical structure of sparse H-free graphs, that is,

graphs that do not contain a subgraph isomorphic to a given graph H. Extending the

seminal result of Osthus, Prömel, and Taraz that addressed the case where H is an odd

cycle, Balogh, Morris, Samotij, and Warnke proved that, for every r ⩾ 3, the structure

of a random Kr+1-free graph with n vertices and m edges undergoes a phase transition

when m crosses an explicit (sharp) threshold function mr(n). They conjectured that a

similar threshold phenomenon occurs when Kr+1 is replaced by any strictly 2-balanced,

edge-critical graph H. In this paper, we resolve this conjecture. In fact, we prove that

the structure of a typical H-free graph undergoes an analogous phase transition for

every H in a family of vertex-critical graphs that includes all edge-critical graphs.
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1. Introduction

1.1. Background and motivation. Given a graph H, let Fn(H) be the family of

all graphs with vertex set JnK = {1, . . . , n} that are H-free, that is, graphs which do

not contain a (not necessarily induced) subgraph isomorphic to H. A basic question

in extremal graph theory is to determine ex(n,H), the largest number of edges in a

graph from Fn(H). The classical result of Turán [22] determines ex(n,Kr+1) for every

r ⩾ 2 and also characterises the extremal graphs. The works of Erdős, Simonovits, and

This research was supported by the Israel Science Foundation grants 1147/14 and 1145/18 (OE

and WS), and by NSF grant DMS-1703516, NSF CAREER grant DMS-2225631, and a Sloan Research

Fellowship (LW)..
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Stone [9, 10] extend this to an arbitrary non-bipartite graph H, showing that

ex(n,H) =

(
1− 1

χ(H)− 1
+ o(1)

)(
n

2

)
,

and, moreover, that every H-free graph with at least ex(n,H) − o(n2) edges may be

made (χ(H)− 1)-partite by removing from it some o(n2) edges.

Here, we are interested in the structure of a typical H-free graph. This problem was

first considered by Erdős, Kleitman, and Rothschild [8], who proved that almost all

triangle-free graphs are bipartite. Formally, if Fn is a uniformly chosen random element

of Fn(K3), then

lim
n→∞

P(Fn is bipartite) = 1.

This result was later generalised by Kolaitis, Prömel, and Rothschild [15], who showed

that, for every fixed r ⩾ 2, almost all graphs in Fn(Kr+1) are r-partite. Very recently,

Balogh and the second named author [5] proved that this remains true as long as r ⩽
c log n/ log logn for some small positive constant c, see also [2, 16].

The result of [15] was further generalised from cliques to the much wider class of

edge-critical graphs. We say that a graph H is edge-critical if it contains an edge

whose removal reduces the chromatic number, that is, if χ(H \ e) = χ(H) − 1 for

some e ∈ E(H); in particular, every clique is edge-critical and so is every odd cycle.

Simonovits [21] showed that, for every edge-critical graph H and all large enough n, not

only ex(n,H) = ex(n,Kχ(H)) but also that the only H-free graphs with ex(n,H) edges

are complete (χ(H)−1)-partite graphs, as in the caseH = Kχ(H). Prömel and Steger [18]

showed that, if H is edge-critical, then almost every H-free graph is (χ(H)− 1)-partite.

One drawback of the structural characterisations of typical H-free graphs mentioned

above is that they do not say anything about sparse graphs, that is, n-vertex graphs with

o(n2) edges. Indeed, for every non-bipartite H, the family Fn(H) contains all bipartite

graphs and there are at least 2⌊n
2/4⌋ of them; this is much more than the number of all

graphs with n vertices and at most n2/20 edges. In view of this, it is natural to ask

the following refined question, first considered by Prömel and Steger [20]: Fix some m

with 0 ⩽ m ⩽ ex(n,H). What can be said about the structure of a uniformly selected

random element of Fn(H) with exactly m edges? In particular, for what m does this

graph admit a similar description as a uniformly random element of Fn(H)?

Let Gn,m be the family of all graphs with vertex set JnK and precisely m edges and

let Fn,m(H) = Gn,m ∩Fn(H) be the subfamily of Gn,m that comprises all H-free graphs.

Osthus, Prömel, and Taraz [17] showed that, for every odd integer ℓ ⩾ 3, there exists

an explicit constant cℓ such that, letting mℓ = mℓ(n) = cℓn
ℓ

ℓ−1 (log n)
1

ℓ−1 , a uniformly

random graph Fn,m ∈ Fn,m(Cℓ) satisfies, for every ε > 0,

lim
n→∞

P(Fn,m is bipartite) =

{
0 if n/2 ⩽ m ⩽ (1− ε)mℓ,

1 if m ⩾ (1 + ε)mℓ.

This result was extended by Balogh, Morris, Samotij, and Warnke [4] to the case where

H is a clique of an arbitrary order. They showed that, for every r ⩾ 3, there is an

explicit positive constant c′r such that, letting m′
r = m′

r(n) = c′rn
2− 2

r+2 (log n)

1

(r+1
2 )−1 , a
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uniformly chosen random graph Fn,m ∈ Fn,m(Kr+1) satisfies, for every ε > 0,

lim
n→∞

P(Fn,m is r-partite) =

{
0 if n≪ m ⩽ (1− ε)m′

r,

1 if m ⩾ (1 + ε)m′
r.

1.2. Our result – edge-critical graphs. Aiming towards a common generalisation of

the results of [4, 17, 18], the authors of [4] made the following conjecture. Recall that

the 2-density of a graph H is defined by

m2(H) = max

{
eK − 1

vK − 2
: K ⊆ H, vK ⩾ 3

}
,

and that H is called strictly 2-balanced if the maximum above is attained only when

K = H, that is, if m2(K) < m2(H) for every proper subgraph K ⊊ H.

Conjecture 1.1 ([4, Conjecture 1.3]). For every strictly 2-balanced, non-bipartite, edge-

critical graph H, there exists a constant C such that the following holds. If

m ⩾ Cn
2− 1

m2(H) (log n)
1

eH−1 ,

then almost all graphs in Fn,m(H) are (χ(H)− 1)-partite.

In this paper, we resolve this conjecture and show that the assumption on m is best

possible.

Theorem 1.2. For every strictly 2-balanced, non-bipartite, edge-critical graph H, there

exist positive constants cH and CH such that, letting

mH = mH(n) = n
2− 1

m2(H) (log n)
1

eH−1 ,

the following holds for a uniformly chosen random graph Fn,m ∈ Fn,m(H):

lim
n→∞

P
(
Fn,m is (χ(H)− 1)-partite

)
=

{
0 if n≪ m ⩽ cHmH ,

1 if m ⩾ CHmH .

In fact, Theorem 1.2 is only a special case of a much more general result, Theorem 1.4

below, which we present in the next subsection.

1.3. Our result – vertex-critical graphs. We say that a graph H is vertex-critical if

it contains a vertex whose deletion reduces the chromatic number, that is, if χ(H−v) =
χ(H)− 1 for some v ∈ V (H); we call every such v a critical vertex of H. A star S ⊆ H
centred at a critical vertex is called a critical star if χ(H \ S) = χ(H) − 1 and if no

proper subgraph S′ ⊊ S has this property. For a critical vertex v, we define crit(v), the

criticality of v, to be the smallest number of edges incident to v whose removal decreases

the chromatic number, that is,

crit(v) = min {eS : S is a critical star centred at v} ,

and define crit(H), the criticality of H, to be the smallest criticality of a vertex, that is,

crit(H) = min{crit(v) : v is a critical vertex}.

Note that every edge-critical graph is also vertex-critical. Conversely, a vertex-critical

graph is edge-critical precisely when its criticality is equal to one.

The motivation for our investigation of the typical structure of graphs not containing

a fixed vertex-critical graph is a result of Hundack, Prömel, and Steger [12] which states
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that, for every vertex-critical H, almost all H-free graphs are ‘almost’ (χ(H)−1)-partite

in the following precise sense. Given integers r ⩾ 1 and k ⩾ 0, we will denote by G(r, k)
the class of all graphs G that admit an r-colouring of V (G) for which the subgraph of

G induced by each of the r colour classes has maximum degree at most k. In particular,

G(r, 0) is the class of all r-colourable graphs and the following theorem generalises the

main result of [18].

Theorem 1.3 ([12]). If H is a vertex-critical graph of criticality k + 1 and χ(H) =

r + 1 ⩾ 3, then, for some positive c,

|Fn(H)| =
(
1 +O(2−cn)

)
· |Fn(H) ∩ G(r, k)|.

Remark. A less accurate description of the structure of a typical member of Fn(H),

but valid for every non-bipartite H, was given by Balogh, Bollobás, and Simonovits [1].

Our main result is a sparse analogue of Theorem 1.3 that is valid for a subclass of

vertex-critical graphs that includes all edge-critical graphs. In order to state it, we need

several additional definitions.

Definition. A vertex-critical graphH will be called simple vertex-critical if every colour-

ing of H with χ(H) − 1 colours admits a monochromatic star with crit(H) edges or

a monochromatic cycle. Further, a vertex-critical graph will be called plain vertex-

critical if, for every colouring of H with χ(H)− 1 colours, the monochromatic graph B

satisfies at least one of the following:

(i) B contains a cycle,

(ii) B is the star K1,crit(H),

(iii) B has a vertex with degree larger than crit(H), or

(iv) B has two nonadjacent vertices with degree crit(H).

It is not hard to see that every edge-critical graph is plain vertex-critical and every

plain vertex-critical graph is simple vertex-critical.

Remark. Another family of plain vertex-critical graphs are the complete multipartite

graphs K1,k1,...,kr with 1 ⩽ k1 < k2 ⩽ · · · ⩽ kr. To see this, denote the r + 1 colour

classes of this graph by V0, . . . , Vr, so that |V0| = 1 and |Vi| = ki for each i ∈ JrK.
Consider an arbitrary r-colouring W1 ∪ · · · ∪ Wr of the vertices of K1,k1,...,kr . If, for

some j ∈ JrK, we have |Wj \ Vi| ⩾ 2 for every i, then Wj must contain a cycle; indeed,

in this case Wj intersects three different Vi or it intersects some two Vi in at least two

vertices each. We may therefore assume that, for every j ∈ JrK, there is an i(j) such

that δj = |Wj \ Vi(j)| ⩽ 1. This assumption guarantees that each Wj induces a star (if

δj = 1) or an empty graph (if δj = 0). Let J = {j ∈ JrK : δj = 1} and observe that∑
j∈J
|Wj | = 1 + k1 + · · ·+ kr −

∑
j /∈J

|Wj | ⩾ 1 + k1 + · · ·+ k|J | ⩾ |J | · (k1 + 1).

In particular, either each Wj with j ∈ J induces a copy of K1,k1 or one of them induces

a graph with maximum degree strictly larger than k1.

For an integer k ⩾ 2 and a graph F with vF ⩾ k + 1, we let

dk(F ) =
eF − k + 1

vF − k
,
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cf. the definition of 2-density given at the start of Section 1.2. Suppose that H is a

non-bipartite, vertex-critical graph. Let k ⩾ 0 and r ⩾ 2 be the integers such that

crit(H) = k + 1 and χ(H) = r+ 1. Let S1, . . . , St be all the smallest critical stars of H,

i.e., all its critical stars with k + 1 edges. Denote, for each i ∈ JtK,

ηi(H) = max
{
dk+2(F ) : Si ⊊ F ⊆ H

}
and η(H) = min

1⩽i⩽t
ηi(H),

and, further,

ζi(H) = min
{
eF : Si ⊊ F ⊆ H, dk+2(F ) = ηi(H)

}
and ζ(H) = max

1⩽i⩽t
ηi(H)=η(H)

ζi(H).

We are now ready to define the threshold function:

mH = mH(n) =

n
2− 1

m2(H) if m2(H) > η(H),

n
2− 1

η(H) (log n)
1

ζ(H)−k−1 otherwise.
(1)

Remark. If H is edge-critical, then the smallest critical stars S1, . . . , St are the critical

edges of H, that is, edges S satisfying χ(H \S) = χ(H)−1. If, additionally, H is strictly

2-balanced, then, for every i ∈ JtK, the maximum in the definition of ηi(H) is uniquely

attained at F = H and thus ηi(H) = d2(H) = m2(H) and ζi(H) = eH ; consequently,

η(H) = m2(H) and ζ(H) = eH . This shows that definition (1) extends the definition of

mH given in the statement of Theorem 1.2.

The following generalisation of Theorem 1.2 is the main result of this work.

Theorem 1.4. Let H be a simple vertex-critical graph with χ(H) = r + 1 ⩾ 3 and

criticality k + 1, and let Fn,m denote a uniformly chosen random graph of Fn,m(H).

There exists a positive constant CH such that, for every m ⩾ CHmH ,

lim
n→∞

P
(
Fn,m ∈ G(r, k)

)
= 1.

Furthermore, if H is plain vertex-critical, then there exists a positive constant cH such

that, for every n≪ m ⩽ cHmH ,

lim
n→∞

P
(
Fn,m ∈ G(r, k)

)
= 0.

It may be worth pointing out that there are plain vertex-critical graphs H for which

η(H) is strictly larger thanm2(H). (One such graph is H = K1,2,3, which is plain vertex-

critical with criticality two, has exactly one critical star, and satisfies η(H) = 3 > 5/2 =

m2(H).) Why is it interesting? LetH be such a graph and let Fn,m be a uniformly chosen

random element of Fn,m(H). As soon as m ≫ n
2− 1

m2(H) , with probability close to one,

Fn,m can be made (χ(H)− 1)-partite by removing from it o(m) edges, see Theorem 6.2

below. However, it is only when m ≫ n
2− 1

η(H) (log n)
1

ζ(H)−k−1 , polynomially above the

2-density threshold, that the ‘exact’ structure emerges. What can one say about the

typical structure of Fn,m between these two thresholds?

Unfortunately, our techniques are too weak to extend Theorem 1.4 to arbitrary vertex-

critical graphs. Still, they are sufficient to prove an approximate version of the 1-

statement. We refrain ourselves from stating this result here; instead, we refer the

interested reader to [7]. Having said that, we have no good reason to believe that mH
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is the threshold for a general vertex-critical graph H. We believe that it would be ex-

tremely interesting to find the threshold for a generic vertex-critical graph H and extend

Theorem 1.4 to all such H.

1.4. Acknowledgements. We thank József Balogh, Michael Krivelevich, Rob Morris,

and Angelika Steger for stimulating discussions about various aspects of this work, and

Anita Liebenau for bringing [6, Theorem 2] to our attention. We are also grateful to the

referees for helpful suggestions concerning the presentation.

2. Outline of the proof

2.1. Why is mH the threshold? The location of the threshold at which a typical

graph in Fn,m(H) ‘enters’ G(r, k) can be guessed by comparing the number of graphs

in Fn,m(H) ∩ G(r, k) to the number of graphs in Fn,m(H) that are ‘one edge away’

from G(r, k). It is relatively straightforward to estimate the former: For a constant

proportion of graphs G ∈ Gn,m ∩ G(r, k), the monochromatic subgraph of G (under its

optimal colouring, i.e., the colouring that witnesses G ∈ G(r, k)) has girth larger than

the number of vertices of H (this is true for all m); moreover, the assumption that H

is simple vertex-critical guarantees that each such graph is H-free. As for the latter

quantity, the number of graphs in Gn,m that are ‘one edge away’ from G(r, k) is Θ(m)

times larger, but the proportion of them that are H-free is a decreasing function of

m. The reason for this is that every such graph G has at least one copy of K1,k+1 in

its monochromatic subgraph (under every r-colouring) and, since χ(H) = r + 1 and

crit(H) = k+1, this copy of K1,k+1 can be extended to many copies of H in Kn that use

only edges that are properly coloured. In particular, if G is H-free, then it must avoid all

such copies of H \K1,k+1. Furthermore, if G is plain vertex-critical, then this implication

can be reversed—G is H-free if and only if it avoids all such copies of H \K1,k+1—under

a weak assumption on the monochromatic graph (girth larger than vH) that is satisfied

by a constant proportion of all such graphs.

Finally, if we fix both the optimal r-colouring and the monochromatic graph (which

is ‘one edge away’ from having maximum degree k), the proportion Pm of graphs in

Gn,m (among those that contain our fixed monochromatic graph) that avoid all copies

of H \K1,k+1 of the above type can be bounded using the inequalities of Janson (from

above) and Harris (from below) as follows:

− logPm = Θ

(
max
i∈JtK

min
{
nvF−k−2 · (m/n2)eF−k−1 : Si ⊊ F ⊆ H

})
,

where S1, . . . , St are the (smallest) critical stars of H.

The threshold mH is then the smallest m ⩾ n
2− 1

m2(H) for which − logPm ⩾ logm,

that is, for which the number of H-free graphs that are ‘one edge away’ from G(r, k)
is of the same order of magnitude as |Fn,m(H) ∩ G(r, k)|. We note that the additional

requirement m ⩾ n
2− 1

m2(H) is needed because n
2− 1

m2(H) is the threshold for approximate

r-colourability of a random element of Fn,m(H) and comparing |Fn,m(H)∩G(r, k)| only
to the number of graphs in Fn,m(H) that are ‘one edge away’ from G(r, k)—as opposed

to |Fn,m(H)|—cannot be justified below this threshold.
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2.2. The 0-statement. Our proof of the 0-statement (the second assertion of Theo-

rem 1.4), presented in Section 5, is a formalisation of the above discussion. (Having said

that, in the range n ≪ m ≪ n
2− 1

m2(H) , we give a separate, elementary counting argu-

ment that exploits the fact that a typical graph in Gn,m can be made H-free by removing

from it some o(m) edges, see Section 5.1.) One of the key ideas here is to reduce the

problem of comparing |Fn,m(H) ∩ G(r, k)| and the number of graphs in Fn,m(H) that

are ‘one edge away’ from G(r, k) to the analogous problem for a fixed r-colouring that

is moreover balanced (in the sense that each of its r colour classes has approximately

n/r vertices). Various assertions and estimates that justify this reduction are proved

in Section 4, where we also show that the number of graphs in Gn,m that are ‘one edge

away’ from G(r, k) and whose monochromatic graph has girth larger than vH is indeed

Θ(m) times bigger than |Gn,m ∩ G(r, k)|.

2.3. The 1-statement. The proof of the 1-statement (the first assertion of Theo-

rem 1.4) is significantly harder. A first, nowadays standard, step is to show that, when

m≫ n
2− 1

m2(H) , almost every graph in Fn,m(H) admits an r-colouring such that:

(i) there are only o(m) monochromatic edges,

(ii) each colour class comprises approximately n/r vertices,

(iii) every vertex has at most as many neighbours in its own colour class as it has in

any other colour class.

We derive this approximate version of the 1-statement, stated as Theorem 6.1 below,

from [3, Theorem 1.7]. Using several properties of graphs in Gn,m∩G(r, k) established in

Section 4, we further reduce the 1-statement to showing that, for every fixed r-colouring

Π1 satisfying (ii) above, the number of graphs G ∈ Fn,m(H) that satisfy (i) and (iii) for

this particular Π but the maximum degree of G \Π (the monochromatic subgraph of G)

exceeds k is much smaller than the number of graphs G ∈ Gn,m such that the maximum

degree of G \Π is at most k. This reduction is formalised in Section 7.1.

Fix an r-colouring Π satisfying (ii) and let F∗ denote the family of all graphs G ∈
Fn,m(H) that satisfy (i) and (iii) and ∆(G \ Π) > k. The methods of bounding the

number of graphs in F∗ will vary with m and the distribution of the edges of G \ Π.
In Section 9, we give a somewhat ad-hoc argument to separately treat the case where

m > ex(n,H)− ξn2 for some small positive ξ (the dense case); we will not discuss it in

detail here. We deal with the main, complementary case m ⩽ ex(n,H)− ξn2, which we

term the sparse case in Section 8.

Let T denote the collection of all possible monochromatic graphs G \ Π as G ranges

over F∗. For every T ∈ T , we arbitrarily choose a maximal subgraph BT ⊆ T with

∆(BT ) = k. Since we will separately estimate the number of graphs G ∈ F∗ such that

BG\Π = B for every B with ∆(B) = k, we may further fix one such B. The possible

monochromatic graphs T ∈ T with BT = B are divided into two classes, denoted TL and

TH, depending on what proportion of edges of T are incident to vertices whose degrees are

larger than ρm/n, where ρ is a small positive constant, see Section 8.2. We separately

enumerate graphs G ∈ F∗ such that G \ Π ∈ TL and those satisfying G \ Π ∈ TH.

1We identify every r-colouring with a partition of JnK into r sets as well as the complete r-partite

graph with these partite sets.
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We term these two parts of the argument the low-degree case and the high-degree case,

respectively. We outline these two cases in Sections 8.3 and 8.6, respectively.

In the low-degree case, for each T ∈ TL, we give an upper bound on the number

of graphs G ∈ F∗ such that G \ Π = T and then sum this bound over all T . This

upper bound, stated in Proposition 8.1, lies at the heart the low-degree case. We briefly

describe the main idea: By construction, every edge of T \B belongs to a copy of K1,k+1

in T and, since χ(H) = r+1 and crit(H) = k+1, this copy of K1,k+1 can be extended to

Ω(nvH−k−2) copies of H in Kn that use only the edges of Π. Consequently, each G ∈ F∗

with G \Π = T must avoid all such copies of H \K1,k+1, for every copy of K1,k+1 in T .

The number of graphs G with this property is bounded from above with the use of the

Hypergeometric Janson Inequality (Lemma 3.1) applied to a carefully chosen subfamily

of copies of K1,k+1 in T with ‘nice’ properties that enable us to control the correlation

term ∆ in Lemma 3.1. Finally, the size of the summation over all T is controlled by

Lemma 8.2, which in turn utilises bounds on the number of graphs in T with given

values of certain key parameters that are obtained in Section 8.4.

In the high-degree case, we crucially use property (iii) to argue that, for every T ∈ TH,
all high-degree vertices (vertices whose degree is larger than ρm/n) in every G ∈ F∗ with

G \Π = T must have at least ρm/n neighbours in each colour class of Π. This allows us

to enumerate all such G in two steps as follows: First, we specify a graph Z that includes

T and the edges of G ∩ Π incident to a carefully chosen set Y of high-degree vertices.

Second, we specify the remaining m − e(Z) edges of G ∩ Π. Since H is vertex-critical,

each vertex of Y belongs to many copies of H in Z ∪ Π. This allows us to bound the

number of ways to choose them−e(Z) edges of G∩Π in the second step from above with

another application of the Hypergeometric Janson Inequality. For the vast majority of

Z, this upper bound will be sufficiently strong to enable a naive union bound over the

choice of Z; we shall say that such Z fall into the regular case. Unfortunately, there will

be a small family of exceptional graphs Z for which this upper bound is too weak (this

can happen when there are unusual overlaps between the neighbourhoods of the vertices

in Y ); we shall term it the irregular case. However, we may use Lemma 3.3 to show

that the number of such exceptional graphs is so small that even a trivial upper bound

of
( e(Π)
m−e(Z)

)
for the number of choices in the second step will be sufficient to show that

the number of graphs that fall into the irregular case is tiny.

3. Preliminaries

3.1. Probabilistic inequalities. In this section, we present four probabilistic inequal-

ities that will be used in the proof of Theorem 1.4. The first three results presented

in this section were proved in [4, Lemmas 3.1, 3.2, 3.6] and the fourth result is a stan-

dard bound on the tail probabilities of hypergeometric distributions [14, Theorem 2.10].

We begin with a version of Janson’s inequality [13] for the hypergeometric distribution,

which is an essential ingredient in the proof of the 1-statement in Theorem 1.4.

Lemma 3.1 (Hypergeometric Janson Inequality). Suppose that {Bi}i∈I is a family of

subsets of an n-element set Ω, let m ∈ {0, . . . , n}, and let p = m/n. Let

µ =
∑
i∈I

p|Bi| and ∆ =
∑
i∼j

p|Bi∪Bj |,
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where the second sum is over all ordered pairs (i, j) ∈ I2 such that i ̸= j and Bi∩Bj ̸= ∅.
Let R be the uniformly chosen random m-element subset of Ω and let B denote the event

that Bi ⊈ R for all i ∈ I. Then, for every q ∈ [0, 1],

P(B) ⩽ 2 · exp
(
−qµ+ q2∆/2

)
.

The main tool in the proof of the 0-statement in Theorem 1.4 will be the following

version of the Harris Inequality [11] for the hypergeometric distribution; it gives a lower

bound on the probability P(B) from the statement of Lemma 3.1.

Lemma 3.2 (Hypergeometric Harris Inequality). Suppose that {Bi}i∈I is a family of

subsets of an n-element set Ω. Let m ∈ {0, . . . , ⌊n/2⌋}, let R be the uniformly chosen

random m-element subset of Ω, and let B denote the event that Bi ⊈ R for all i ∈ I.
Then, for every η ∈ (0, 1),

P(B) ⩾
∏
i∈I

(
1−

(
(1 + η)m

n

)|Bi|
)
− exp

(
− η2m/4

)
.

Another key tool in the proof of the 1-statement in Theorem 1.4 is an estimate of the

upper tail of the distribution of the number of edges in a random induced subhypergraph

of a sparse z-uniform z-partite hypergraph. It formalises the following statement: If

M⊆ U1 × · · · × Uz contains only a tiny proportion of all the z-tuples in U1 × · · · × Uz,
then the probability that, for a random choice of d-elements setsW1 ⊆ U1, . . . ,Wz ⊆ Uz,
a much larger proportion of W1 × · · · ×Wz falls inM decays exponentially in d.

Lemma 3.3. For every integer z and all positive α and λ, there exists a positive τ such

that the following holds. Let U1, . . . , Uz be finite sets and let d be an integer satisfying

2 ⩽ d ⩽ min{|U1|, . . . , |Uz|}. Suppose thatM⊆ U1 × · · · × Uz satisfies

|M| ⩽ τ
z∏
i=1

|Ui|,

and that W1, . . . ,Wz are d-element subsets of U1, . . . , Uz, respectively. Then, there are

at most αd ·
∏z
i=1

(|Ui|
d

)
choices of (Wi)i∈JzK for which

|M ∩ (W1 × · · · ×Wz)| > λdz.

Finally, we will need the following simple bound on lower tails of hypergeometric

distributions.

Lemma 3.4. Let R be the uniformly chosen random m-element subset of an N -element

set Ω and let A ⊆ Ω be a k-element set. Then, for every t ⩾ 0,

P
(
|R ∩A| ⩽ km

N
− t
)

⩽ exp

(
− t2

2 · km/N

)
.

3.2. Two-density related bounds. In this short section, we present a useful inequality

that will be invoked several times in the proof of the 1-statement of Theorem 1.4.

Lemma 3.5. Suppose that H is a graph with at least three vertices. If p ⩾ Cn
2− 1

m2(H)

for some C ⩾ 0, then, for every nonempty F ⊆ H,

nvF peF ⩾ CeF−1n2p.
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Proof. Let F be a nonempty subgraph of H. If F has two vertices, then F = K2 and

the assertion is trivially true. Suppose now that vF ⩾ 3 and observe that

nvF−2peF−1 ⩾ nvF−2
(
Cn

2− 1
m2(H)

)eF−1

= CeF−1nvF−2−(eF−1)/m2(H).

The claimed bound follows as m2(H) ⩾ eF−1
vF−2 , by the definition of 2-density. □

3.3. The Turán problem for r-partite graphs. The casem ⩾ ex(n,H)−o(n2) in the

proof of Theorem 1.4 will require the following folklore result in extremal graph theory.

For integers r ⩾ 2 and n ⩾ 1, we denote by Kr(n) the balanced complete r-partite graph

with r · n vertices.

Lemma 3.6. For all integers r, s, and n satisfying r ⩾ 2 and n ⩾ s ⩾ 1,

ex
(
Kr(n),Kr(s)

)
⩽ e
(
Kr(n)

)
− n2/s2.

Proof. Denote the r colour classes of Kr(n) by V1, . . . , Vr and, for each i ∈ JrK, let Ri
be a uniformly chosen random s-element subset of Vi. Suppose that G ⊆ Kr(n) is

Kr(s)-free and let G′ be the subgraph of G induced by R1 ∪ · · · ∪ Rr. Since G′ may

be viewed as a subgraph of Kr(s), we have e(G′) ⩽ e(Kr(s)) − 1. On the other hand,

E[e(G′)] = e(G) · (s/n)2. We conclude that

e(G) ⩽ (n/s)2 ·
(
e
(
Kr(s)

)
− 1
)
= e
(
Kr(n)

)
− n2/s2,

as claimed. □

3.4. Estimates for binomial coefficients. We will use the following trivial inequali-

ties that hold for all positive integers a > b > c:(
a

b− c

)
⩽

(
a

b

)
·
(

b

a− b

)c
, (2)(

b

c

)(
a

c

)−1

⩽

(
b

a

)c
, (3)(

a

c

)(
b

c

)−1

⩽

(
a− c
b− c

)c
, (4)

b∑
i=0

(
a

i

)
⩽
(ea
b

)b
. (5)

4. On almost r-colourable graphs

In this section, we establish several properties of almost r-colourable graphs, that is,

graphs belonging to the family G(r, k), defined in Section 1.3; these properties will come

in handy in our proof of Theorem 1.4. It will be convenient to denote by Gn,m(r, k) =
Gn,m ∩G(r, k) the family of graphs with vertex set JnK and precisely m edges that admit

an r-colouring whose induced monochromatic graph has maximum degree at most k.

Let Pn,r be the family of all r-colourings of JnK, that is, all partitions of JnK into r

parts. For the sake of brevity, we shall often identify a partition Π ∈ Pn,r with the

complete r-partite graph with vertex set JnK whose colour classes are the r parts of Π.

In particular, if G is a graph on the vertex set JnK, then G ⊆ Π means that G is a

subgraph of the complete r-partite graph Π or, in other words, that the partition Π is

a proper colouring of G. Exploiting this convention, we will also write Πc to denote the



TYPICAL STRUCTURE OF GRAPHS NOT CONTAINING A VERTEX-CRITICAL SUBGRAPH 11

complement of the graph Π, that is, the union of r complete graphs with vertex sets

V1, . . . , Vr.

4.1. Balanced r-colourings. We will be interested in balanced r-colourings, that is,

partitions of JnK whose all parts have approximately n/r elements. More precisely, given

a positive γ, we let Pn,r(γ) be the family of all partitions of JnK into r parts V1, . . . , Vr
such that (

1

r
− γ
)
n ⩽ |Vi| ⩽

(
1

r
+ γ

)
n for all i ∈ JrK. (6)

That is,

Pn,r(γ) =
{
{V1, . . . , Vr} ∈ Pn,r : (6) holds

}
.

The following easy proposition establishes useful bounds for the number of edges in the

complete r-partite graphs defined by balanced and unbalanced r-colourings.

Proposition 4.1. The following holds for every integer r ⩾ 2, every γ > 0, and all

sufficiently large n:

(i) If Π ∈ Pn,r(γ), then

e(Π) ⩾ (1− 2rγ) ·
(
1− 1

r

)
n2

2
.

In particular, if γ ⩽ 1
20r , then e(Π) ⩾ n2/5.

(ii) If Π ∈ Pn,r \ Pn,r(γ), then

e(Π) ⩽

(
1− γ2

3

)
· ex(n,Kr+1).

Proof. Note that every Π = {V1, . . . , Vr} ∈ Pn,r(γ) satisfies

e(Π) =
∑

1⩽i<j⩽r

|Vi||Vj | ⩾
(
r

2

)
·
[(

1

r
− γ
)
n

]2
= (1− rγ)2 ·

(
1− 1

r

)
n2

2
,

proving (i). To see that (ii) holds as well, fix an arbitrary partition Π that does not

satisfy (6) and let V and W be two parts of Π with the smallest and the largest size,

respectively. Let

d =

⌊
|W | − |V |

2

⌋
,

let Π′ be a partition obtained from Π by moving some d vertices from W to V , and note

that

e(Π′)− e(Π) = (|W | − d)(|V |+ d) = |V ||W |+ (|W | − |V |)d− d2 ⩾ d2.

Since Π does not satisfy (6), it must be that d ⩾ ⌊γn/2⌋ and, since ex(n,Kr+1) is the

largest number of edges in an r-partite graph with n vertices,

e(Π) ⩽ e(Π′)− γ2n2

5
⩽ ex(n,Kr+1)−

γ2n2

5
⩽

(
1− γ2

3

)
ex(n,Kr+1), (7)

provided that n is sufficiently large. □
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4.2. Monochromatic graphs with small maximum degree. For every Π ∈ Pn,r,
define B(Π, k) to be the family of all subgraphs of Πc with maximum degree at most k.

Now, for every Π ∈ Pn,r and B ∈ B(Π, k), define

Gm(Π, B) = {G ∈ Gn,m : G ∩Πc = B},

the family of all graphs in Gn,m that, when coloured by Π, have precisely the edges of B

monochromatic. Then

|Gm(Π, B)| =
(

e(Π)

m− e(B)

)
and, since e(B) ⩽ ∆(B)n ⩽ kn for every B ∈ B(Π, k),

|B(Π, k)| ⩽
kn∑
b=0

(
e(Πc)

b

)
(5)

⩽

(
en2

kn

)kn
⩽ e2kn logn, (8)

provided that n is sufficiently large. We also have

Gn,m(r, k) =
⋃

Π∈Pn,r

⋃
B∈B(Π,k)

Gm(Π, B).

4.3. The number of graphs with an unbalanced colouring. The following proposi-

tion shows that if m≫ n log n, then almost every graph in Gn,m(r, k) cannot be coloured
by an unbalanced partition Π in such a way that the monochromatic graph has maxi-

mum degree at most k. In other words, for almost every G ∈ Gn,m(r, k), all r-colourings
of G that yield a monochromatic subgraph with maximum degree k are balanced.

Proposition 4.2. For all integers k ⩾ 0 and r ⩾ 2 and every positive γ, there exists a

constant C > 0 such that, if m ⩾ Cn log n,∑
Π/∈Pn,r(γ)

∑
B∈B(Π,k)

|Gm(Π, B)| ≪
(
ex(n,Kr+1)

m

)
⩽ |Gn,m(r, k)|.

Proof. First note that, for an equipartition Π̃ of JnK into r parts, we have |Gm(Π̃, ∅)| =(
ex(n,Kr+1)

m

)
, so it is enough to check the first inequality. Assume that m ⩾ Cn log n for

some sufficiently large constant C. We have(
ex(n,Kr+1)

m

)−1 ∑
B∈B(Π,k)

|Gm(Π, B)|
(2), (8)

⩽

(
ex(n,Kr+1)

m

)−1(e(Π)
m

)
e2kn lognmkn

(7)

⩽

(
1− γ2

3

)m
e4kn logn ⩽ e−γ

2m/3+4kn logn ⩽ e−γ
2m/4.

(9)

To complete the proof, note that there are at most rn different r-colourings and that

rn ⩽ eγ
2m/5 when n is sufficiently large. Consequently, summing (9) over all Π /∈ Pn,r(γ)

one gets the assertion of the proposition. □

4.4. The number of graphs with many colourings. Even though the collections

Gm(Π, B) are generally not pairwise disjoint, there is not too much overlap between

them. In other words, for all Π ∈ Pn,r(γ) and B ∈ B(Π, k), the pair (Π, B) is the unique

pair which covers G for almost all G ∈ Gm(Π, B). More precisely, let Um(Π, B) be the

family of all graphs in Gm(Π, B) for which (Π, B) is the unique pair which covers them.

The following result is based on a result implicit in the work of Prömel and Steger [19].



TYPICAL STRUCTURE OF GRAPHS NOT CONTAINING A VERTEX-CRITICAL SUBGRAPH 13

Proposition 4.3. For all integers k ⩾ 0 and r ⩾ 2 and real number a, there exists

a constant c such that the following holds for all Π ∈ Pn,r( 1
2r ) and B ∈ B(Π, k). If

m ⩾ cn log n, then

|Gm(Π, B) \ Um(Π, B)| ⩽ n−a · |Gm(Π, B)|.

Proof. Fix some Π ∈ Pn,r( 1
2r ) and Π′ ∈ Pn,r( 1

2r ) \ {Π}. Suppose that Π = {V1, . . . , Vr}
and Π′ = {V ′

1 , . . . , V
′
r} and, for all i, j ∈ JrK, let Vi,j = Vi ∩ V ′

j . We will say that the

vertices in Vi,j are moved from Vi to V
′
j . For every i ∈ JrK, define Li and Si as the

largest and the second largest subclasses of Vi, respectively. Note that |Vi| ⩾ n
2r implies

that |Li| ⩾ n
2r2

. Set s = maxj∈JrK |Sj | and let S = Sj for the smallest j for which the

maximum in the definition of s is achieved. Note that 1 ⩽ s ⩽ n/2, as s = 0 would

imply that (V ′
1 , . . . , V

′
r ) is a permutation of (V1, . . . , Vr), and therefore Π = Π′, which

will imply also that B = B′ if Gm(Π, B) ∩ Gm(Π′, B′) ̸= ∅.
Observe that either some pair {Li, Lj} of largest subclasses, or some largest subclass Li

and S, where S ⊈ Vi, are moved to the same vertex class V ′
z . Denote these sets Li and Lj

or Li and S by C and D. Since, for every G ∈ Gm(Π′, B′), the subgraph of G induced by

V ′
z has maximum degree at most k, it follows that, for every G ∈ Gm(Π, B)∩Gm(Π′, B′),

the bipartite subgraph of G induced between C and D also has maximum degree at

most k. In particular,

e(C,D) ⩽ k ·min{|C|, |D|}.
It follows that

(⋆) =
∣∣∣Gm(Π, B) ∩

⋃
B′∈B(Π′,k)

Gm(Π′, B′)
∣∣∣

⩽
k·min{|C|,|D|}∑

t=0

(
e(Π)− |C| · |D|
m− e(B)− t

)(
|C| · |D|

t

)
,

since every G ∈ Gm(Π, B) contains B and we need to specify its remaining m − e(B)

edges (by the definition of C andD, no edge of B connects these two sets). Consequently,

(⋆)
(2)

⩽

(
e(Π)− |C| · |D|
m− e(B)

)
·
k·min{|C|,|D|}∑

t=0

(m− e(B))t ·
(
|C| · |D|

t

)
(5)

⩽

(
e(Π)− |C| · |D|
m− e(B)

)
·
(
(m− e(B)) · emax{|C|, |D|}

k

)k·min{|C|,|D|}

(3)

⩽

(
1− |C| · |D|

n2

)m−kn
·
(

e(Π)

m− e(B)

)
· e4k·min{|C|,|D|}·logn

⩽ exp

(
−|C| · |D| · (m− kn)

n2
+ 4k ·min{|C|, |D|} · log n

)
·
(

e(Π)

m− e(B)

)
.

If m ⩾ cn log n for a sufficiently large constant c = c(k, r, a), then the simple bounds

max{|C|, |D|} ⩾ n
2r2

and min{|C|, |D|} ⩾ s
2r2

imply that

(⋆) ⩽ exp

((
−m/2
2r2n

+ 4k log n

)
·min{|C|, |D|}

)
·
(

e(Π)

m− e(B)

)
⩽ n−(a+3)sr2 ·

(
e(Π)

m− e(B)

)
= n−(a+3)sr2 · |Gm(Π, B)|.
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Finally, observe that, given a Π, we can describe any Π′ ̸= Π by first picking the partitions

{Vi,j}j∈JrK for every i and then setting V ′
j =

⋃
i∈JrK Vi,j . We claim that, for every s, there

are at most nr
2 ·nsr2 = n(s+1)r2 ways to choose all Vi,j so that maxi∈JrK |Si| = s. Indeed,

one may first specify the sequence
(
|Vi,j |

)
i,j∈JrK and then specify, for each i ∈ JrK, the

elements of each Vi,j with j ∈ JrK, apart from Li (which will comprise all the remaining,

unspecified elements of Vi). Therefore, by the above computation,

|Gm(Π, B) \ Um(Π, B)| ⩽
∑

Π′∈Pn,r(
1
2r

)

Π′ ̸=Π

∣∣∣Gm(Π, B) ∩
⋃

B′∈B(Π′,k)

Gm(Π′, B′)
∣∣∣

⩽
∑

Π′∈Pn,r(
1
2r

)

Π′ ̸=Π

n−(a+3)sr2 · |Gm(Π, B)|

⩽
∑
s⩾1

(
n(s+1)r2 · n−(a+3)sr2

)
· |Gm(Π, B)| ⩽ n−a · |Gm(Π, B)|,

as claimed. □

4.5. Typical degrees in almost r-colourable graphs. We shall now show that most

vertices of almost every graph in Gn,m(r, k) have degree exactly k in the monochromatic

graph. To make this informal statement precise, given a positive number κ, denote by

B(Π, k;κ) the family of all B ∈ B(Π, k) such that∣∣{v ∈ JnK : degB(v) = k
}∣∣ ⩾ (1− κ)n.

Proposition 4.4. For all integers k ⩾ 0 and r ⩾ 2, every positive κ, all Π ∈ Pn,r, and
every m satisfying m≫ n,∑

B∈B(Π,k)\B(Π,k;κ)

|Gm(Π, B)| ≪
∑

B∈B(Π,k)

|Gm(Π, B)|. (10)

Proof. Since B(Π, 0;κ) = B(Π, 0), we may assume that k ⩾ 1. The left-hand and the

right-hand sides of (10) are cardinalities of the (disjoint) unions of families Gm(Π, B)

over all B ∈ B(Π, k) \ B(Π, k;κ) and all B ∈ B(Π, k), respectively; denote these two

families of graphs by FL and FR. We will compare the sizes of FL and FR by counting

edges in a bipartite graph H ⊆ FL×FR defined as follows: A pair (GL, GR) ∈ FL×FR
belongs to H if and only if GR \GL is a single edge of Πc \GL and GL \GR is a single

edge of Π ∩GL.
On the one hand, for every GR ∈ FR,

degH(GR) ⩽ e(Π) · e(Πc ∩GR) ⩽ n2 · kn.

On the other hand, since every B ∈ B(Π, k) \ B(Π, k;κ) contains more than κn vertices

of degree smaller than k, at least r ·
(
κn/r
2

)
pairs of such vertices belong to the same

colour class of Π. Consequently, for every GL ∈ FL,

degH(GL) ⩾

(
r ·
(
κn/r

2

)
− e(Πc ∩GL)

)
· e(Π ∩GL)

⩾

(
κ2n2

3r
− kn

)
· (m− kn) ⩾ κ2n2

4r
· m
2
.
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We conclude that

|FL| ·
κ2n2m

8r
⩽ e(H) ⩽ |FR| · kn3,

which implies that |FL| ⩽ (8kr/κ2) · (n/m) · |FR| ≪ |FR|, as claimed. □

4.6. Almost r-colourable graphs with large monochromatic girth. We shall now

show that in a constant proportion of graphs in Gn,m(r, k), the monochromatic graph

has large girth. To make this informal statement precise, given an integer g ⩾ 3, denote

by Bg(Π, k) the family of all graphs in B(Π, k) that do not contain any cycles of length

at most g. The following statement is a key ingredient in our proof of Theorem 1.4.

Proposition 4.5. For all integers k ⩾ 0, r ⩾ 2, and g ⩾ 3, there exists a positive

constant c such that, for all Π ∈ Pn,r( 1
2r ) and every m satisfying m≫ n,∑

B∈Bg(Π,k)

|Gm(Π, B)| ⩾ c ·
∑

B∈B(Π,k)

|Gm(Π, B)|.

The proof of this proposition is a relatively straightforward corollary of Proposition 4.4

and the following classical result of Bollobás [6] and Wormald [23].

Theorem 4.6 ([6, Theorem 2]). Suppose that k ⩾ 2 and g ⩾ 3 are integers and let

0 ⩽ d1 ⩽ · · · ⩽ dn ⩽ k be such that
∑n

i=1 di =: 2m is even and 2m− n→∞ as n→∞.

Let G be a graph chosen uniformly at random from the family of all graphs with vertex

set JnK such that degG(i) = di for every i ∈ JnK and, for each ℓ ⩾ 3, denote by Xℓ

the number of cycles of length ℓ in G. Denote by (Z3, . . . , Zg) the vector of independent

Poisson random variables with

E[Zℓ] =
1

2ℓ

(
1

m

n∑
i=1

(
di
2

))ℓ
for each ℓ. Then

lim
n→∞

dTV

(
(X3, . . . , Xg), (Z3, . . . , Zg)

)
= 0,

where dTV is the total variation distance.

Proof of Proposition 4.5. Wemay assume that k ⩾ 2, since otherwise no graph in B(Π, k)
can contain a cycle and thus Bg(Π, k) = B(Π, k). Suppose that Π = {V1, . . . , Vr} ∈
Pn,r( 1

2r ) and let G be a uniformly random element of
⋃
B∈B(Π,k) Gm(Π, B). Conditioned

on G ∩ Π and the degree sequence of G ∩ Πc, the graphs G[V1], . . . , G[Vr] become inde-

pendent, uniformly chosen random graphs with respective degree sequences. By Propo-

sition 4.4, invoked with κ = 1/(6r), with probability 1− o(1),∑
v∈Vi

degG[Vi](v) ⩾ (|Vi| − κn) · k ⩾
2|Vi|
3
· k ⩾

4|Vi|
3

(11)

for each i ∈ JrK, as mini |Vi| ⩾ n/(2r) = 3κn. Since, for every i ∈ JrK,

1

e(G[Vi])

∑
v∈Vi

(
degG[Vi](v)

2

)
⩽

1

e(G[Vi])

∑
v∈Vi

degG[Vi](v) · (k − 1)

2
= k − 1,
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Theorem 4.6 implies that, if the degree sequence of G∩Πc satisfies (11) for every i ∈ JrK,
which happens with probability 1− o(1),

P(G ∩Πc ∈ Bg(Π, k) | G ∩Π, degree sequence of G ∩Πc)

⩾

(
1

2
· inf

{
g∏
ℓ=3

P
(
Pois(λ) = 0

)
: 0 ⩽ λ ⩽

(k − 1)ℓ

2ℓ

})r
,

where Pois(λ) denotes the Poisson random variable with mean λ. The assertion of the

proposition follows as P(Pois(λ) = 0) = e−λ and g, k, r = O(1). □

5. The 0-statement

In this section, we treat the 0-statement of Theorem 1.4. First, using an elementary

counting argument, we show that, for every graph H with maximum degree at least

two, if m ≪ n
2− 1

m2(H) , then the family Fn,m(H) constitutes an e−o(m)-proportion of

all graphs with n vertices and m edges. Using a standard estimate on the lower tails

of hypergeometric distributions, it will be fairly straightforward to deduce that, when

n ≪ m ≪ n
2− 1

m2(H) and both r and k are bounded, the family Gn,m(r, k) is far smaller

than Fn,m(H). The details are presented in Section 5.1.

Second, using a much more subtle argument, we show that, for every plain vertex-

critical graph H with criticality k + 1 and chromatic number r + 1, if Ω
(
n
2− 1

m2(H)
)
⩽

m ⩽ cn
2− 1

η(H) (log n)
1

ζ(H)−k−1 for a sufficiently small positive c, the number of graphs

in Fn,m(H) that are ‘one edge away’ from being in Gn,m(r, k) is far greater than the

number of graphs in Gn,m(r, k). Our argument, which relies on the Hypergeometric

Harris Inequality as well as several crucial properties of graphs in Gn,m(r, k) that we

have established in Section 4, is presented in Section 5.2.

5.1. Below the 2-density. We first give a simple lower bound on |Fn,m(H)|, valid

for every graph H with maximum degree at least two, that exploits the fact that, if

m ≪ n
2− 1

m2(H) , a typical graph in Gn,m can be made H-free by removing from it some

o(m) edges.

Proposition 5.1. Let H be an arbitrary graph with maximum degree at least two. For

every ε > 0, there is a δ > 0 such that, for all sufficiently large m and every m ⩽

δn
2− 1

m2(H) ,

|Fn,m(H)| ⩾ e−εm ·
((n

2

)
m

)
.

Proof. Suppose that H is a graph with maximum degree at least two. This means that

K1,2 ⊆ H and hence m2(H) ⩾ m2(K1,2) ⩾ 1. Suppose that ε is a positive number. Let

F be an arbitrary subgraph of H such that d2(F ) = m2(H) and note that eF ⩾ 2, as

m2(H) ⩾ 1. Finally, let δ be a small positive number satisfying

(6δ)eF−2 ⩽
1

72
and

(
δ

e(1 + 2δ)

)2δ

⩾ e−ε/2. (12)
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Let m be a positive integer satisfying m ⩽ δn
2− 1

m2(H) . If m ⩽ n1/3, we let G be

a uniformly chosen random graph in Gn,m and note that

P(H ⊆ G) ⩽ P(K1,2 ⊆ G) ⩽ n3 ·

(
m(
n
2

))2

⩽ 5n−1/3 ⩽ 1− e−ε,

provided that n is sufficiently large. Consequently,

|Fn,m(H)| = P(H ⊈ G) ·
((n

2

)
m

)
⩾ e−εm ·

((n
2

)
m

)
,

as desired. We may thus assume from now on that m > n1/3.

Set m′ = ⌈(1 + δ)m⌉ and note that

m′ ⩽ (1 + δ)δn
2− 1

m2(H) + 1 ⩽ 2δn
2− 1

m2(H) = 2δn
2− 1

d2(F )

provided that n is sufficiently large. Now, let G be a uniformly chosen random graph

in Gn,m′ , and let X denote the number of copies of F in G. Recalling that d2(F ) =

(eF − 1)/(vF − 2), we have

E[X] ⩽ nvF ·

(
m′(
n
2

))eF ⩽ nvF ·
(
3m′

n2

)eF
⩽ nvF · 3m

′

n2
·
(
6δn

− 1
d2(F )

)eF−1

= (6δ)eF−1 · 3m′ (12)

⩽
δm′

4
⩽
δm

2
,

and consequently, by Markov’s inequality,

P(X ⩾ m′ −m) = P(X ⩾ δm) ⩽
1

2
.

We conclude that at least half of the graphs in Gn,m′ contain a subgraph with m edges

that is F -free and thus also H-free. (Indeed, we may delete an arbitrary edge from each

of the at most m′ −m copies of F in the original graph). By double counting,

|Fn,m(H)| ·
((n

2

)
−m

m′ −m

)
⩾

1

2
·
((n

2

)
m′

)
.

It follows that, denoting N =
(
n
2

)
,

|Fn,m(H)|(
N
m

) ⩾
1

2
·

(
N
m′

)(
N
m

)(
N−m
m′−m

) =
1

2 ·
(

m′

m′−m
) (5)

⩾
1

2
·
(

em′

m′ −m

)m−m′

.

Finally, since (1 + δ)m ⩽ m′ ⩽ (1 + δ)m+ 1 ⩽ (1 + 2δ)m, we conclude that

|Fn,m(H)|((n2)
m

) ⩾
1

2
·
(

δ

e(1 + 2δ)

)2δm (12)

⩾
1

2
· e−εm/2 ⩾ e−εm,

provided that n is sufficiently large. □

In order to bound the number of graphs in Gn,m(r, k) from above, we use the simple

observation that every graph in Gn,m(r, k) contains a set of at least n/r vertices that

induces a graph with average degree at most k, which is much less than the expected

average degree of a graph that such a set would induce in a uniformly chosen random

graph from Gn,m.
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Proposition 5.2. For all positive integers k, r, n, and m satisfying m ⩾ 6r2(k + 2)n,

we have

|Gn,m(r, k)| ⩽ exp
(
− m

4r2

)
·
((n

2

)
m

)
,

provided that n is sufficiently large.

Proof. Observe that, for every graph G ∈ Gn,m(r, k), there is a setW ⊆ JnK with at least

n/r elements such that e(G[W ]) ⩽ k|W |/2. In particular, if G is a uniformly chosen

random graph from Gn,m,

|Gn,m(r, k)| ⩽
∑

W⊆JnK
|W |⩾n/r

P
(
e(G[W ]) ⩽ k|W |/2

)
·
((n

2

)
m

)
.

We may bound each term in the above sum using Lemma 3.4, invoked with Ω =
(JnK

2

)
and A =

(
W
2

)
. Indeed, letting

t =
m
(|W |

2

)(
n
2

) − k|W |
2

,

we have

P
(
e(G[W ]) ⩽ k|W |/2

)
⩽ exp

(
− t2

2m
(|W |

2

)
/
(
n
2

)) ⩽ exp

(
−
m
(|W |

2

)
2
(
n
2

) +
k|W |
2

)
.

If n is sufficiently large, then, for every W with n/r ⩽ |W | ⩽ n,

m
(|W |

2

)
2
(
n
2

) − k|W |
2

⩾
m

2
· n/r · (n/r − 1)

n · (n− 1)
− kn

2
⩾

m

3r2
− kn

2
,

and, consequently,

|Gn,m(r, k)| ⩽ 2n · exp
(
− m

3r2
+
kn

2

)
·
((n

2

)
m

)
.

The claimed bound now follows from our assumption that m ⩾ 6r2(k + 2)n. □

Propositions 5.1 and 5.2 immediately yield the following corollary.

Corollary 5.3. Let H be an arbitrary graph with maximum degree at least two and let

k and r be positive integers. There exists a positive constant c such that, if n ≪ m ⩽

cn
2− 1

m2(H) ,

|Fn,m(H)| ≫ |Gn,m(r, k)|.

5.2. Above the 2-density. In this section, we show that, if H is a plain vertex-critical

graph with criticality k+1 and chromatic number r+1 ⩾ 3, then there exists a positive

constant cH such that |Fn,m(H)| ≫ |Gn,m(r, k)| for every m satisfying Ω
(
n
2− 1

m2(H)
)
⩽

m ⩽ cHmH . More precisely, we will show that the number of graphs in Fn,m(H)

that are ‘one edge away’ from being in Gn,m(r, k), i.e., graphs G ∈ Fn,m(H) such that

G \ e ∈ Gn,m(r, k) for some e ∈ G, is far greater than the number of graphs in Gn,m(r, k).

Proposition 5.4. Suppose that H is a plain vertex-critical graph with criticality k + 1

and chromatic number r+1 ⩾ 3. There is a positive constant cH such that, if m satisfies

Ω
(
n
2− 1

m2(H)

)
⩽ m ⩽ cHmH ,
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then |Fn,m(H)| ≫ |Gn,m(r, k)|.

The main ingredient in our proof of this proposition is the following lower bound on

the number of H-free graphs that are ‘one edge away’ from Gm(Π, B) for given balanced

r-colouring Π and B ∈ B(Π, k) with large girth.

Lemma 5.5. Suppose that H is a plain vertex-critical graph with criticality k + 1 and

chromatic number r + 1 ⩾ 3. For every ε > 0, there exists a positive constant c such

that the following holds for every m that satisfies

n log n≪ m ⩽ cn
2− 1

η(H) (log n)
1

ζ(H)−k−1 .

For every Π ∈ Pn,r( 1
20r ), all B ∈ B(Π, k), and each e ∈ Πc \B such that B ∪ e has girth

larger than vH ,

|Um(Π, B ∪ e) ∩ Fn,m(H)| ⩾ m

n2+ε
· |Gm(Π, B)|.

Proof. Note first that only the two endpoints of e can have degree larger than k in the

graph B∪e and that, by assumption, the girth of B∪e is larger than vH . The definition
of plain vertex-critical graphs guarantees that, for every embedding φ of H into Π∪B∪e,
there must be a critical star S ⊆ H with k + 1 edges such that φ(H) ∩ (B ∪ e) = φ(S)

and e ∈ φ(S); in particular, for every S ⊆ F ⊆ H, the map φ, restricted to V (F ), is

also an embedding of F into Π ∪B ∪ e that maps S to B ∪ e and F \ S to Π.

Let S1, . . . , St be all the smallest critical stars of H (i.e., with k + 1 edges) and, for

each i ∈ JtK, let Fi be a subgraph satisfying

Si ⊊ Fi ⊆ H, dk+2(Fi) = ηi(H), and eFi = ζi(H).

Let G be a uniformly chosen random element of Gm(Π, B ∪ e), let G′ = G ∩ Π, and

observe that G′ is a uniformly random subgraph of Π with m − e(B) − 1 edges. For

every i and every injection φ : V (Fi) → JnK, we let Si,φ = φ(Si) and Ki,φ = φ(Fi \ Si)
be the labelled graphs that are the images of Si and Fi \Si via the embedding φ. Define

Φi = {φ : Si,φ ⊆ B ∪ e and Ki,φ ⊆ Π};

in other words, Φi comprises all those embeddings of Fi into Π ∪ B ∪ e that embed Si
into B ∪ e and map the remaining edges of Fi to Π. Since B ∪ e contains at most two

copies of Si, one for each endpoint of e, we have |Φi| ⩽ 2nvFi
−k−2. More importantly,

the above discussion implies that

|Gm(Π, B ∪ e) ∩ Fn,m(H)| ⩾ P(G′ ⊉ Ki,φ for all i and φ ∈ Φi)︸ ︷︷ ︸
P

·
(

e(Π)

m− e(B)− 1

)
.

Assume that m ⩽ cn
2− 1

η(H) (log n)
1

ζ(H)−k−1 , where

c =
ε

64t
. (13)

We shall bound P from below using the Hypergeometric Harris Inequality (Lemma 3.2).

To this end, let

p =
3

2
· m− e(B)− 1

e(Π)
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and note that p ⩽ 8m
n2 , by part (i) of Proposition 4.1, as Π ∈ Pn,r( 1

20r ). It follows from

Lemma 3.2 that

P + exp(−m/16) ⩾
t∏
i=1

(1− peFi\Si )|Φi| ⩾ exp

(
−

t∑
i=1

|Φi| · 2peFi\Si

)

⩾ exp

(
−

t∑
i=1

4nvFi
−k−2peFi

−k−1

)
.

Claim 5.6. For every i ∈ JtK,

nvFi
−k−2peFi

−k−1 ⩽ 8c log n.

Proof. Since eFi > eSi = k + 1, we have

nvFi
−k−2peFi

−k−1 ⩽ nvFi
−k−2 ·

(
8cm

n2

)eFi
−k−1

⩽ 8c · nvFi
−k−2 ·

(m
n2

)eFi
−k−1

⩽ 8c ·
(
n

1
dk+2(Fi) · m

n2

)eFi
−k−1

⩽ 8c ·
(
n

1
ηi(H)

− 1
η(H) · (log n)

1
ζ(H)−k−1

)ζi(H)−k−1

.

The claimed upper bound follows since ηi(H) ⩾ η(H) and ζi(H) ⩽ ζ(H) whenever

ηi(H) = η(H). □

In particular, assuming that n is large, we have

P ⩾ exp (−32tc log n)− exp(−m/16)
(13)

⩾ n−ε/2 − exp(−n).

Since B ∪ e ∈ B(Π, k + 1), we may now invoke Proposition 4.3 with a = ε to obtain

|Um(Π, B ∪ e) ∩ Fn,m(H)| ⩾ |Gm(Π, B ∪ e) ∩ Fn,m(H)| − |Gm(Π, B ∪ e) \ Um(Π, B ∪ e)|

⩾ (P − n−ε) ·
(

e(Π)

m− e(B)− 1

)
⩾ n−ε ·

(
e(Π)

m− e(B)− 1

)
.

Since m− e(B) ⩾ m− kn ⩾ m/2 and e(Π) ⩽ n2/2, we may conclude that

|Um(Π, B ∪ e) ∩ Fn,m(H)| ⩾ m

n2+ε
·
(

e(Π)

m− e(B)

)
=

m

n2+ε
· |Gm(Π, B)|,

as claimed. □

Proof of Proposition 5.4. If η(H) < m2(H), thenmH = n
2− 1

m2(H) and we may simply in-

voke Corollary 5.3 and let cH = c5.3. If this is not the case, thenmH = n
2− 1

η(H) (log n)
1

ζ(H)−k−1

and we let cH = c5.5(ε), where 2ε = 1− 1/m2(H) > 0.

Since, for all Π ∈ Pn,r, every B′ ⊆ Πc can be written as B′ = B ∪ e with B ∈ B(Π, k)
and e /∈ B in at most e(B) + 1 ⩽ kn different ways, we have

|Fn,m(H)| ⩾ 1

kn

∑
Π∈Pn,r

∑
B∈B(Π,k)

∑
e∈Πc\B

|Um(Π, B ∪ e) ∩ Fn,m(H)|. (14)
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Further, observe that, for every B ∈ BvH (Π, k), the number of edges e ∈ Πc \ B such

that B ∪ e has girth larger than vH is at least

e(Πc)− e(B)− n ·
vH−1∑
ℓ=2

k(k − 1)ℓ−1 ⩾
n2

4r
.

Let γ = 1/(20r). Since m = Ω
(
n
2− 1

m2(H)
)
= Ω

(
n1+2ε

)
, we may conclude that

|Fn,m(H)|
L 5.5

⩾
1

kn

∑
Π∈Pn,r(γ)

∑
B∈BvH

(Π,k)

n2

4r
· m

n2+ε
· |Gm(Π, B)|

=
m

4krn1+ε

∑
Π∈Pn,r(γ)

∑
B∈BvH

(Π,k)

|Gm(Π, B)|

P 4.5

⩾
c 4.5m

4krn1+ε

∑
Π∈Pn,r(γ)

∑
B∈B(Π,k)

|Gm(Π, B)|

≫
∑

Π∈Pn,r(γ)

∑
B∈B(Π,k)

|Gm(Π, B)|.

On the other hand,

|Gn,m(r, k)| ⩽
∑

Π∈Pn,r

∑
B∈B(Π,k)

|Gm(Π, B)|
P 4.2

⩽ 2
∑

Π∈Pn,r(γ)

∑
B∈B(Π,k)

|Gm(Π, B)|.

These two estimates imply the assertion of the proposition. □

6. Approximate 1-statement

In this section, we show that, for every graph H with χ(H) = r+1 ⩾ 3, then, as soon

asm≫ n
2− 1

m2(H) , most graphs in Fn,m(H) admit a balanced, unfriendly r-colouring that

leaves only o(m) edges monochromatic. Given a graph G, one of its vertices v ∈ V (G)

and a set U ⊆ V (G), we denote the number of neighbours of v in the set U by degG(v, U).

Theorem 6.1. Suppose that a graph H satisfies χ(H) = r + 1 ⩾ 3. For all positive

δ and γ, there is a positive C such that the following holds. If m ⩾ Cn
2− 1

m2(H) , then

almost every graph G in Fn,m(H) admits a partition Π ∈ Pn,r(γ) such that

e(G \Π) ⩽ δm (15)

and, letting Π = {V1, . . . , Vr},

degG(v, Vi) ⩽ min
j ̸=i

degG(v, Vj) for all i ∈ JrK and v ∈ Vi. (16)

Our proof of Theorem 6.1 relies on the following result established in [3, Theorem 1.7],

which states that, for every H with χ(H) = r + 1 ⩾ 3, when m≫ n
2− 1

m2(H) , then most

graphs G ∈ Fn,m(H) admit an r-partition Π ∈ Pn,r such that e(G \ Π) = o(m). With

little extra work, we will show that, for most such G, one such partition Π is balanced

(i.e., it belongs to Pn,r(γ) for some small γ) and unfriendly (i.e., it satisfies (16)).

Theorem 6.2. For every graph H with χ(H) ⩾ 3 and every positive δ, there exists a

positive constant C such that the following holds. If m ⩾ Cn
2− 1

m2(H) , then almost every

graph in Fn,m(H) can be made (χ(H)− 1)-partite by removing from it at most δm edges.
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As a next step towards establishing Theorem 6.1, we now show that very few G ∈
Fn,m(H) admit a non-balanced partition Π that satisfies e(G \Π) ⩽ δm.

Proposition 6.3. Suppose that a graph H satisfies χ(H) = r+1 ⩾ 3. For all positive δ

and γ and all m ≫ n, almost every G ∈ Fn,m(H) does not admit a partition Π ∈
Pn,r \ Pn,r(γ) that satisfies e(G \Π) ⩽ δm.

Proof. Since making δ smaller only strengthens the assertion of the theorem, we may

assume without loss of generality that δ ⩽ γ26 and that

δ ·
(
4− log(γ2δ)

)
− (1− δ) · γ

2

3
< −γ

2

4
; (17)

indeed, as δ → 0, the left-hand side of (17) converges to −γ2/3.
Fix an arbitrary partition Π ∈ Pn,r \ Pn,r(γ), that is, a Π ∈ Pn,r that does not

satisfy (6) and recall from the proof of Proposition 4.2, see (7), that

e(Π) ⩽

(
1− γ2

3

)
· ex(n,Kr+1) ⩽

(
1− γ2

3

)
· ex(n,H).

Denote N =
(
n
2

)
and N ′ = ex(n,H). The number XΠ of graphs G ∈ Fn,m(H) for which

e(G \Π) ⩽ δm satisfies

(⋆) =

(
N ′

m

)−1

·XΠ ⩽
δm∑
t=0

(
N
t

)(
e(Π)
m−t
)(

N ′

m

) =

δm∑
t=0

(
N
t

)(
e(Π)
m−t
)(
m
t

)(
N ′

m−t
)(
N ′−m+t

t

) .
Note that, for every t, either m − t ⩽ e(Π) or the corresponding summand is equal to

zero. This observation and the above bound on e(Π) imply that(
e(Π)

m− t

)(
N ′

m− t

)−1 (3)

⩽

(
e(Π)

N ′

)m−t
⩽

(
1− γ2

3

)m−t

and that (
N

t

)(
N ′ −m+ t

t

)−1

⩽

(
N

t

)(
N ′ − e(Π)

t

)−1

⩽

(
N

t

)(
γ2N ′/3

t

)−1

(4)

⩽

(
N

γ2N ′/3− t

)t
⩽

(
6N

γ2N ′

)t
⩽

(
12

γ2

)t
,

as t ⩽ δm ⩽ δN ′ ⩽ γ2N ′/6 and N ′ ⩾ ex(n,K3) ⩾ N/2. Consequently,

(⋆) ⩽
δm∑
t=0

(
1− γ2

3

)m−t(
12

γ2

)t(m
t

)
⩽

(
1− γ2

3

)(1−δ)m(
12

γ2

)δm
·
δm∑
t=0

(
m

t

)
.

Since δ ⩽ 1
2 , inequalities (5) and log(12e) ⩽ 4 further imply that

(⋆) ⩽

(
1− γ2

3

)(1−δ)m(
12

γ2
· e
δ

)δm
⩽ exp

((
δ · (4− log(γ2δ))− (1− δ) · γ

2

3

)
·m
)

(17)

⩽ exp

(
−γ

2m

4

)
.

Finally, since there are at most rn partitions Π ∈ Pn,r and at least
(
N ′

m

)
graphs in

Fn,m(H) and since m≫ n, we have∑
Π∈Pn,r\Pn,r(γ)

XΠ ⩽ rn · e−γ2m/4 ·
(
N ′

m

)
⩽ e−γ

2m/5 · |Fn,m(H)|,
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which implies the assertion of the proposition. □

Proof of Theorem 6.1. Let Fn,m(H; δ, γ) be the collection of all graphs G ∈ Fn,m(H)

that satisfy (15) for some Π ∈ Pn,r(γ) but no Π ∈ Pn,r \ Pn,r(γ). Let C = C6.2(δ)

and assume that m ⩾ Cn
2− 1

m2(H) . Since Theorem 6.2 and Proposition 6.3 imply that

almost all graphs in Fn,m(H) belong to Fn,m(H; δ, γ), it is enough to show that every

G ∈ Fn,m(H; δ, γ) admits a partition Π = {V1, . . . , Vr} ∈ Pn,r(γ) that satisfies both (15)

and (16).

To see this, given an arbitrary G ∈ Fn,m(H; δ, γ), let Π ∈ Pn,r be a partition that

minimises e(G \ Π) over all r-partitions of JnK. Since e(G \ Π) ⩽ δm, by the definition

of Fn,m(H; δ, γ) and the minimality of Π, then Π ∈ Pn,r(γ), again by the definition of

Fn,m(H; δ, γ). Suppose that Π = {V1, . . . , Vr}. If there were i, j ∈ JrK and v ∈ Vi such
that degG(v, Vi) > degG(v, Vj), then the partition Π′ obtained from Π by moving the

vertex v from Vi to Vj would satisfy e(G \Π′) < e(G \Π), contradicting the minimality

of Π. □

7. The 1-statement

In this section, we prepare for the proof of the 1-statement of Theorem 1.4. Our goal

is to show that, if H is a simple vertex-critical graph with criticality k+1 and chromatic

number r + 1 ⩾ 3, then there is a positive constant CH such that, if m ⩾ CHmH , then

almost every graph from Fn,m(H) belongs to Gn,m(r, k); recall that mH is the threshold

function defined in (1). Note that it suffices to prove this statement only for graphs H

that have no isolated vertices.

7.1. A sufficient condition. Given a positive constant δ and a balanced r-partition

Π = {V1, . . . , Vr} ∈ Pn,r(γ), let Fn,m(H; δ,Π) be the family of all G ∈ Fn,m(H) for which

Π is an unfriendly partition that leaves at most δm edges of G monochromatic, that is,

Fn,m(H; δ,Π) =
{
G ∈ Fn,m(H) : (G,Π) satisfy (15) and (16)

}
and let

F∗
n,m(H; δ,Π) =

{
G ∈ Fn,m(H; δ,Π) : G \Π /∈ B(Π, k)

}
.

In other words, F∗
n,m(H; δ,Π) comprises all those graphs G ∈ Fn,m(H; δ,Π) for which

the monochromatic subgraph of G induced by the r-colouring Π has maximum degree

larger than k. The following proposition gives a sufficient condition for the assertion

of the 1-statement of Theorem 1.4 to hold true, that is, a sufficient condition for the

asymptotic inequality |Fn,m(H) \ Gn,m(r, k)| ≪ |Fn,m(H)|.

Proposition 7.1. Suppose that H is a simple vertex-critical graph with χ(H) = r+1 ⩾ 3

and criticality k + 1. For all positive δ and γ, there exists a constant C such that the

following holds when m ⩾ Cn
2− 1

m2(H) : Suppose that there is a function ω : N → (0,∞)

satisfying ω(n) → ∞ as n → ∞ such that, for every Π ∈ Pn,r(γ), there exists a map

M : F∗
n,m(H; δ,Π)→ B(Π, k) that satisfies

|M−1(B)| ⩽ 1

ω(n)
·
(

e(Π)

m− e(B)

)
(18)

for every B ∈ B(Π, k). Then

|Fn,m(H) \ Gn,m(r, k)| ≪ |Fn,m(H)|.
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Proof. Set C = C6.1(δ, γ) and suppose that m ⩾ Cn
2− 1

m2(H) . We claim that

Fn,m(H) \ Gn,m(r, k) ⊆
(
Fn,m(H) \

⋃
Π∈Pn,r(γ)

Fn,m(H; δ,Π)

︸ ︷︷ ︸
=:F+

n,m(H;δ,γ)

)
∪

⋃
Π∈Pn,r(γ)

F∗
n,m(H; δ,Π).

Indeed, if G ∈ F+
n,m(H; δ, γ) \ Gn,m(r, k), then, on the one hand, G ∈ Fn,m(H; δ,Π) for

some Π ∈ Pn,r(γ) but, on the other hand, G\Π /∈ B(Π, k) and hence G ∈ F∗
n,m(H; δ,Π).

Since Theorem 6.1 implies that

|Fn,m(H) \ F+
n,m(H; δ, γ)| ≪ |Fn,m(H)|,

it suffices if we show that our assumptions imply that∑
Π∈Pn,r(γ)

|F∗
n,m(H; δ,Π)| ≪ |Fn,m(H)|. (19)

To this end, note first that the assumption that H is simple vertex-critical implies that,

for all Π ∈ Pn,r and B ∈ BvH (Π, k), the graph B ∪Π is H-free and, consequently,

Um(Π, B) ⊆ Gm(Π, B) ⊆ Fn,m(H).

Since the families Um(Π, B) are pairwise-disjoint and

|Um(Π, B)|
P 4.3

⩾
1

2
· |Gm(Π, B)| = 1

2

(
e(Π)

m− e(B)

)
,

we have

|Fn,m(H)| ⩾
∑

Π∈Pn,r(γ)

∑
B∈BvH

(Π,k)

|Um(Π, B)|

⩾
1

2

∑
Π∈Pn,r(γ)

∑
B∈BvH

(Π,k)

(
e(Π)

m− e(B)

)
P 4.5

⩾
c4.5
2

∑
Π∈Pn,r(γ)

∑
B∈B(Π,k)

(
e(Π)

m− e(B)

)
.

(20)

Fix an arbitrary Π ∈ Pn,r(γ), letM be the map satisfying (18) for every B ∈ B(Π, k),
and observe that

|F∗
n,m(H; δ,Π)| =

∑
B∈B(Π,k)

|M−1(B)| ⩽ 1

ω(n)

∑
B∈B(Π,k)

(
e(Π)

m− e(B)

)
. (21)

Summing (21) over all Π ∈ Pn,r(γ) and substituting it into (20) yields (19). □

7.2. Splitting into the sparse and the dense cases. In the remainder of this pa-

per, we will define, for some sufficiently small positive constants δ and γ and every

Π ∈ Pn,r(γ), a map M : F∗
n,m(H; δ,Π) → B(Π, k) and show that these maps satisfy

the assumptions of Proposition 7.1. Unfortunately, our main argument, presented in

Section 8, will work only under the assumption that m ⩽ ex(n,H) − Ω(n2); the (much

easier) complementary case m ⩾ ex(n,H)− o(n2) will be treated in Section 9.

In order to formally define the split between the two cases, we need to introduce several

additional parameters (cf. Figure 1). First, let γ be any positive constant satisfying

γ ⩽
1

20r
. (22)
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ν

ε

ξ c̃8.1

Γ β

α ρ

σ C2 c2c̃8.7

δ

γ

CH

Figure 1. The Hasse diagram depicting dependence between the various

constants in the proof

Second, let ξ be a positive constant that satisfies inequalities (60) and the first inequal-

ity (61), which involve absolute constants ε and ν that are defined in (59). Third, let δ

be a small positive constants that also satisfies the first inequality in (61) and, moreover,

the inequalities

δ ⩽
1

20r
and δ ⩽

ξρc̃8.7
70

·min

{
σ,

1

C2

}
, (23)

where c̃8.7 is an absolute positive constant implicit in the statement of Lemma 8.7, ρ is

a constant that depends on ξ and on c̃8.7 and is defined at the beginning of Section 8,

and σ and C2 are constant that depend on ξ and the function (z, α, λ) 7→ τ implicit in

the statement of Lemma 3.3 and are defined in Section 8.6. Finally, define

CH = max

{
C7.1(δ, γ),

1

β
,

1

c2 · c̃8.7
· 35r
ξ
, 2

}
, (24)

where C7.1(δ, γ) is a constant that depends on δ and γ and is implicitly defined in the

statement of Proposition 7.1, β is a constant that depends on ξ and on c̃8.1 and is defined

at the beginning of Section 8, and c2 is a constant that depends on ρ (see above) and is

defined in Section 8.6.

Fix an arbitrary Π ∈ Pn,r(γ). Our definition of the mapM : F∗
n,m(H; δ,Π)→ B(Π, k)

and the arguments we will use to show that M satisfies the assumptions of Proposi-

tion 7.1 with ω(n) = 2/n will vary depending on whether

CHmH ⩽ m ⩽ e(Π)− ξn2 or e(Π)− ξn2 < m ⩽ ex(n,H). (25)

Our analysis under the assumption that m satisfies the first and the second pair of

inequalities in (25) will be referred to as the sparse case and the dense case, respectively.

These two cases will be treated in Sections 8 and 9, respectively.
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8. The 1-statement: the sparse case

Fix a partition Π ∈ Pn,r(γ). In this section, we verify the assumptions of Proposi-

tion 7.1 in the case where

CHmH ⩽ m ⩽ e(Π)− ξn2.
In order to show that the assumptions of Proposition 7.1 are satisfied, we will first define

a natural map M : F∗
n,m(H; δ,Π) → B(Π, k) by letting M(G) be an arbitrarily chosen

maximal subgraph of G \ Π with maximum degree k. We will estimate the left-hand

side of (18) using two different arguments, depending on the distribution of edges in the

monochromatic graph G \Π: the low-degree case and the high-degree case.

Let TΠ denote the family of all T ⊆ Πc that are the monochromatic subgraph of some

G ∈ F∗
n,m(H; δ,Π), that is,

TΠ =
{
G \Π : G ∈ F∗

n,m(H; δ,Π)
}
;

our definitions imply that every T ∈ TΠ satisfies e(T ) ⩽ δm and ∆(T ) > k. Define

further, for every T ∈ TΠ,

F∗(T ) =
{
G ∈ F∗

n,m(H; δ,Π) : G \Π = T
}
,

and observe that

|F∗
n,m(H; δ,Π)| =

∑
T∈TΠ

|F∗(T )|.

In order to describe the split between the low-degree and the high-degree cases, let

β = min

{
e

ξ(r − 1)
,
c̃8.1
22

}
and D =

⌊
β

m

n log n

⌋
, (26)

where c̃8.1 is an absolute positive constant that is implicit in the statement of Proposi-

tion 8.1, and choose a ρ > 0 which satisfies(
e

ξρ

)ρ
⩽ eβ/2 and ρ ⩽

1

4r
; (27)

it is possible to choose such ρ, since the left-hand side of the first inequality in (27)

converges to 1 as ρ→ 0.

8.1. Decomposing the monochromatic graphs. For every T ∈ TΠ, we define the

following graphs and sets:

• Let BT be an arbitrarily chosen maximal subgraph of T with ∆(BT ) = k; note

that BT ∈ B(Π, k), as defined in Section 4.2.

• Let UT be an arbitrarily chosen maximal subgraph of T that extends BT and

satisfies ∆(UT ) ⩽ D.

• Let XT be the set of vertices whose degrees in UT are exactly D.

• Let HT be the set of all vertices whose degrees in T are larger than ρm/n; note

that |HT | ⩽ 2δn/ρ.

Finally, for every B ∈ B(Π, k), let TΠ(B, t, ℓ, h) denote the subfamily of TΠ comprising

all T with

BT = B, e(T ) = t, e(UT ) = e(B) + ℓ, and |HT | = h.

The mapM that we will supply to Proposition 7.1 is the map defined byM(G) = BT ,

where T = G \Π.
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8.2. The low-degree and the high-degree cases. We may now define the partition

into the low-degree and the high-degree cases. Suppose that T ∈ TΠ. We place T in

TL(Π) when

e(UT \BT ) log n ⩾
m|HT |
ξn

; (28)

otherwise, we place T in TH(Π). Since TL(Π) and TH(Π) form a partition of TΠ, we have,
for every B ∈ B(Π, k),

|M−1(B)| =
∑
T∈TΠ
BT=B

|F∗(T )| =
∑

T∈TL(Π)
BT=B

|F∗(T )|+
∑

T∈TH(Π)
BT=B

|F∗(T )|. (29)

The low-degree and the high-degree cases are estimates of the first and the second sums

in the right hand side of (29), respectively.

8.3. The low-degree case – summary. In the low-degree case, we will rely on the

following upper bound on |F∗(T )|, which is established in Section 8.5 with the use of

the Hypergeometric Janson Inequality (Lemma 3.1).

Proposition 8.1. There exists a positive constant c̃ that depends only on H such that

the following holds. If m ⩾ C̃mH for some C̃ ⩾ 2, then, for every Π ∈ Pn,r(γ), every
B ∈ B(Π, k), all t ⩽ m/2, ℓ, and h, and every T ∈ TΠ(B, t, ℓ, h),

|F∗(T )| ⩽ exp

(
− c̃

β + C̃−1
· ℓ log n

)
·
(
e(Π)

m− t

)
.

This upper bound on |F∗(T )| will be combined with the following estimate on the size

of the sum over all T ∈ TL(Π), which is derived in Section 8.4.

Lemma 8.2. Suppose that n log n≪ m ⩽ e(Π)− ξn2. For every B ∈ B(Π, k) and all t,

ℓ, and h,

|TΠ(B, t, ℓ, h)| ·
(
e(Π)

m− t

)
⩽ exp

(
14ℓ log n+

2mh

ξn

)
·
(

e(Π)

m− e(B)

)
.

Before we close this section, we show how these two lemmas can be used to estimate

the first sum in the right-hand side of (29). Let L be the family of all triples (t, ℓ, h)

that satisfy t ⩾ ℓ ⩾ 1 and ℓ log n ⩾ mh/(ξn), cf. (28), and observe that, for every

B ∈ B(Π, k), ∑
T∈TL(Π)
BT=B

|F∗(T )| =
∑

(t,ℓ,h)∈L

∑
T∈TΠ(B,t,ℓ,h)

|F∗(T )|

︸ ︷︷ ︸
Xt,ℓ,h

.

Since m ⩾ CHmH , Proposition 8.1 and Lemma 8.2 imply that, for every (t, ℓ, h) ∈ L,

Xt,ℓ,h ⩽ |TΠ(B, t, ℓ, h)| · exp

(
− c̃

β + C−1
H

· ℓ log n

)
·
(
e(Π)

m− t

)

⩽ exp

(
14ℓ log n+

2mh

ξn
− c̃

β + C−1
H

· ℓ log n

)
·
(

e(Π)

m− e(B)

)
(24)

⩽ exp

((
16− c̃

2β

)
· ℓ log n

)
·
(

e(Π)

m− e(B)

)
(26)

⩽ n−6ℓ ·
(

e(Π)

m− e(B)

)
.
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Since ℓ ⩾ 1 for every (t, ℓ, h) ∈ L, we may conclude that∑
T∈TL(Π)
BT=B

|F∗(T )| ⩽ |L| · n−6 ·
(

e(Π)

m− e(B)

)
⩽

1

n
·
(

e(Π)

m− e(B)

)
.

8.4. Enumerating the monochromatic graphs. In this short section, we enumerate

graphs in TΠ(B, t, ℓ, h), proving Lemma 8.2.

Proof of Lemma 8.2. We will count the number of ways to construct any T ∈ TΠ(B, t, ℓ, h)
in several steps. We first record the following inequality, which holds for all integers

y ⩽ m′ ⩽ m: ( e(Π)
m′−y

)(e(Π)
m′

) =

(
m′

y

)(
e(Π)−m′+y

y

) ⩽

(
m
y

)(
ξn2+y
y

) (4)

⩽

(
m

ξn2

)y
. (30)

Since B = BT ⊆ T for every T ∈ TΠ(B, t, ℓ, h), we only need to choose which t − e(B)

edges of Πc form the graph T \ B. For every T ∈ TΠ(B, t, ℓ, h), let U ′
T be the subgraph

of UT \B obtained by removing all edges touching XT . Since every edge of UT \U ′
T has

at least one endpoint in XT and ∆(B) ⩽ k, we have

ℓ = e(UT \B) ⩾ e(U ′
T ) + |XT | · (D − k)/2 ⩾ e(U ′

T ) + |XT | ·D/3.

We choose the edges of T \B in three steps:

(S1) We choose the edges of U ′
T .

(S2) We choose the edges of T \B that touch XT \HT .

(S3) We choose the remaining edges of T \B; they all touch HT .

We count the number of ways to build a graph T ∈ TΠ(B, t, ℓ, h) with u′, tX ,

and tH edges chosen in steps (S1), (S2), and (S3), respectively. An upper bound on

|TΠ(B, t, ℓ, h)| will be obtained by summing over all choices for u′, tX , and tH . There

are at most
(e(Πc)

u′

)
ways to choose u′ edges of U ′

T . Since e(Π
c) ⩽ n2, we have(

e(Πc)

u′

)
·

( e(Π)
m−e(B)−u′

)( e(Π)
m−e(B)

) (30)

⩽ n2u
′
(
m

ξn2

)u′
=

(
m

ξ

)u′
⩽ m2u′ .

Next, we bound the number of ways to choose the tX edges that touch XT \HT . To this

end, we arbitrarily order the vertices of XT \HT as v1, . . . , vs and then, for each i ∈ JsK,
we choose the edges incident to vi and not to any of v1, . . . , vi−1; denote the number of

such edges by di. Since we are considering only vertices of XT \HT , we have di ⩽ ρm/n;

moreover, d1 + · · · + ds = tX . Let N2 = N2(tX , s) denote the total number of ways to

choose the tX edges when |XT \HT | = s. We have

N2 ·

( e(Π)
m−e(B)−u′−tX

)( e(Π)
m−e(B)−u′

) ⩽

(
n

s

) ∑
d1,...,ds⩽ρm/n
d1+···+ds=tX

s∏
i=1

(
n

di

)
·

( e(Π)
m−e(B)−u′−(d1+···+di)

)( e(Π)
m−e(B)−u′−(d1+···+di−1)

)

⩽

n · ρm/n∑
d=0

(
n

d

)
· max
m′⩽m

( e(Π)
m′−d

)(e(Π)
m′

)
s

(30)

⩽

n+ n ·
ρm/n∑
d=1

(
en

d
· m
ξn2

)ds

.
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Since, for every positive a, the function x 7→ (ea/x)x is increasing on the interval (0, a]

and ρ < e/ξ, we conclude thatN2 ·

( e(Π)
m−e(B)−u′−tX

)( e(Π)
m−e(B)−u′

)
1/s

⩽ n+ ρm ·
(
e

ξρ

)ρm/n
⩽

(
e

ξρ

)2ρm/n (27)

⩽ eβm/n ⩽ mD.

Finally, let N3 = N3(tX , h) denote the number of ways to choose the remaining tH edges

of T \ B. Recalling that e(B) + u′ + tX + tH = t and arguing similarly as above, we

obtain

N3 ·
(
e(Π)
m−t
)( e(Π)

m−e(B)−u′−tX

) ⩽

(
n+ n ·

n−1∑
d=1

(
en

d
· m
ξn2

)d)h
.

Using again the fact that (ea/x)x ⩽ ea for all x ∈ (0,∞), we conclude thatN3 ·
(
e(Π)
m−t
)( e(Π)

m−e(B)−u′−tX

)
1/h

⩽ n+ n2 · exp
(
m

ξn

)
⩽ exp

(
2m

ξn

)
.

Combining the above bounds, we obtain

|TΠ(B, t, ℓ, h)| ·
(
e(Π)
m−t
)( e(Π)

m−e(B)

) ⩽
∑

u′,tX ,tH ,s
u′+tX+tH=t
u′+sD/3⩽ℓ

m2u′ ·mDs · exp
(
2mh

ξn

)

⩽ nm3 ·m3ℓ · exp
(
2mh

ξn

)
⩽ exp

(
14ℓ log n+

2mh

ξn

)
,

where the final inequality follows as nm3 ⩽ m4 ⩽ m4ℓ and m ⩽ n2. □

8.5. The low-degree case. In this section, we prove Proposition 8.1, that is, for a

given T ∈ TΠ(B, t, ℓ, h), we give an upper bound on the number of graphs in F∗(T ) in

terms of t and ℓ. To this end, fix an arbitrary critical star Si0 in H that satisfies

ηi0(H) = η(H) and ζi0(H) = ζ(H),

where η(H) and ζ(H) are the quantities defined above (1). Fix some T ∈ TΠ. For every
injection φ : V (H) → JnK, we let Sφ = φ(Si0) and Kφ = φ(H \ Si0) be the labelled

graphs that are the images of Si0 and H \ Si0 via the embedding φ. Define

ΦT = {φ : Sφ ⊆ T and Kφ ⊆ Π};

in other words, ΦT comprises all those embeddings of H into Π∪ T that embed Si0 into

T and map the remaining edges of H to Π. Since T ⊆ G for every G ∈ F∗(T ), the

graph G ∩ Π does not contain any of the Kφ with φ ∈ ΦT . In particular, letting G′ be

a uniformly chosen random subgraph of Π with m− t edges, we have

|F∗(T )| ⩽ P
(
Kφ ⊈ G′ for each φ ∈ ΦT

)
·
(
e(Π)

m− t

)
. (31)

Proposition 8.1 is derived from (31) and the Hypergeometric Janson Inequality. In

order to get a strong bound on the probability in the right-hand side of (31), we will

carefully construct a sub-family of ΦT that satisfies some ‘nice’ properties and apply

Janson’s inequality with ΦT replaced by this sub-family.
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Lemma 8.3. Suppose that Π = {V1, . . . , Vr} and let T ∈ TΠ(B, t, ℓ, h). There are an

i ∈ JrK and a family S of edge-disjoint copies of K1,k+1 in T [Vi] that satisfy the following

properties for some positive constants c1 and C1 that depend only on r and k:

(GS1) We have c1ℓ ⩽ |S| ⩽ ℓ.

(GS2) For every v ∈ JnK, we have |{S ∈ S : v ∈ V (S)}| ⩽ D =
⌊
β m
n logn

⌋
.

(GS3) For every two different vertices v, u ∈ JnK, let A(u, v) be the set of all pairs of

stars S, S′ ∈ S, each containing both u and v as leaves. Then,
∑

u,v |A(u, v)| ⩽
C1ℓ.

We will first derive Proposition 8.1 from Lemma 8.3 and and then prove the lemma.

Proof of Proposition 8.1. Suppose that Π = {V1, . . . , Vr} and let T ∈ TΠ(B, t, ℓ, h) be

a graph with at most m/2 edges. Let i, S, c1, and C1 be the colour class, the family

of stars, and the two constants from the statement of Lemma 8.3, respectively. Fix an

arbitrary colouring ψ : V (H) → JrK that leaves only the edges of Si0 monochromatic

and such that the vertices of Si0 are coloured i; such a colouring exists because Si0 is a

critical star of H. For every j ∈ JrK, randomly choose an equipartition {Vj,w}w∈V (H) of

Vj into vH parts. We let Φ′
T be the family of all embeddings φ ∈ ΦT that satisfy

Sφ ∈ S and φ(w) ∈ Vψ(w),w for every w ∈ V (H).

Let n′ = min{|V | : V ∈ Π} ⩾ n/(2r). Since there are at least |S| · (n′ − vH)vH−(k+2)

embeddings φ ∈ ΦT such that Sφ ∈ S and φ(w) ∈ Vψ(w) for every w ∈ V (H) and, for

each such φ, the probability that φ ∈ Φ′
T is at least v−vHH , there is a positive constant c

that depends only on H such that

E
[
|Φ′
T |
]
⩾ cℓnvH−k−2.

We now fix some partitions {Vj,w}w∈V (H) for which |Φ′
T | is at least as large as its

expectation and we let

S ′ =
{
Sφ : φ ∈ Φ′

T

}
and K′ =

{
Kφ : φ ∈ Φ′

T

}
.

We claim that Kφ ̸= Kφ′ for each pair of distinct φ,φ′ ∈ Φ′
T . To see this, note first that,

since Si0 is a critical star, every vertex in V (Si0) must have a neighbour in ψ(j)−1, for

each j ∈ JrK \ {i}. Since H has no isolated vertices, this means that each vertex of H is

incident to an edge of H \Si0 . Therefore, since each φ ∈ Φ′
T maps every w ∈ V (H) to its

dedicated set Vψ(w),w, one can recover φ from the graph Kφ. This means, in particular,

that

|K′| = |Φ′
T | ⩾ cℓnvH−k−2. (32)

Suppose that m ⩾ C̃mH for some C̃ ⩾ 2 and let G′ be a uniformly chosen random

subgraph of Π with m− t edges. The definition of K′ and (31) imply that

|F∗(T )| ⩽ P(K ⊈ G′ for every K ∈ K′) ·
(
e(Π)

m− t

)
.

We shall bound this probability from above using the Hypergeometric Janson Inequality.

To this end, let p = m−e(T )
e(Π) and note that

m

2n2
⩽ p ⩽

5m

n2
, (33)
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where the first inequality holds because e(T ) ⩽ m/2 and the last inequality follows from

part (i) of Proposition 4.1, as Π ∈ Pn,r(γ) and γ ⩽ 1
20r . For any K,K ′ ∈ K′, we write

K ∼ K ′ if K and K ′ share an edge but K ̸= K ′. Let µ and ∆ be the quantities defined

in the statement of the Hypergeometric Janson Inequality (Lemma 3.1), that is,

µ =
∑
K∈K′

peK and ∆ =
∑

K,K′∈K′

K∼K′

peK∪K′ .

Since eK = e(H \ Si0) = eH − k − 1 for every K ∈ K′, we have, by (32),

µ = |K′| · peH−k−1 ⩾ cℓnvH−k−2peH−k−1. (34)

We now bound ∆ from above. In order to do this, we shall classify the pairs (K,K ′) ∈
(K′)2 with K ∼ K ′ according to their intersection. To this end, for each J ⊆ V (Si0),

define S ′(J) to be the set of all pairs of stars from S ′ which agree exactly on (the image

of) J , that is,

S ′(J) =
{
(Sφ, Sφ′) ∈ S ′ × S ′ : Sφ ∩ Sφ′ = φ(H[J ]) = φ′(H[J ])

}
.

Further, given J ⊆ V (Si0) and I ⊆ V (H) \V (Si0), let FI,J = H[I ∪J ] \Si0 , that is, FI,J
is a graph with vertex set I ∪ J that comprises the edges of H \Si0 with both endpoints

in I ∪ J . (Let us note here that FI,J may have some isolated vertices.) Finally, for

J ⊆ V (Si0), I ⊆ V (H) \ V (Si0), and S, S
′ ∈ S ′(J), define K(I, J, S, S′) to be the set of

all pairs K,K ′ ∈ K′ which extend the stars S, S′, respectively, and agree exactly on (the

image of) I ∪ J . In other words,

K(I, J, S, S′) =
{
(Kφ,K

′
φ) ∈ (K′)2 : Kφ ∩Kφ′ = φ(FI,J) = φ′(FI,J), Sφ = S, Sφ′ = S′}.

For brevity, set

v′ = |V (H) \ V (Si0)| = vH − k − 2 and e′ = e(H \ Si0) = eH − k − 1.

These definitions were made in such a way that

∆ =
∑

J⊆V (Si0
)

∑
(S,S′)∈S′(J)

∑
I⊆V (H)\V (Si0

)

e(FI,J )>0

∑
(K,K′)∈K(I,J,S,S′)

p2e
′−e(FI,J )

⩽
∑

J⊆V (Si0
)

∑
(S,S′)∈S′(J)

∑
I⊆V (H)\V (Si0

)

e(FI,J )>0

n2v
′−|I|p2e

′−e(FI,J ).
(35)

Denote by ∆0, ∆1, and ∆2 the contributions to the sum in the right-hand side of (35)

corresponding to J = ∅, |J | = 1, and |J | ⩾ 2, respectively, so that ∆ ⩽ ∆0 +∆1 +∆2.

Since FI,∅ = H[I] ⊆ H, we have

∆0

n2v′p2e′
=

∑
(S,S′)∈S′(∅)

∑
I⊆V (H)\V (Si0

)

e(FI,∅)>0

1

n|I|pe(FI,∅)
⩽ |S ′(∅)| ·

∑
∅≠F⊆H

1

nvF peF

⩽ |S|2 · 2eH

min∅≠F⊆H nvF peF

L. 3.5

⩽ |S|2 · 2
eH

n2p
⩽ ℓ2 · 2

eH

n2p
,
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where the last inequality follows from (GS1) in Lemma 8.3. Further, as vFI,J
= |I|+ |J |,

∆1

n2v′p2e′
=

∑
J⊆V (Si0

)

|J |=1

∑
(S,S′)∈S′(J)

∑
I⊆V (H)\V (Si0

)

e(FI,J )>0

n

n
vFI,J p

eFI,J

⩽
∑
S∈S

∑
v∈V (S)

∑
S′∈S

v∈V (S′)

∑
∅≠F⊆H

n

nvF peF

⩽ |S| · (k + 2) ·max
v
|{S′ ∈ S : v ∈ V (S′)}| · 2eH · n

min∅≠F⊆H nvF peF

⩽ ℓ · (k + 2) ·D · 2
eH

np
,

where the last inequality follows from (GS1) and (GS2) in Lemma 8.3 and from Lemma 3.5.

Finally,

∆2

n2v′p2e′
=

∑
J⊆V (Si0

)

|J |⩾2

∑
(S,S′)∈S′(J)

∑
I⊆V (H)\V (Si0

)

e(FI,J )>0

n|J |

n
vFI,J p

eFI,J

⩽
∑
u,v∈Vi
u̸=v

∑
S,S′∈S′

u,v∈V (S)∩V (S′)

∑
J⊆V (Si0

)

|J |⩾2

∑
I⊆V (H)\V (Si0

)

e(FI,J )>0

n|J |

n
vFI,J p

eFI,J

⩽ C1ℓ · 2vH ·max

{
n|V (F )∩V (Si0

)|

nvF peF
: ∅ ≠ F ⊆ H \ Si0

}
,

(36)

where the last inequality follows from (GS3) in Lemma 8.3 (since the stars in S ⊇ S ′
are edge-disjoint, two different S, S′ ∈ S ′ that intersect in more than one vertex have to

intersect only in leaf vertices). In order to bound the maximum in the right-hand side

of (36), given an arbitrary nonempty F ⊆ H \ Si0 , we let F ′ = F ∪ Si0 , so that

n|V (F )∩V (Si0
)|

nvF peF
= n−vF ′+k+2p−eF ′+k+1. (37)

Claim 8.4. For every F ′ satisfying Si0 ⊊ F ′ ⊆ H, we have

n−vF ′+k+2p−eF ′+k+1 ⩽
2

C̃ log n
.

Proof. Since eF ′ > eSi0
= k + 1, we have

n−vF ′+k+2p−eF ′+k+1
(33)

⩽ n−vF ′+k+2 ·

(
C̃

2
· mH

n2

)−eF ′+k+1

⩽
2

C̃
· n−vF ′+k+2 ·

(mH

n2

)−eF ′+k+1

=
2

C̃
·
(
n

1
dk+2(F

′) · mH

n2

)−eF ′+k+1

.

Regardless of which case holds true in the definition of mH given in (1), we have

mH

n2
⩽ n

− 1
η(H) (log n)

1
ζ(H)−k−1 = n

− 1
ηi0

(H) (log n)
1

ζi0
(H)−k−1
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and, consequently,

n−vF ′+k+2p−eF ′+k+1 ⩽
2

C̃
· n

(
1

dk+2(F
′)−

1
ηi0

(H)

)
(−eF ′+k+1)

· (log n)
−

eF ′−k−1

ζi0
(H)−k−1 .

The claimed upper bound follows since dk+2(F
′) ⩽ ηi0(H) and eF ′ ⩾ ζi0(H) whenever

dk+2(F
′) = ηi0(H). □

Substituting (37) into (36) and invoking Claim 8.4 yields

∆2 ⩽
C1ℓ · 2vH+1

C̃ log n
· n2v′p2e′ .

Recalling (34) and the definitions of v′ and e′, we thus obtain

∆

µ2
⩽

∆0 +∆1 +∆2

µ2
⩽

1

c2ℓ
·
(
2eH ℓ

n2p
+

2eH (k + 2)D

np
+
C12

vH+1

C̃ log n

)
.

Since ℓ ⩽ Dn, or otherwise TΠ(B, t, ℓ, h) is empty (see Section 8.1), and

D

np
⩽

βm

n2p log n

(33)

⩽
2β

log n
,

we conclude that
∆

µ2
⩽
C ′(β + C̃−1)

ℓ log n
, (38)

where C ′ is some constant that depends only on H. On the other hand, (34) and

Claim 8.4 with F ′ = H imply that

µ ⩾
cC̃ℓ log n

2
. (39)

Finally, we invoke Lemma 3.1 with q = µ
µ+∆ ⩽ 1 to conclude that

|F∗(T )|(
e(Π)
m−t
) ⩽ P(K ⊈ G′ for every K ∈ K′) ⩽ exp

(
− µ2

µ+∆
+

µ2∆

2(µ+∆)2

)
⩽ exp

(
− µ2

2(µ+∆)

)
⩽ exp

(
−min

{
µ

4
,
µ2

4∆

})
.

Substituting inequalities (38) and (39) into this bound, we obtain the assertion of the

proposition with c̃ = min{1/(4C ′), c/8}. □

Proof of Lemma 8.3. Suppose that Π = {V1, . . . , Vr} and let T ∈ TΠ(B, t, ℓ, h) for some

B ∈ B(Π, k). Recall from Section 8.1 that UT is a canonically chosen maximal subgraph

of T that extends B and satisfies ∆(UT ) ⩽ D.

Claim 8.5. There are U ′ ⊆ UT and an orientation U⃗ of a subgraph of U ′ that satisfy

(i) We have B ⊆ U ′ and e(U ′ \B) ⩾ ℓ/2.

(ii) For every (u, v) ∈ U⃗ , we have degU ′(u) ⩽ max{degU ′(v), 4(k + 1)}.
(iii) For every v ∈ JnK, either deg−

U⃗
(v) = 0 or deg−

U⃗
(v) ⩾ max{degU ′(v)/4, k + 1}.

(iv) We have e(U⃗) ⩾ ℓ/(8k + 8).

Proof. Let Q = {v : degUT
(v) ⩾ 4(k+ 1)}. We split the proof into two cases, depending

on how many edges of UT \B have an endpoint in Q.

Case 1. Fewer than half the edges of UT \B touch Q.
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Let U ′ be the graph obtained from UT by removing all edges of UT \B that touch Q. As

ℓ = e(UT \B), the graph U ′ satisfies (i); moreover, as ∆(B) ⩽ k, then ∆(U ′) < 4(k+1).

Let W = {w ∈ U ′ : degU ′(w) ⩾ k+ 1}, let W ′ be a largest U ′-independent subset of W ,

and let

U⃗ =
{
(u, v) : {u, v} ∈ U ′ and v ∈W ′}.

Since ∆(U ′) < 4(k + 1), property (ii) clearly holds. To see that (iii) holds, choose an

arbitrary v ∈ JnK and note that deg−
U⃗
(v) = 0 if v /∈W ′; if v ∈W ′ ⊆W , then

deg−
U⃗
(v) = degU ′(v) ⩾ k + 1 = max{degU ′(v)/4, k + 1}.

Finally, we argue that (iv) holds as well. Since B is a maximal subgraph of UT with

maximum degree at most k and U ′ ⊇ B, every edge of U ′ \ B must have an endpoint

with degree larger than k. Therefore, by (i),

ℓ/2 ⩽ e(U ′ \B) ⩽
∑
w∈W

degU ′(w).

As every vertex in W \ W ′ has a U ′-neighbour in W ′ (since W ′ is a maximal U ′-

independent subset of W ), we further have∑
w∈W\W ′

degU ′(w) ⩽
∑
v∈W ′

∑
w∈NU′ (v)

degU ′(w) ⩽
∑
v∈W ′

degU ′(v) ·∆(U ′)

Recalling that ∆(U ′) ⩽ 4k+3, that (u,w) ∈ U⃗ for every {u,w} ∈ U ′ such that w ∈W ′,

and that W ′ is an independent set in U ′, we conclude that

ℓ/2 ⩽ (4k + 4)
∑
w∈W ′

degU ′(w) = (4k + 4)e(U⃗).

Case 2. At least half the edges of UT \B touch Q.

In this case we just take U ′ = UT , so that (i) clearly holds. We first let U⃗ ′ be an

arbitrary orientation of U ′ such that degU ′(u) ⩽ degU ′(v) for all (u, v) ∈ U⃗ ′. We then

obtain U⃗ from U⃗ ′ by removing all edges directed to a vertex v that satisfies deg−
U⃗ ′(v) <

max{k + 1,degU ′(v)/4}. The construction of U⃗ guarantees that both (ii) and (iii) are

satisfied. Since every edge of U ′ between Q and Qc is directed (in U⃗ ′) towards its

Q-endpoint, we have ∑
v∈Q

deg−
U⃗ ′(v) ⩾

1

2

∑
v∈Q

degU ′(v).

Consequently,

e(U⃗) ⩾
∑
v∈Q

deg−
U⃗
(v) =

∑
v∈Q

deg−
U⃗ ′(v)−

∑
v∈Q

deg−
U⃗
(v)=0

deg−
U⃗ ′(v)

⩾
1

2

∑
v∈Q

degU ′(v)−
∑
v∈Q

max{k + 1,degU ′(v)/4} =
1

4

∑
v∈Q

degU ′(v),

since degU ′(v) ⩾ 4(k + 1) for every v ∈ Q. Finally, as at least half the edges of U ′ \ B
touch Q, we have

∑
v∈Q degU ′(v) ⩾ ℓ/2 and we may conclude that e(U⃗) ⩾ ℓ/8. □
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Let U ′ ⊆ UT and an orientation U⃗ of a subgraph of U ′ be as in Claim 8.5. For each

vertex v, denote d⃗v = deg−
U⃗
(v) and let uv1, . . . , u

v
d⃗v

be a uniformly chosen random ordering

of the set of the in-neighbours of v in U⃗ . Given v ∈ JnK and A ⊆ JnK \ {v}, denote by

Sv(A) the |A|-star centred at v whose leaves are all elements of A. Define

S ′ =
{
Sv({uvi , . . . , uvi+k}) : v ∈ JnK, i ∈ Jd⃗v − kK, and (k + 1)|(i− 1)

}
.

In other words, S ′ is a (random) collection of K1,k+1s in U ′ created by taking, for

every vertex v with positive in-degree in U⃗ , the ⌊d⃗v/(k + 1)⌋ stars centred at v whose

leaves are v’s first k + 1 in-neighbours (in the random ordering defined above), v’s

next k + 1 in-neighbours, etc. By construction, the stars in S ′ are edge-disjoint and

|S ′| ⩽ e(U ′ \B) ⩽ ℓ, as each star must contain an edge of U \B (since ∆(B) ⩽ k). On

the other hand, since d⃗v ⩾ k + 1 for every v such that d⃗v > 0,

|S ′| =
∑
v

⌊
d⃗v

k + 1

⌋
⩾
∑
v

d⃗v
2(k + 1)

=
e(U⃗)

2(k + 1)
⩾

ℓ

16(k + 1)2
,

by (iv) in Claim 8.5. Finally, since, for every S ∈ S ′, there is an index iS ∈ JrK such

that S ⊆ U [ViS ], by the pigeonhole principle, there must be an i ∈ JrK such that the set

S = {S ∈ S ′ : S ⊆ T [Vi]}

has size at least |S ′|/r. This family satisfies (GS1) with c1 =
(
16(k + 1)2r

)−1
. To see

that (GS2) holds as well, recall that the stars in S are edge-disjoint, contained in U ′,

and ∆(U ′) ⩽ D.

In the remainder of the proof we show that, with nonzero probability, our collection S
satisfies also (GS3). To this end, recall that

A(u, v) =
{
(S, S′) ∈ (S ′)2 : u and v are leaves of both S and S′}.

Since S ⊆ S ′, it will suffice to show that, with nonzero probability,∑
u,v∈JnK
u̸=v

|A(u, v)| ⩽ C1ℓ. (40)

for some C1 that depends only on r and k. For each pair of distinct u, v ∈ JnK, define

Su,v = {S ∈ S ′ : u and v are leaves of S},

Du,v = {w ∈ JnK : u, v ∈ N−
U⃗
(w) and d⃗w ⩾ k + 1}.

Since the stars in S ′ are edge-disjoint, for every w ∈ Du,v, there is at most one S ∈ Su,v
whose w is the centre. Moreover, if Su,v contains such a star, then both u and v must fall

into one of the ⌊d⃗w/(k+1)⌋ intervals of length k+1 in the random ordering uw1 , . . . , u
w
d⃗w

of N−
U⃗
(w). In particular, for every w ∈ Du,v,

P
(
Su,v contains a star centred at w

)
⩽

k

d⃗w − 1
⩽
k + 1

d⃗w
, (41)

as d⃗w ⩾ k + 1. Moreover, if w ∈ Du,v, then (u,w) ∈ U⃗ and hence, by (ii) and (iii) in

Claim 8.5,

d⃗w ⩾
max{degU ′(w), 4(k + 1)}

4
⩾

degU ′(u)

4
⩾
|Du,v|
4

. (42)
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We conclude that∑
u,v∈JnK
u̸=v

E
[
|Su,v|

]
= E

[
|S ′|
]
+
∑
u,v

∑
w1,w2∈Du,v

w1 ̸=w2

2∏
i=1

P(Su,v contains a star centred at wi)

(41)

⩽ ℓ+
∑
u,v

 ∑
w∈Du,v

k + 1

d⃗w

2
(42)

⩽ ℓ+
∑
u,v

∑
w∈Du,v

4(k + 1)2

d⃗w

⩽ ℓ+
∑

w:d⃗w⩾k+1

4(k + 1)2

d⃗w
·
(
d⃗w
2

)
⩽ ℓ+ 2(k + 1)2

∑
w:d⃗w⩾k+1

d⃗w.

Finally, since d⃗w ⩾ k + 1 implies that

d⃗w ⩽ degU ′(w) ⩽ degU ′\B(w) + k ⩽ (k + 1) degU ′\B(w),

we have ∑
u,v∈JnK
u̸=v

E
[
|A(u, v)|

]
=
∑
u,v

E
[
|Su,v|

]
⩽ ℓ+ 2(k + 1)3

∑
w

degU ′\B(w)

= ℓ+ 2(k + 1)3 · 2e(U ′ \B) ⩽
(
4(k + 1)3 + 1

)
ℓ.

In particular, taking C1 = 4(k + 1)3 + 1, inequality (40) must hold with nonzero proba-

bility. □

8.6. The high-degree case – introduction. Recall from Section 8.1 that, for T ∈ TΠ,
we defined subgraphs BT and UT satisfying BT ⊆ UT ⊆ T and we denoted by HT the

set of all vertices of T whose degree is larger than ρm/n. Then, TH(Π) was the family

of all T ∈ TΠ that satisfy (cf. (28))

e(UT \BT ) log n <
m|HT |
ξn

, (43)

Our argument in the high-degree case will analyse the distribution of edges incident to

a subset of the set HT of high-degree vertices that has convenient properties specified

by our next lemma.

Lemma 8.6. Suppose that Π = {V1, . . . , Vr}. For every T ∈ TΠ, there exist i ∈ JrK and

Y ⊆ Vi with |Y | ⩾ |HT |/(2r) such that, for every v ∈ Y ,

degT\UT
(v, Vi \ Y ) ⩾

ρm

3n
.

Proof. By the pigeonhole principle, there is an i ∈ JrK such that |HT ∩Vi| ⩾ |HT |/r. Fix
any such i and let Vi = V ′

i ∪ V ′′
i be an arbitrary partition that maximises the number of

edges of T \BT incident to HT ∩ Vi that cross the partition. Then, for every v ∈ V ′
i , we

have degT (v, V
′′
i ) ⩾ degT (v, V

′
i ) and vice-versa. We let Y be the larger of the two sets

HT ∩V ′
i and HT ∩V ′′

i , so that |Y | ⩾ |HT ∩Vi|/2 ⩾ |HT |/(2r). Without loss of generality,

Y = HT ∩ V ′
i . Writing U = UT , we have, for every v ∈ Y ⊆ HT ,

degT\U (v, Vi \ Y ) ⩾ degT\U (v, V
′′
i ) ⩾

degT\U (v, Vi)

2
=

degT v − degU v

2

⩾
ρm

2n
− D

2
⩾
ρm

2n
− βm

2n log n
⩾
ρm

3n
,
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as claimed. □

Fix some Π = {V1, . . . , Vr} and T ∈ TH(Π). Let iT ∈ JrK and YT ⊆ ViT be the index

and the set from the statement of Lemma 8.6. Let

DH =
⌈ρm
3n

⌉
,

and define Z(T ) to be the family of all graphs that are obtained from T by adding to it

edges connecting each v ∈ Y to some DH vertices in each Vi with i ̸= iT . Note that, for

every Z ∈ Z(T ),
e(Z) = e(T ) + |YT | · (r − 1) ·DH .

Recall from (16) that, for every G ∈ F∗(T ) and every v ∈ HT , we have degG(v, Vi) ⩾
ρm/n ⩾ DH for every i ∈ JrK. This means, in particular, that for each G ∈ F∗(T ), there

is some Z ∈ Z(T ) such that Z ⊆ G. In other words, defining, for each Z ∈ Z(T ),

F∗(T ;Z) = {G ∈ F∗(T ) : Z ⊆ G},

we have

F∗(T ) =
⋃

Z∈Z(T )

F∗(T ;Z). (44)

We now turn to bounding |F∗(T ;Z)| from above. To this end, fix some T ∈ TH(Π)
and Z ∈ Z(T ). For every v ∈ YT and every i ∈ JrK, let Ni(v) be an arbitrary subset of

NZ\UT
(v)∩ (Vi \Y ) with DH elements (and note that Ni(v) = NZ(v)∩Vi when i ̸= iT ).

Let vc be the centre of any critical star of H and let H− be the subgraph of H obtained

by removing vc and all the vertices whose only neighbour inH is vc. (AsH has no isolated

vertices, neither does H−.) Let W1 = NH(vc) ∩ V (H−) and W2 = V (H−) \W1; denote

v1 = |W1| and v2 = |W2|. Since H− is obtained from H by removing the critical vertex vc
(and possibly some additional vertices), it is r-colourable; let us fix an arbitrary proper

colouring ψ : V (H−)→ JrK.
Define a v1-partite v1-uniform hypergraph HZ as follows:

V (HZ) =
⊔

w∈W1

Vψ(w),

E(HZ) =
⋃
v∈YT

{
(vw)w∈W1 : vw ∈ Nψ(w)(v) for all w ∈W1, all distinct

}
.

For every injection φ : V (H−)→ JnK, let Kφ be the labelled graph that is the image of

H− via the embedding φ. Define

ΦZ =
{
φ : Kφ ⊆ Π− YT and

(
φ(w)

)
w∈W1

∈ HZ
}
;

in other words, ΦZ comprises all embeddings of H− into Π that avoid the set YT and

such that W1 is mapped into N1(v) ∪ · · · ∪Nr(v) for some v ∈ YT , accordingly with the

colouring ψ.

Choose an arbitrary G ∈ F∗(T ;Z). We claim that G∩Π cannot contain any of the Kφ

with φ ∈ ΦZ . Suppose to the contrary that Kφ ⊆ G ∩ Π for some φ ∈ ΦZ . By the

definitions of HZ and ΦZ , there is a vertex v ∈ YT such that φ(w) ∈ Nψ(w)(v) for all w ∈
W1. Since Ni(v) ⊆ NZ(v) ⊆ NG(v) for all i ∈ JrK, extending φ to V (H) by first letting

φ(vc) = v and then choosing φ(w) ∈ NZ(v) arbitrarily2 for all w ∈ NH(vc) \ V (H−)

2One can keep φ injective since vH ≪ ρm/n ⩽ degZ(v).
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would give an embedding of H into G. In particular, letting G′ be a uniformly chosen

random subgraph of Π \ Z with m− e(Z) edges, we have

|F∗(T ;Z)| ⩽ P
(
Kφ ⊈ G′ for each φ ∈ ΦZ

)
·
(

e(Π)

m− e(Z)

)
. (45)

The probability in (45) can vary greatly with the distribution of the edges of the

associated hypergraph HZ . For a vast majority of Z ∈ Z(T ), an upper bound on

this probability that we will obtain using the Hypergeometric Janson Inequality will be

sufficient to survive a naive union bound argument; we shall refer to this as the regular

case. There will be, however, a family of exceptional graphs Z ∈ Z(T ) for which the

distribution of the edges of the associated hypergraph HZ precludes obtaining a strong

upper bound on the probability in (45). We shall prove (using Lemma 3.3) that the

number of such exceptional graphs Z is extremely small; we shall refer to this as the

irregular case.

To make the above discussion precise, given a hypergraph H on
⊔
w∈W1

Vψ(w), a set

I ⊆W1, and an L ∈
∏
w∈I Vψ(w), the degree degH(L) of L in H is defined by

degH(L) = |{K ∈ H : L ⊆ K}|,

where we write L ⊆ K to mean that K agrees with L on the coordinates indexed by I,

and the maximal I-degree of H, denoted by ∆I(H), is defined by

∆I(H) = max
{
degH(L) : L ∈

∏
w∈I

Vψ(w)
}
;

in particular ∆∅(H) = e(H).
In order to describe the split between the regular and the irregular cases, we need to

introduce several additional parameters. First, let Γ be a constant satisfying

Γ ⩾
21r

ξ
, (46)

and let α be a positive constant that satisfies(
3erα1/vHvH

)γ
⩽ exp(−12Γ). (47)

Moreover, let

c2 =
1

2
·
(

ρ

2vH

)vH
, (48)

and let σ and C2 be positive constants satisfying

max

{
σ · (2r)v1 , (4r)

v1

C2

}
⩽ min

{
τ3.3(z, α, λ← 2−v1) : z ∈ JvHK

}
(49)

Let ZR1 (T ) be the family of all Z ∈ Z(T ) such that

e(HZ) ⩾ σnv1 . (50)

Let ZR2 (T ) be the family of all Z ∈ Z(T )\ZR1 (T ) such thatHZ contains a subhypergraph

H ⊆ HZ which satisfies

e(H) ⩾ c2 · |YT | ·
(m
n

)v1
(51)

and, for every nonempty I ⊆W1,

∆I(H) ⩽ max

{(m
n

)v1−|I|
, C2 ·

e(H)
n|I|

}
. (52)
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Finally, let ZR(T ) = ZR1 (T ) ∪ ZR2 (T ) and ZI(T ) = Z(T ) \ ZR(T ). Since ZR(T ) and

ZI(T ) form a partition of Z(T ) for every T ∈ TH(Π), it follows from (44) that∑
T∈TH(Π)
BT=B

|F∗(T )| ⩽
∑

T∈TH(Π)
BT=B

∑
Z∈ZR(T )

|F∗(T ;Z)|+
∑

T∈TH(Π)
BT=B

∑
Z∈ZI(T )

|F∗(T ;Z)|. (53)

The regular and the irregular cases are estimates of the first and the second sum in the

right-hand side of (53), respectively.

8.7. The regular case – summary. In the regular case, we will rely on the following

upper bound on the cardinality of F∗(T ;Z), which is established in Section 8.9 with the

use of the Hypergeometric Janson Inequality (Lemma 3.1).

Lemma 8.7. There exists a positive constant c̃ that depends only on H such that the

following holds for every T ∈ TH(Π) and each Z ∈ ZR(T ). If n is sufficiently large and

m ⩾ C̃n
2− 1

m2(H) for some C̃ ⩾ 2, then

|F∗(T ;Z)| ⩽ exp

(
−c̃ ·min

{
c2 · C̃ · |YT |

n
,
1

C2
, σ

}
·m

)
·
(

e(Π)

m− e(Z)

)
.

This upper bound on |F∗(T ;Z)| provided by Lemma 8.7 will be combined with the

following estimate on the size of the sum over all Z ∈ Z(T ).

Lemma 8.8. For every T ∈ TH(Π),

|Z(T )| ·
(

e(Π)

m− e(T )− |YT | · (r − 1) ·DH

)
⩽ exp

(
|YT | ·m
ξn

)
·
(

e(Π)

m− e(T )

)
.

Proof. Since, for every Z ∈ Z(T ), the graph Z \ T comprises precisely |YT | · (r− 1) ·DH

edges incident to YT , we have, letting b = |YT |,

|Z(T )| ⩽
(

n

(r − 1)DH

)b (5)

⩽

(
en

(r − 1)DH

)b(r−1)DH

.

On the other hand, by (30), which holds for all y ⩽ m′ ⩽ m ⩽ e(Π)− ξn2, we have( e(Π)
m−e(T )−b·(r−1)·DH

)( e(Π)
m−e(T )

) ⩽

(
m

ξn2

)b(r−1)DH

.

The claimed bound follows after noting that(
en

(r − 1)DH
· m
ξn2

)(r−1)DH

⩽ exp

(
m

ξn

)
,

as (ea/x)x ⩽ ea for all x ∈ (0,∞). □

Before we close this section, we show how these two lemmas can be used to estimate

the first sum in the right-hand side of (53):

ΣRB =
∑

T∈TH(Π)
BT=B

∑
Z∈ZR(T )

|F∗(T ;Z)|

︸ ︷︷ ︸
ΣR

T

.

Since

m ⩾ CHmH ⩾ CHn
2− 1

m2(H)
(24)

⩾
1

c2 · c̃8.7
· 35r
ξ
· n2−

1
m2(H) ,
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Lemma 8.7 implies that, for every T ∈ TH(Π),

ΣRT ⩽
∑

Z∈ZR(T )

exp

(
−min

{
|YT |
n
· 35r
ξ
,
c̃8.7
C2

, c̃8.7σ

}
·m
)
·
(

e(Π)

m− e(Z)

)
.

Since |YT | ⩽ |HT | ⩽ 2δn/ρ for every T ⊆ Πc with at most δm edges, we have, for every

T ∈ TH(Π),
|YT |
n

⩽
2δ

ρ

(23)

⩽
ξ

35r
·min

{
c̃8.7
C2

, c̃8.7σ

}
and, consequently,

ΣRT ⩽
∑

Z∈ZR(T )

exp

(
−35rm · |YT |

ξn

)
·
(

e(Π)

m− e(Z)

)
.

Since e(Z) = e(T ) + |YT | · (r − 1) ·DH for every Z ∈ Z(T ), Lemma 8.8 gives

ΣRT ⩽ exp

(
−34rm · |YT |

ξn

)
·
(

e(Π)

m− e(T )

)
⩽ exp

(
−17m · |HT |

ξn

)
·
(

e(Π)

m− e(T )

)
,

where the second inequality follows from the inequality |YY | ⩾ |HT |/(2r), see Lemma 8.6.

Let L be the family of all triples (t, ℓ, h) that satisfy t ⩾ ℓ ⩾ 1 and ℓ log n < mh/(ξn),

cf. (43), and observe that

ΣRB ⩽
∑

(t,ℓ,h)∈L

∑
T∈TΠ(B,t,ℓ,h)

ΣRT ⩽
∑

(t,ℓ,h)∈L

|TΠ(B, t, ℓ, h)| · exp
(
−17mh

ξn

)
·
(
e(Π)

m− t

)
.

Since, by Lemma 8.8, we have, for every (t, ℓ, h) ∈ L,

|TΠ(B, t, ℓ, h)| ·
(
e(Π)

m− t

)
⩽ exp

(
14ℓ log n+

2mh

ξn

)
·
(

e(Π)

m− e(B)

)
⩽ exp

(
16mh

ξn

)
·
(

e(Π)

m− e(B)

)
,

we may conclude that

ΣRB ·
(

e(Π)

m− e(B)

)−1

⩽
∑

(t,ℓ,h)∈L

exp

(
−mh
ξn

)
⩽ |L| · exp

(
−m
ξn

)
⩽

1

n
,

as h ⩾ 1 for every (t, ℓ, h) ∈ L.

8.8. The irregular case – summary. In the irregular case, we will use Lemma 3.3 to

prove upper bounds on the number of graphs Z that fall into ZI(T ) for some T ∈ TH(Π);
these upper bounds will be so strong that we will be able to get the desired estimate

on the second term in the right-hand side of (53) by combining them with the trivial

estimate
( e(Π)
m−e(Z)

)
on the number of completions of Z to a graph in F∗(T ;Z). Since the

nature of our argument precludes obtaining a strong bound on |F∗(T ;Z) ∩ ZI(T )| for
every T , we will have to partition the family

⋃
T∈TH(Π)ZI(T ) differently. To this end,

for every positive integer b, define

ZIΠ(b) =
⋃

T∈TH(Π)
|YT |=b

ZI(T ).

Given some T ∈ TH(Π) and a Z ∈ Z(T ), let T ′
Z ⊆ T be the graph obtained from

T by removing the |YT | · DH edges vu such that v ∈ YT and u ∈ NiT (v). Note that
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BT ⊆ UT ⊆ T ′
Z , as NiT (v) was defined to be a subset of NZ\UT

(v), and that T ′
Z can be

defined in terms of Z only because if Z ∈ Z(T ), then T = Z ∩ Πc. Further, for every

positive integer b and every T ′ ⊆ Πc, let

ZIΠ(b;T ′) = {Z ∈ ZIΠ(b) : T ′
Z = T ′}.

The following upper bound on cardinalities of the families ZIΠ(b;T ′) is the main step in

the analysis of the irregular case.

Lemma 8.9. For every T ′ ⊆ Πc and every b ⩾ 1,

|ZIΠ(b;T ′)| ·
(

e(Π)

m− e(T ′)− rbDH

)
⩽ exp

(
−Γbm

n

)
·
(

e(Π)

m− e(T ′)

)
.

This upper bound on |ZIΠ(b;T ′)| provided by Lemma 8.9 will be combined with the

following estimate on the size of the sum over all T ′. For every B ∈ B(Π, k) and every

nonnegative integer t′, let T ′
Π(B, t

′, b) comprise all graphs T ′ ⊆ Πc with t′ edges such

that T ′ = T ′
Z for some Z ∈ Z(T ), where T ∈ TH(Π) satisfies BT = B and |YT | = b.

Lemma 8.10. Suppose that n log n≪ m ⩽ e(Π)− ξn2. For every B ∈ B(Π, k) and all

t′ and b,

|T ′
Π(B, t

′, b)| ·
(
e(Π)

m− t′

)
⩽ exp

(
20rmb

ξn

)
·
(

e(Π)

m− e(B)

)
.

Proof. We adapt the argument used in the proof of Lemma 8.2. Suppose that T ′ ∈
T ′
Π(B, t

′, b). This means that there is a T ∈ TH(Π) such that |YT | = b, B = BT ⊆ UT ⊆
T ′ ⊆ T , and T \ T ′ comprises some bDH edges incident to YT ⊆ HT . Moreover, since

T ∈ TH(Π), we have

e(UT \BT )
(43)

<
m|HT |
ξn log n

.

Let U ′
T be the subgraph of UT \ BT obtained by removing all edges touching the set

XT of vertices whose degree in UT is D. Since every edge of UT \ U ′
T has at least one

endpoint in XT and ∆(BT ) ⩽ k, we have

e(UT \B) ⩾ e(U ′
T ) + |XT | · (D − k)/2 ⩾ e(U ′

T ) + |XT | ·D/3.

We choose the t′ − e(B) edges of T ′ \B in three steps:

(S1) We choose the edges of U ′
T .

(S2) We choose the edges of T ′ \B that touch XT \HT .

(S3) We choose the remaining edges of T ′ \B; they all touch HT .

We count the number of ways to build a graph T ′ ∈ T ′
Π(B, t

′, b) with u′, t′X , and t
′
H

edges chosen in steps (S1), (S2), and (S3), respectively. An upper bound on |T ′
Π(B, t

′, b)|
will be obtained by summing over all choices for u′, t′X , and t′H . There are at most(e(Πc)

u′

)
ways to choose u′ edges of U ′

T and, as in the proof of Lemma 8.2,

(
e(Πc)

u′

)
·

( e(Π)
m−e(B)−u′

)( e(Π)
m−e(B)

) ⩽ m2u′ .
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Next, letN2 = N2(tX , s) denote the total number of ways to choose the t′X edges touching

XT \HT when |XT \HT | = s. As in the proof of Lemma 8.2, we have

N2 ·

( e(Π)
m−e(B)−u′−t′X

)
( e(Π)
m−e(B)−u′

) ⩽ mDs.

Finally, let N3 = N3(tX , h) denote the number of ways to choose the remaining t′H edges

of T ′ \B when |HT | = h. Recalling that e(B) + u′ + t′X + t′H = t′ and arguing as in the

proof of Lemma 8.2, we obtain

N3 ·
( e(Π)
m−t′

)( e(Π)
m−e(B)−u′−t′X

) ⩽ exp

(
2mh

ξn

)
.

Since |HT | ⩽ 2r|YT | = 2rb, by Lemma 8.6, combining the above bounds, we obtain

|T ′
Π(B, t

′, b)| ·
( e(Π)
m−t′

)( e(Π)
m−e(B)

) ⩽
∑

u′,t′X ,t
′
H ,s,h

u′+t′X+t′H=t′

u′+sD/3⩽mh/(ξn logn)
h⩽2rb

m2u′ ·mDs · exp
(
2mh

ξn

)

⩽ nm3
∑
h⩽2rb

exp

((
3 logm

log n
+ 2

)
· mh
ξn

)
⩽ exp

(
20rmb

ξn

)
,

as claimed. □

Before we close this section, we show how these two lemmas can be used to estimate

the second sum in the right-hand side of (53):

ΣIB =
∑

T∈TH(Π)
BT=B

∑
Z∈ZI(T )

|F∗(T ;Z)| ⩽
∑

T∈TH(Π)
BT=B

∑
Z∈ZI(T )

(
e(Π)

m− e(Z)

)

=
∑
t′,b

∑
T ′∈T ′

Π(B,t′,b)

∑
Z∈ZI

Π(b;T ′)

(
e(Π)

m− e(Z)

)
︸ ︷︷ ︸

ΣI
T ′

.

Since e(Z) = e(T ′) + rbDH for every Z ∈ ZIΠ(b;T ′), Lemma 8.9 implies that

ΣIT ′ ⩽ exp

(
−Γbm

n

)
·
(

e(Π)

m− e(T ′)

)
,

and, further, Lemma 8.10 implies that

ΣIB ·
(

e(Π)

m− e(B)

)−1

⩽
∑
t′,b

exp

(
20rmb

ξn
− Γbm

n

)
(46)

⩽
∑
t′,b

exp

(
−rmb
ξn

)

⩽ mn · exp
(
−rm
ξn

)
⩽

1

n
.
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8.9. The regular case. In this section, we prove Lemma 8.7, that is, for given T ∈
TH(Π) and Z ∈ ZR1 (T ) ∪ ZR2 (T ), we give an upper bound on the number of graphs in

F∗(T ;Z).

Proof of Lemma 8.7. Suppose that Π = {V1, . . . , Vr}, let T ∈ TH(Π), and fix an arbitrary

Z ∈ ZR1 (T )∪ZR2 (T ). If Z ∈ ZR1 (T ), we letH = HZ and recall that e(H) ⩾ σnv1 , see (50).

Otherwise, Z ∈ ZR2 (T ) and we let H ⊆ HZ be any hypergraph which satisfies both (51)

and (52).

Recall the definitions of H−, HZ , ψ, and ΦZ from Section 8.6. For every j ∈ JrK,
randomly choose an equipartition {Vj,w}w∈V (H) of Vj \ YT into vH parts. We let Φ′

Z be

the family of all embeddings φ ∈ ΦZ that satisfy(
φ(w)

)
w∈W1

∈ H and φ(w) ∈ Vψ(w),w for every w ∈ V (H−).

Let n′ = min{|V | : V ∈ Pn,r} ⩾ n/(2r). Since there are at least e(H) · (n′− |YT | − vH)v2
embeddings φ ∈ ΦZ such that

(
φ(w)

)
w∈W1

∈ H and, for each such φ, the probability

that φ ∈ Φ′
Z is at least v−vHH , there is a positive constant c that depends only on H such

that

E
[
|Φ′
Z |
]
⩾ c · e(H) · nv2 .

Now, fix some partitions {Vj,w}w∈V (H) for which |Φ′
Z | is at least as large as its expectation

and let

K′ = {Kφ : φ ∈ Φ′
Z}.

We claim that Kφ ̸= Kφ′ for each pair of distinct φ,φ′ ∈ Φ′
Z . Since H

− has no isolated

vertices and each φ ∈ Φ′
Z maps every w ∈ V (H−) to its dedicated set Vψ(w),w, one can

recover φ from the graph Kφ. This means, in particular, that

|K′| = |Φ′
Z | ⩾ c · e(H) · nv2 . (54)

Suppose that m ⩾ C̃n
2− 1

m2(H) for some C̃ ⩾ 2, and let G′ be a uniformly chosen

subgraph of Π \ Z with m− e(Z) edges. The definition of K′ and (45) imply that

|F∗(T ;Z)| ⩽ P(K ⊈ G′ for every K ∈ K′) ·
(

e(Π)

m− e(Z)

)
.

We shall bound this probability from above using the Hypergeometric Janson Inequality.

To this end, let p = m−e(Z)
e(Π)−e(Z) . Since

e(Z) ⩽ e(T ) + (r − 1) · |HT | ·DH ⩽ 2rδm,

as |HT | ⩽ 2δn/ρ and DH ⩽ ρm/n, we have

p ⩾
m− e(Z)

n2
⩾ (1− 2rδ) · m

n2
⩾

m

2n2
⩾
C̃

2
· n2−

1
m2(H) ,

as δ ⩽ 1
4r , see (23), and

p ⩽
m

e(Π)− e(Z)
⩽

m

n2/5− 2rδn2
⩽

10m

n2
,

where the second inequality follows from part (i) of Proposition 4.1, as Π ∈ Pn,r(γ) and
γ ⩽ 1

20r , see (22), and the final inequality holds because δ ⩽ 1
20r , see (23). For any

K,K ′ ∈ K′, we write K ∼ K ′ if K and K ′ share an edge but K ̸= K ′. Let µ and
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∆ be the quantities defined in the statement of the Hypergeometric Janson Inequality

(Lemma 3.1), that is

µ =
∑
K∈K′

peK = |K′| · peH− and ∆ =
∑

K,K′∈K′

K∼K′

peK∪K′ .

Claim 8.11. There is a positive constant c′ that depends only on H such that

µ ⩾ c′ ·min

{
c2 · C̃ · |YT |

n
, σ

}
·m. (55)

Proof. It follows from (54) that

µ = |K′| · peH− ⩾ c · e(H) · nv2 · peH− .

Assume first that Z ∈ ZR1 (T ). Since e(H) ⩾ σnv1 , we have

µ ⩾ c · σ · nv1+v2 · peH− . (56)

Since v1 + v2 is the number of vertices of H− and H− ⊆ H, Lemma 3.5 implies that

µ ⩾ c · σ ·m, as C̃ ⩾ 2. If, on the other hand, Z ∈ ZR2 (T ), then

µ ⩾ c · c2 · |YT | ·
(m
n

)v1
· nv2 · peH− ⩾ c · c2 · |YT | ·

(pn
10

)v1
· nv2 · peH−

⩾ c′′ · c2 · |YT | ·
nv1+v2+1peH−+v1

n

for some c′′ that depends only on H. Let H∗ be the subgraph of H induced by {vc} ∪
V (H−) and note that vH∗ = v1 + v2 + 1 and eH∗ = eH− + v1. Since vc is the centre of

a critical star of H, it has at least χ(H) ⩾ 3 neighbours and thus eH∗ ⩾ v1 ⩾ 3. By

Lemma 3.5, with F = H∗,

nv1+v2+1peH−+v1 = nvH∗peH∗ ⩾
C̃

2
· n2p ⩾ C̃m

4
,

and we may conclude that µ ⩾ c′ ·c2 ·C̃ · |YT | ·m/n. This completes the proof of (55). □

Claim 8.12. There exists a positive constant c′ that depends only on H such that

µ2

∆
⩾ c′ ·min

{
c2 · C̃ · |YT |

n
, σ,

1

C2

}
·m.

Proof. For every I ⊆W1 and J ⊆W2 let HI,J be the subgraph of H− (and thus also of

H) induced by I ∪ J ; note that HI,J may have isolated vertices. Further, let K(I, J) be
the set of all pairs K,K ′ ∈ K′ that agree exactly on (the image of) I ∪ J , that is,

K(I, J) =
{
(Kφ,Kφ′) ∈ (K′)2 : Kφ ∩Kφ′ = φ(HI,J) = φ′(HI,J)

}
.
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These definitions were made in such a way that

∆ =
∑
K∈K′

∑
I⊆W1,J⊆W2

∅≠HI,J⊊H−

∑
K′∈K′

(K,K′)∈K′(I,J)

p2eH−−e(HI,J )

⩽
∑
K∈K′

peH−
∑

I⊆W1,J⊆W2

∅≠HI,J⊊H−

|{K ′ ∈ K′ : (K,K ′) ∈ K′(I, J)}| · peH−−eHI,J

⩽ µ
∑

I⊆W1,J⊆W2

∅≠HI,J⊊H−

∆I(H) · nv2−|J | · peH−−eHI,J .

(57)

Assume first that Z ∈ ZR1 (T ). Using the trivial bound ∆I(H) ⩽ nv1−|I|, which is

valid for all I ⊆W1, and (57), we obtain

∆

µ
⩽

∑
I⊆W1,J⊆W2

∅≠HI,J⊊H−

nv1+v2−|I|−|J | · peH−−eHI,J =
∑

I⊆W1,J⊆W2

∅≠HI,J⊊H−

nv1+v2peH−

n
vHI,J p

eHI,J

⩽ 2v1+v2 · nv1+v2peH−

min∅≠F⊆H− nvF peF

L. 3.5

⩽ 2v1+v2 · n
v1+v2peH−

n2p
.

Since nv1+v2peH− ⩽ µ/(c · σ), see (56) and n2p ⩾ m/2, we may conclude that

µ2

∆
⩾

c · σ
2v1+v2+1

·m.

Suppose now that Z ∈ ZR2 (T ). In this case, for all nonempty I ⊆W1,

∆I(H) ⩽ max

{(m
n

)v1−|I|
, C2 ·

e(H)
n|I|

}
(51)

⩽ max

{
1

c2|YT |
·
(m
n2

)−|I|
, C2

}
· e(H)
n|I|

⩽ max

{
1

c2|YT |
·
(
10

p

)|I|
, C2

}
· e(H)
n|I|

.

Denote by ∆0 and ∆1 the contributions to the sum in the right-hand side of (57) corre-

sponding to I = ∅ and I ̸= ∅, respectively, so that ∆ ⩽ ∆0+∆1. Since H∅,J = H[J ] ⊆ H
and ∆∅(H) = e(H), we have

∆0

µ
⩽ e(H) · nv2peH− ·

∑
J⊆W2
H[J ] ̸=∅

1

n|J |pe(H[J ])
⩽ 2v2 · e(H) · nv2peH−

min∅̸=F⊆H nvF peF
.

Recalling that e(H) · nv2peH− ⩽ µ/c, we conclude, using Lemma 3.5, that

∆0

µ
⩽

2v2

c
· µ

n2p
⩽

2v2+1µ

cm
.

On the other hand,

∆1

µ
⩽ e(H) · nv2peH− ·

∑
∅̸=I⊆W1,J⊆W2

∅≠HI,J⊊H−

max

{
1

c2|YT |
· 10

|I|

p|I|
, C2

}
· 1

n|I|+|J |p
eHI,J

= e(H) · nv2peH− ·
∑

∅̸=I⊆W1,J⊆W2

∅≠HI,J⊊H−

max

{
n

c2|YT |
· 10

|I|

np|I|
, C2

}
· 1

n
vHI,J p

eHI,J
.
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Fix a nonempty I ⊆W1 and a J ⊆W2 such that HI,J is nonempty. Since vHI,J
+1 and

eHI,J
+ |I| ⩾ 2 are the numbers of vertices and edges of the subgraph of H induced by

{vc} ∪ I ∪ J , Lemma 3.5 implies that

max

{
n

c2|YT |
· 10

|I|

np|I|
, C2

}
· 1

n
vHI,J p

eHI,J
⩽ max

{
n

c2|YT |
· 2 · 10

|I|

C̃
, C2

}
· 1

n2p
.

Recalling again that e(H) · nv2peH− ⩽ µ/c, we have

∆1

µ
⩽
µ

c
· 2v1+v2 ·max

{
n · 10v1+1

c2|YT | · C̃
, C2

}
· 2
m
.

We may conclude that

µ2

∆
⩾

µ2

∆0 +∆1
⩾ c′ ·min

{
c2 · C̃ · |YT |

n
,
1

C2

}
·m,

where c′ is a positive constants that depends only on H. □

Finally, we invoke Lemma 3.1 with q = µ
µ+∆ ⩽ 1 to conclude that

|F∗(T ;Z)|( e(Π)
m−e(Z)

) ⩽ P(K ⊈ G′ for every K ∈ K′) ⩽ exp

(
− µ2

µ+∆
+

µ2∆

2(µ+∆)2

)

⩽ exp

(
− µ2

2(µ+∆)

)
⩽ exp

(
−min

{
µ

4
,
µ2

4∆

})
.

The assertion of the lemma now follows from Claims 8.11 and 8.12. □

8.10. The irregular case. In this section, we prove Lemma 8.9, that is, for given

T ′ ⊆ Πc, we give an upper bound on the number of graphs Z ∈ ZI(T ), for some

T ∈ TH(Π) satisfying |YT | = b, such that T ′
Z = T ′.

Proof of Lemma 8.9. Fix some graph T ′ ⊆ Πc, an integer b ⩾ 1, a colour i ∈ JrK, and
distinct v1, . . . , vb ∈ Vi. We will describe a procedure that constructs, for every graph Z

such that T ′
Z = T ′ and YTZ = {v1, . . . , vb}, a hypergraph H ⊆ HZ that satisfies condi-

tion (52) for every nonempty I ⊆W1. Our procedure will examine the neighbourhoods of

v1, . . . , vb in the graph Z \T ′ one-by-one and build H in an online fashion. If Z ∈ ZIΠ(b),
then the constructed hypergraph H cannot have too many edges. More precisely, H has

to fail condition (51) and, moreover, HZ must not satisfy (50). This means, roughly

speaking, that, when Z ∈ ZIΠ(b), the neighbourhoods of v1, . . . , vb in Z \ T ′ are highly

correlated. This will allow us, with the use of Lemma 3.3, to bound the number of

choices for these neighbourhoods that result in a graph Z ∈ ZIΠ(b). Consequently, we

will obtain an upper bound on the size of the set ZIΠ(b;T ′).

Let

D∗ =

⌊
DH

v1

⌋
⩾

⌊
ρm

2v1n

⌋
,

and let H0 be the empty hypergraph with vertex set
⊔
w∈W1

Vψ(w). Do the following for

s = 1, . . . , b:

(i) For every nonempty I ⊊W1, let

M I
s =

{
L ∈

∏
w∈I

Vψ(w) : degHs−1
(L) >

C2

2
· e(Hs−1)

n|I|

}
.
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(ii) For each j ∈ JrK, choose an arbitrary collection {Nj,w(vs)}w∈W1 of v1 pairwise

disjoint subsets of Nj(vs), each of size D∗, denote N(vs) =
∏
w∈W1

Nψ(w),w(vs),

and let

Hs = Hs−1 ∪

K ∈ N(vs) : L ⊈ K for all L ∈
⋃

∅≠I⊊W1

M I
s

 .

Finally, let H = Hb.
By construction, every (vw)w∈W1 ∈ N(vs) has distinct coordinates and henceH ⊆ HZ .

Moreover, for every nonempty I ⊊W1,

∆I(H) ⩽
C2

2
· e(H)
n|I|

+∆I

(
N(vs)

)
⩽
C2

2
· e(H)
n|I|

+
∏

w∈W1\I

|Nψ(w)(vs)|

⩽ max

{
2D

v1−|I|
H , C2 ·

e(H)
n|I|

}
⩽ max

{(m
n

)v1−|I|
, C2 ·

e(H)
n|I|

}
,

as |Nj(vs)| = DH ⩽ ρm/n ⩽ m/(2n) for all j ∈ JrK and s ∈ JbK. Moreover, since

∆W1(H) ⩽ 1 = (m/n)v1−|W1|, our H satisfies (52) for every nonempty I ⊆W1.

We say that s ∈ JbK is useful if

e
(
Hs \ Hs−1

)
⩾ 2−v1 ·Dv1

∗ .

If more than half of s ∈ JbK are useful, then

e(H) =
b∑

s=1

e
(
Hs \ Hs−1

)
⩾
b

2
· 2−v1 ·Dv1

∗ ⩾ 2−vH · b ·
⌊
ρm

2v1n

⌋v1
⩾ c2 · b ·

(m
n

)v1
,

where the last inequality follows from (48); in particular H satisfies condition (51) and

thus Z ∈ ZR2 (TZ). Therefore, if Z ∈ ZIΠ(b), then at least half of s ∈ JbK are not useful.

Claim 8.13. Let s ∈ JbK and suppose that e(Hs−1) < σnv1 . Then, there are at most

exp

(
−4Γm

n

)
·
(

n

rDH

)
choices for N1(vs), . . . , Nr(vs) such that s is not useful.

Proof. For every I ⊆ W1, denote NI(vs) =
∏
w∈I Nψ(w),w(vs), where {Nj,w(vs)} is the

collection defined in step (ii) of the algorithm building H. Letting MW1
s = Hs−1, we

have

e
(
Hs \ Hs−1

)
⩾ Dv1

∗ −
∑

∅≠I⊆W1

|NI(vs) ∩M I
s | ·D

v1−|I|
∗ .

In particular, if s is not useful then there must be some nonempty I ⊆W1 such that∣∣NI(Vs) ∩M I
s

∣∣ > 2−v1 ·D|I|
∗ . (58)

Since |Vj | ⩾ n/(2r) for every j ∈ JrK, we have

|MW1
s | = e(Hs−1) < σnv1 ⩽ σ · (2r)v1 ·

∏
w∈W1

|Vψ(w)|.

Moreover, for every ∅ ≠ I ⊊W1,

|M I
s | ·

C2

2
· e(Hs−1)

n|I|
⩽
∑
L∈MI

s

degHs−1
(L) ⩽

(
v1
|I|

)
· e(Hs−1)
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and hence

|M I
s | ⩽

1

C2
·
(
v1
|I|

)
· n|I| ⩽ 2v1

C2
· n|I| ⩽ (4r)v1

C2
·
∏
w∈I
|Vψ(w)|.

Since we chose σ to be sufficiently small and C2 to be sufficiently large as a function

of α and v1, see (49), Lemma 3.3 applied 2v1 − 1 times implies that there are at most

(2v1 − 1) · αD∗ ·
∏
w∈W1

(
|Vψ(w)|
D∗

)
choices of N(vs) such that (58) holds for some nonempty I ⊆ W1. On the other hand,

the number of choices for N1(vs), . . . , Nr(vs) that can yield a given N(vs) is at most(
n

rDH−v1D∗

)
. We conclude that the number X of choices for N1(vs), . . . , Nr(vs) that

render s not useful satisfies

X ⩽ 2v1 · αD∗ ·
(

n

rDH − v1D∗

)
·
∏
w∈W1

(
|Vψ(w)|
D∗

)

= 2v1 · αD∗ ·
(

n

rDH

)
·
(
rDH

v1D∗

)
·
(
n− rDH + v1D∗

v1D∗

)−1

·
∏
w∈W1

(
|Vψ(w)|
D∗

)
︸ ︷︷ ︸

(⋆)

.

Since n− rDH ⩾ 2n/3 ⩾ |Vj | for every j ∈ JrK, we have

(⋆) ⩽

(
2n/3 + v1D∗

v1D∗

)−1

·
(
2n/3

D∗

)v1
⩽

(
2n/3 + v1D∗

v1D∗

)−1

·
(
v1 · 2n/3
v1D∗

)
(4)

⩽ vv1D∗
1 .

Finally, since v1D∗ ⩾ DH − v1 ⩾ 2DH/3 ⩾ ρm/(3n), we conclude that

X ·
(

n

rDH

)−1

⩽ 2v1 · αD∗ ·
(
rDH

v1D∗

)
· vv1D∗

1

(5)

⩽

(
2 · α1/v1 · erDH

v1D∗
· v1
)v1D∗

⩽
(
3er · α1/v1v1

) ρm
3n

(47)

⩽ exp

(
−4Γm

n

)
,

giving the assertion of the claim. □

We are now ready to prove the claimed upper bound on the size of the family ZIΠ(b;T ′).

Each graph Z in this family can be constructed by specifying an i ∈ JrK, a sequence of

distinct vertices v1, . . . , vb ∈ Vi, and a set S ⊆ JbK of size at least b/2 such that, when we

execute the algorithm described above, every s ∈ S is not useful. Since the number of

choices forN1(vs), . . . , Nr(vs) is at most exp(−4Γm/n)·
(

n
rDH

)
when s ∈ S, by Claim 8.13,

and at most
(

n
rDH

)
when s ∈ JrK \ S, we have

|ZIΠ(b;T ′)| ⩽ r · nb · 2b · exp
(
−4Γm

n
· b
2

)(
n

rDH

)b (5)

⩽ exp

(
−3Γm

2n
· b
)(

en

rDH

)brDH

.

On the other hand, by (30), which holds for all y ⩽ m′ ⩽ m ⩽ e(Π)− ξn2, we have( e(Π)
m−e(T ′)−brDH

)( e(Π)
m−e(T ′)

) ⩽

(
m

ξn2

)brDH

.
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It follows that

|ZIΠ(b;T ′)| ·
(

e(Π)

m− e(T ′)− brDH

)
⩽ exp

(
−3Γm

2n
· b
)
·
(

en

rDH
· m
ξn2

)brDH
(

e(Π)

m− e(T ′)

)
.

The claimed bound follows after noting that, since (ea/x)x ⩽ ea for all x ∈ (0,∞),(
en

rDH
· m
ξn2

)rDH

⩽ exp

(
m

ξn

)
(46)

⩽ exp

(
Γm

2n

)
. □

9. The 1-statement: the dense case

Fix a partition Π ∈ Pn,r(γ). In this section, we verify the assumptions of Proposi-

tion 7.1 in the case where

e(Π)− ξn2 ⩽ m ⩽ ex(n,H).

We start by introducing two additional parameters. Let ε and ν be positive constants

satisfying

ε+ vHν ⩽
1

2r
and ε ⩽ ν/8. (59)

Earlier on, we chose γ, δ, and ξ sufficiently small so that

320ξ ⩽ ν and

(
4e

νε

)ε
·
(
320ξ

ν

)ν/4
⩽ e−2, (60)

and, additionally,

ξ + δ ⩽ 2max {ξ, δ} < min

{
ε2

v2H
,
ν

8r

}
and γ ⩽

1

20r
. (61)

In order to show that the assumptions of Proposition 7.1 are satisfied, we will define

a natural mapM : F∗
n,m(H; δ,Π)→ B(Π, k) by lettingM(G) be the subgraph of G \Π

obtained by deleting from it all vertices that are non-adjacent to more than νn vertices

of a different colour class of Π; we shall show that this graph has maximum degree k.

We will then estimate the left-hand side of (18) using ad-hoc, combinatorial arguments.

Suppose that Π = {V1, . . . , Vr}. For a graph G ∈ F∗
n,m(H; δ,Π), let XG denote the

set of all vertices of G that have fewer than |Vj | − νn neighbours in some colour class Vj
other than their own. More precisely,

XG =

r⋃
i=1

{
v ∈ Vi : degG(v, Vj) < |Vj | − νn for some j ̸= i

}
.

We first show that the set XG is rather small and that the graph (G \ Π) − XG has

maximum degree at most k.

Lemma 9.1. For every G ∈ F∗
n,m(H; δ,Π), we have

|XG| ⩽
n

4r
.
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Proof. Since

e(Π)− e(G ∩Π) =
1

2
·

r∑
i=1

∑
v∈Vi

∑
j ̸=i

(
|Vj | − deg(v, Vj)

)
⩾

1

2
· |XG| · νn,

we have

e(Π)− ξn2 ⩽ e(G) ⩽ e(G ∩Π) + δn2 ⩽ e(Π) + δn2 − 1

2
· |XG| · νn.

We conclude that

|XG| ⩽ 2 · δ + ξ

ν
· n

(61)

⩽
n

4r
,

as claimed. □

Lemma 9.2. For every G ∈ F∗
n,m(H; δ,Π), the maximum degree of (G \ Π)−XG is at

most k.

Proof. Suppose that there were a G ∈ F∗
n,m(H; δ,Π) such that (G \ Π) − XG has a

vertex v of degree at least k + 1. Let Π = {V1, . . . , Vr} and suppose that v ∈ Vi. Let

u1, . . . , uk+1 ∈ Vi \XG be arbitrary neighbours of v and let uk+2, . . . , uvH−1 be arbitrary

vertices of Vi \ XG that are distinct from v and u1, . . . , uk+1; such vertices exist since,

by Lemma 9.1, we have |Vi \XG| ⩾ n/(2r)−n/(4r) = n/(4r). For each j ∈ JrK \ {i}, let

Nj = Vj ∩NG(v) ∩
vH−1⋂
ℓ=1

NG(uℓ).

and observe that, by the definition of XG,

|Nj | ⩾ |Vj | − vH · νn ⩾ n/(2r)− vH · νn
(59)

⩾ εn.

Observe further that the subgraph of G∩Π that is induced by N1 ∪ · · · ∪Ni−1 ∪Ni+1 ∪
· · · ∪ Nr is Kr−1(vH)-free; indeed, otherwise G would contain every (r + 1)-colourable

vertex-critical graph of criticality k + 1 with at most vH vertices, contradicting the fact

that G is H-free. This implies, in particular, that

e(Π)− e(G ∩Π) ⩾ e
(
Kr−1(εn)

)
− ex

(
Kr−1(εn),Kr−1(vH)

)
⩾ (εn)2/v2H ,

where the last inequality follows from Lemma 3.6. Consequently,

m = e(G ∩Π) + e(G \Π) ⩽ e(Π)− (εn)2/v2H + δn2
(61)

< e(Π)− ξn2,

a contradiction. □

For every G ∈ F∗
n,m(H; δ,Π), let BG = (G \ Π) − XG and note, by Lemma 9.2, we

have BG ∈ B(Π, k). Define, for every B ∈ B(Π, k),

F∗
B = {G ∈ F∗

n,m(H; δ,Π) : BG = B}.

The following proposition, which is the main result of this section, implies that the map

M : G 7→ BG satisfies the assumptions of Proposition 7.1.

Proposition 9.3. For every B ∈ B(Π, k), we have

|F∗
B| ⩽ exp(−n) ·

(
e(Π)

m− e(B)

)
.

The proof of Proposition 9.3 will require one additional lemma, which states that the

maximum degree of the graph G \Π cannot be very large.
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Lemma 9.4. For every G ∈ F∗
n,m(H; δ,Π), we have ∆(G \Π) < εn.

Proof. Suppose that there was a G ∈ F∗
n,m(H; δ,Π) such that ∆(G \ Π) ⩾ εn and

pick an arbitrary v with degG\Π(v) ⩾ εn. Suppose that Π = {V1, . . . , Vr} and recall

from (16) that degG(v, Vi) ⩾ εn for every i ∈ JrK. For each i, let Ni ⊆ N(v) ∩ Vi be an

arbitrary subset of size exactly εn. Observe that the subgraph of G ∩Π that is induced

by N1 ∪ · · · ∪Nr is Kr(vH)-free; indeed, otherwise G would contain every vertex-critical

(r+1)-colourable graph with at most vH vertices, contradicting the fact that G is H-free.

This implies, in particular, that

e(Π)− e(G ∩Π) ⩾ e
(
Kr(εn)

)
− ex

(
Kr(εn),Kr(vH)

)
⩾ (εn)2/v2H ,

where the last inequality follows from Lemma 3.6. Consequently,

m = e(G ∩Π) + e(G \Π) ⩽ e(Π)− (εn)2/v2H + δn2
(61)

< e(Π)− ξn2,

a contradiction. □

Proof of Proposition 9.3. Fix an arbitrary B ∈ B(Π, k) and choose some G ∈ F∗
B. Note

that XG cannot be empty as otherwise G ⊆ Π ∪ B, contradicting the fact that G ∈
F∗
n,m(H; δ,Π). Moreover, by Lemma 9.4, every vertex of XG has degree at most εn in

G \Π. Denote ΠXG
= Π \ (Π−XG); in other words, ΠXG

comprises all edges of Π that

have an endpoint in XG. By the definition of XG,

e(ΠXG
)− e(G ∩ΠXG

) ⩾
1

2
· |XG| · νn.

Observe that every graph in G ∈ F∗
B may be constructed as follows:

• Choose a nonempty vertex set X with at most n/(4r) elements (to serve as XG).

• Choose at most |X| · εn edges of Πc, each touching X, to form (G \Π) \B.

• Choose at most e(ΠX)− |X| · νn/2 edges of ΠX to form G ∩ΠX .

• Choose the remaining edges of G from Π−X.

In particular, letting

tX = |X| · εn and zX = e(ΠX)− |X| · νn/2,

we have

|F∗
B| ⩽

∑
X ̸=∅

|X|⩽n/(4r)

∑
t⩽tX

∑
z⩽zX

(
|X| · n
t

)(
e(ΠX)

z

)(
e(Π−X)

m− z − t− e(B)

)
.

Note that, for all X and all t ⩽ tX and z ⩽ zX ,(
e(ΠX)

z

)
·
(
e(ΠX)

z + t

)−1 (2)

⩽

(
zX + tX

e(ΠX)− zX − tX

)t
⩽

(
e(ΠX) + |X| · (ε− ν/2)n
|X| · (ν/2− ε)n

)t
⩽

(
1 + ε− ν/2
ν/2− ε

)t (59)

⩽

(
4

ν

)t
⩽

(
4

ν

)tX
,

so that (
|X| · n
t

)(
e(ΠX)

z

)
·
(
e(Π)X
z + t

)−1

⩽

(
|X| · n
tX

)
·
(
4

ν

)tX
(5)

⩽

(
4e · |X| · n

νtX

)tX
=

(
4e

νε

)|X|·εn
.



TYPICAL STRUCTURE OF GRAPHS NOT CONTAINING A VERTEX-CRITICAL SUBGRAPH 52

This gives

|F∗
B| ⩽

∑
X ̸=∅

|X|⩽n/(4r)

(
4e

νε

)|X|·εn ∑
z⩽zX

∑
t⩽tX

(
e(ΠX)

z + t

)(
e(Π−X)

m− z − t− e(B)

)
︸ ︷︷ ︸

NX,z+t

. (62)

By Vandermonde’s identity, we have, for every y,

NX,y ⩽

(
e(ΠX) + e(Π−X)

m− e(B)

)
=

(
e(Π)

m− e(B)

)
. (63)

Moreover, direct calculation shows that

NX,y

NX,y+1
=

y + 1

e(ΠX)− y︸ ︷︷ ︸
ρX,y

· e(Π−X)−m+ y + 1 + e(B)

m− y − e(B)︸ ︷︷ ︸
ρ′X,y

. (64)

Set yX = zX + tX and

y′X = yX + |X| · νn/4 = e(ΠX)− |X| · (ν/4− ε)n
(59)

⩽ e(ΠX)− |X| · νn/8.

Assume that |X| ⩽ n/(4r) and y + 1 ⩽ y′X . Using e(ΠX) ⩽ |X| · n, we have ρy ⩽ 8/ν.

Moreover,

m− y − 1− e(B) ⩾ e(Π)− ξn2 − e(ΠX)− kn ⩾ e(Π−X)− 2ξn2

and, by part (i) of Proposition 4.1 and our assumption that γ ⩽ 1
20r ,

m− y − e(B) ⩾ e(Π)− 2ξn2 − |X| · n ⩾
n2

5
− 2ξn2 − n2

4r
⩾
n2

20
.

Consequently, ρ′X,y ⩽ 40ξ. Substituting these two estimates into (64) yields

NX,y

NX,y+1
⩽

320ξ

ν

(60)

⩽ 1. (65)

We may conclude that, when |X| ⩽ n/(4r) and y ⩽ yX ,

NX,y = NX,y′X
·
y′X−1∏
y′=y

NX,y′

NX,y′+1

(63), (65)

⩽

(
e(Π)

m− e(B)

)
·
(
320ξ

ν

)y′X−y

(65)

⩽

(
e(Π)

m− e(B)

)
·
(
320ξ

ν

)y′X−yX
=

(
e(Π)

m− e(B)

)
·
(
320ξ

ν

)|X|·νn/4
.

Finally, substituting this estimate into (62) yields

|F∗
B| ·

(
e(Π)

m− e(B)

)−1

⩽
∑
X ̸=∅

|X|⩽n/(4r)

(
4e

νε

)|X|·εn
(zX + 1)(tX + 1) ·

(
320ξ

ν

)|X|·νn/4

⩽
n/(4r)∑
x=1

(
n

x

)
· (xn)2 ·

[(
4e

νε

)ε
·
(
320ξ

ν

)ν/4]xn
(60)

⩽
n∑
x=1

n5x · e−2xn ⩽ e−n,

provided that n is sufficiently large. □
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15. P. Kolaitis, H. J. Prömel, and B. Rothschild, Kl+1-free graphs: asymptotic structure and a 0−1 law,

Trans. Amer. Math. Soc. 303 (1987), 637–671.

16. F. Mousset, R. Nenadov, and A. Steger, On the number of graphs without large cliques, SIAM J.

Discrete Math. 28 (2014), 1980–1986.
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